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Abstract
Knowledge of the genetic diversity of germplasm of breeding material is invaluable in crop

improvement programmes. Frequently, qualitative and quantitative data are used separately

to assess genetic diversity of crop genotypes. While assessing diversity based on qualitative

and quantitative traits separately, there may occur a problem when the degree of correspon-

dence between the clusters formed does not agree with each other. This study compares

five different procedures of clustering based on the criterion of weighted average of observed

proportion of misclassification in black gram genotypes using qualitative, quantitative traits

and mixture data. The INDOMIX- and PRINQUAL-based clustering procedures, i.e. INDOMIX

and PRINQUAL methods in conjunction with the k-means clustering procedure, show better

performance compared with other clustering procedures, followed by clustering based on

either quantitative or qualitative data alone. The use of the INDOMIX- and PRINQUAL-

based procedures can help breeders in capturing the variation present in both qualitative

and quantitative trait data simultaneously and solving the problem of ambiguity over the degree

of correspondence between clustering based on either qualitative or quantitative traits alone.
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Introduction

Cluster analysis, in general, is done in an attempt to

combine observations into homogeneous groups. The

role of classification in the improvement of cultivated

plants has long been recognized. For different breeding

programmes or for varietal selection, there is a need to

identify genetic materials that may contain useful traits.

Therefore, it is of great interest to classify or group

the accessions according to their trait scores or genetic

structure. Different clustering procedures are available

to classify accessions based on quantitative (morpho-

logical) and qualitative (molecular markers and DNA

fingerprints) traits.

The clustering methods used for diversity analysis

can be broadly classified as ‘hierarchical methods’ and

‘projection techniques’. Hierarchical clustering methods

in general and agglomerative hierarchical methods in

particular are more commonly employed in the analysis

of genetic diversity in crop species (Mohammadi and

Prasanna, 2003). Among the agglomerative hierarchical

methods, the unweighted pair-group method using* Corresponding author. E-mail: arrao@iasri.res.in
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arithmetic averages (UPGMA) (Sneath and Sokal, 1973)

is the most commonly adapted procedure followed by

Ward’s minimum variance method (Ward, 1963). The pro-

jection techniques, principal components analysis (PCA)

and principal coordinate analysis (PCoA), are the methods

for displaying (transformed) multivariate data in low-

dimensional space (Kolluru et al., 2007). The plot of

the two axes of PCA or PCoA in the X–Y plane will

allow identification of different clusters formed by the

accessions. The third possible approach for this situation,

under projection techniques, is the multidimensional

scaling. For clustering based on qualitative data, the

similarity measures such as simple matching coefficient,

Jaccard’s coefficient, Dice’s coefficient, Russel and Rao’s

coefficient, Rogers and Tanimoto’s coefficient, Sokal

and Sneath’s coefficient are used to find out the proximity

among the accessions (Li, 2006). Whereas for quantitative

data, distance measures such as Euclidean, squared

Euclidean and Minkowski are used. A recent application

of some of the aforementioned methods in the diversity

analysis of sorghum and cassava germplasm can be

found in Geleta and Labuschange (2005) and Kawuki

et al. (2011), respectively.

Frequently, the data in germplasm collections contain

a mixture of quantitative and qualitative data (Souza

and Sorrells, 1991a, b). In practice, the qualitative and

quantitative data originate from different sources, and

the clustering procedures applied for analysing these

data separately are not applicable for the combined

(mixture) data. The methods proposed by Gower (1971),

Peeters and Martinelli (1989) and Cole-Rodgers et al.

(1997) for clustering objects based on mixture data

require some pre-processing. The quantitative variables

are range standardized, while the qualitative ones are

method dependent. However, the advantage of the mix-

ture data analysis, with suitable statistical techniques,

over solely qualitative or quantitative traits is that it

may result in more reliable homogeneous groups. Harch

et al. (1999) showed that the use of both qualitative and

quantitative descriptors can enable precise patterns in the

groundnut taxonomy over quantitative descriptors alone.

Another use of classification methods based on mixture

data can solve the problem of disagreement between

groups made solely on the basis of qualitative or quan-

titative data. de Leeuw and van Rijckevorsel (1980)

proposed PCA of mixed variables (PCAMIX) to handle

mixture data. Kiers (1989) proposed an alternative to

PCAMIX, which is the application of individual difference

scaling (Carrol and Chang, 1970) with orthonormality

constraints on object coordinate (INDORT) for mixture

variables or briefly INDOMIX. Similar to PCAMIX,

INDOMIX also yields object coordinates (¼ xij, the

value corresponding to the ith accession of jth principal

component; i ¼ 1, 2,. . ., m; j ¼ 1, 2,. . ., p; where p is

less than the total number of mixture variables), but

does so by optimizing a criterion that differs from that

of PCAMIX. Winsberg and Ramsay (1983) proposed the

PRINQUAL method, which performs PCA of qualitative,

quantitative or mixture data. Expectation maximization

(EM) algorithm proposed by Dempster et al. (1977) is

an unsupervised learning method and can accommodate

mixture variables in cluster analysis. Kohonen (1988)

proposed self-organizing feature map (SOFM) architecture

in artificial neural network (ANN), which is also based on

unsupervised learning and can also be deployed for

the mixture data. A brief description on the application

of PCAMIX, INDOMIX, PRINQUAL, EM and SOFM

methods is given in Table S1 (available online only at

http://journals.cambridge.org). Application of the first

three methods in diversity analysis has not been fully

explored. Also, the performance of unsupervised learning

methods for diversity analysis is not fully assessed. Use of

such efficient methods can enable the breeders to perform

single complete analysis on mixture data for clustering

accessions. Keeping this in view, an effort is made to

study and identify suitable procedures for classification of

black gram accessions based on the mixture data.

Materials and methods

In this study, data on 48 accessions of black gram

grown during Kharif season in three locations, namely

New Delhi, Hyderabad and Amravati, under randomized

complete block design with two replications have been

obtained from the National Bureau of Plant Genetic

Resources, New Delhi. The data consist of information

on 11 morphological quantitative characters, namely

days to 50% flowering, number of primary branches per

plant, number of clusters (on main shoot and branches)

per plant, number of pods per cluster, pod length (cm),

number of pods per plant, plant height (cm), number

of seeds per pod, days to 80% maturity, seed yield per

plant, 100 seed weight (g) and 203 random amplification

of polymorphic DNA (RAPD) qualitative marker data that

are scored 1 and 0 for the presence and absence of RAPD

fragments, respectively.

Initially, the black gram accessions were grouped into

six (¼ k) known pre-defined clusters based on location

(state-wise). The identity of accessions falling in a given

pre-defined cluster was observed. Now the accessions

were mixed up, and the INDOMIX, PCAMIX and PRI-

NQUAL methods were applied as a basis for clustering

accessions. The object coordinates (principal component

scores) obtained from each of these methods were then

subjected to k-means clustering method, a non-hierarchical

technique, for the formulation of homogeneous groups.

In this study, k-means clustering method (with k ¼ 6)
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was used as a priori information on number of groups.

Furthermore, it is reasonable to suppose that the pre-

defined groups represent the true grouping structure of

the dataset as the areas from which they derived was geo-

graphically diversified and fall under different agrocli-

matic regions of the country. The constitution of the six

clusters was observed for assessing the performance

of each of the procedures. Henceforth, the INDOMIX,

PCAMIX and PRINQUAL methods together with

k-means clustering procedure are referred to as INDO-

MIX-, PCAMIX- and PRINQUAL-based clustering pro-

cedures. The EM and ANN procedures were directly

applied on the mixture data by specifying the number

of clusters as six and constitution of the resultant clusters

was observed. All the aforementioned five procedures

were assessed for their performance based on the cri-

terion called ‘observed proportion of misclassification

( p)’. The observed proportion of misclassification,

under each clustering procedure, for each of the corre-

sponding pre-defined group was computed as the ratio

of the number of accessions that have been wrongly

classified into other groups in relationship with the

number of accessions originally present in the pre-defined

group. On the basis of these observed proportion of

misclassification ( pi), an overall proportion of misclassifi-

cation is calculated for each procedure as the weighted

average of observed proportion of misclassification and is

given by Swipi/Swi, where wi denotes the weight (ratio

of number of accessions in the ith pre-defined group to

the total number of accessions) given to the ith pre-defined

group such that Swi ¼ 1. A particular procedure is said

to perform well if it has the lowest weighted average of

observed proportion of misclassification.

Results

The five different procedures for clustering, described

under Materials and methods, have been applied to

the mixture data of black gram. Necessary Interactive

Matrix Language (IML) code was written, by invoking

proc IML in SAS 9.1.3 version (SAS, 2005), for the appli-

cation of INDOMIX, PCAMIX and PRINQUAL methods

(Table S2, available online only at http://journals.

cambridge.org). The step-wise procedures in the

STASTICA 9.0 data mining module have been followed

for clustering by the EM and ANN methods. The observed

proportion of misclassification of different methods of

clustering was computed for all the groups as well

as solely based on quantitative data by widely used

k-means clustering and qualitative data by using the

between-group average linkage method as well as the

UPGMA method with Jaccard’s coefficient of similarity.

For qualitative data, Jaccard’s coefficient of similarity

was used because it was as efficient as that of Nei and

Li or modified Roger’s measures even in the missing

data situations (Kolluru et al., 2007). The weighted aver-

age of the observed proportion of misclassification has

been computed and presented in Table 1. The results

reveal that for cluster I, the observed proportion of mis-

classification under the INDOMIX-based clustering pro-

cedure is zero. Whereas among other procedures, the

observed proportion of misclassification is lowest in

PRINQUAL followed by PCAMIX-, EM- and ANN-based

clustering procedures. Such a trend was strictly not

observed in other groups, and this was perhaps due

to smaller group size. To overcome the problem of differ-

ent group size, the weighted average of observed pro-

portion of misclassification has been computed. These

proportions of misclassification under INDOMIX- and

PRINQUAL-based clustering procedures were found to

be least at 0.292 among all the procedures used

for mixture, quantitative and qualitative data, whereas

the proportion of misclassification for PCAMIX-based

procedure has been found to be 0.375, which was lower

than the proportion of misclassification by k-means

method based on quantitative traits alone. However,

PCAMIX does not seem to perform better than that of

Table 1. Probability of misclassification by different procedures of clustering

Mixture data Quantitative data Qualitative data

Cluster
No. of

germplasms PCAMIXa INDOMIXa PRINQUALa EM ANN k-means
Average
linkage UPGMA

I 29 0.069 0.000 0.034 0.310 0.207 0.241 0.034 0.137
II 5 0.800 1.000 1.000 0.600 1.000 0.400 1.000 1.000
III 4 0.750 0.000 0.000 0.250 0.000 0.250 0.000 0.000
IV 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
V 4 0.750 0.750 0.500 1.000 1.000 1.000 0.750 0.750
VI 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Weighted

average
0.375 0.292 0.292 0.479 0.438 0.417 0.313 0.375

a These procedures are applied along with k-means clustering procedure.
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average linkage method but performs at par with the

UPGMA method based on qualitative traits alone. The

weighted average of observed proportions of misclassifi-

cation of EM and ANN procedures was found to be

higher compared with other procedures. The possible

reason for this could be that the number of observations

in the dataset was not adequately large to train the model

under these procedures. Moreover, EM and ANN are

machine-learning approaches and they need large data-

sets for better performance.

Discussion

Use of mixture data as opposed to either quantitative or

qualitative data alone is that huge amount of information

present in the germplasm collection can be used simul-

taneously for describing the variability in the accessions.

In this study, the use of INDOMIX- and PRINQUAL-based

clustering procedures has enabled the newly formed

groups to be related to the location-based pre-defined

groups, which could not have been possible when

quantitative or qualitative variables alone are used. The

INDOMIX, PRINQUAL and PCAMIX methods quantify

the qualitative and quantitative variables to a uniform

scale so that the commonly used clustering procedures

can be adapted on the object coordinates or principal

component scores. The clustering procedures presented

in this study are assessed for their performance because

of a priori information available on the location-based

pre-defined groups. Having been identified that INDO-

MIX- and PRINQUAL-based clustering procedures are

performing better over others, the plant breeders can

now fruitfully adapt these procedures. Furthermore,

these procedures can be useful even in the absence of

a priori information on ‘k’, which can be approximated

from the corresponding plots of first two or three princi-

pal component scores of INDOMIX or PRINQUAL

methods.

The clustering procedures suggested in this study are

free from any distributional assumption of the variables

in the germplasm data. Although the procedures are

demonstrated on black gram data, they can be very

well applied to other crops and species. It is worth point-

ing out at this stage that there exist computer-intensive

clustering techniques based on ‘partition algorithms’,

which have not yet been fully explored in studying

diversity analysis. Two such robust techniques based on

‘partitioning algorithms’ are partitioning around medoids

and fuzzy analysis. Some work has already been initiated

for possible application of these computer-intensive

methods in diversity analysis of germplasm by the

authors, and hopefully more precise and true representa-

tive clusters can be formed from the mixture data.

However, at present, it is concluded that the classification

of black gram genotypes with mixture data, consisting

of quantitative traits and RAPD marker qualitative traits,

by the INDOMIX- and PRINQUAL-based procedures

may be adapted for obtaining representative hom-

ogenous clusters with least observed proportion of

misclassification.
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