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Abstract. Numerical investigations of the Polar Mesosphere Summer Echoes (PMSE)
Overshoot Effect have to date been undertaken under the premise of plasma
neutrality and current equilibrium at any time. We find it necessary to revisit
the calculations without these restrictions, since electrons and ions are attached to
and absorbed by mesospheric dust particles at vastly different rates under PMSE
conditions. We find that differences to earlier modeling might be so significant as
to warrant further investigation. Furthermore, we conduct comprehensive studies
of the PMSE Overshoot Effect and put the results in the context of experimental
realities.

1. Introduction
The first conclusive observations of what was alternately
called the ‘Luminous Cirrus Cloud of June and July’ [1],
‘Conspicuous Phenomena in the Evening Sky’ [56] or
‘Sky Glows’ [70] were presented by several authors in the
late 19th century. These later to be renamed Noctilucent
Clouds (NLC) have drawn considerable interest from
the scientific community in recent decades as the number
of sightings has increased (see, e.g. [2,30,31,44,55,65,66,
82, 108, 114] among many others).

The existence of NLC is linked to gravity wave dis-
sipation in the mesosphere and subsequent neutral air
turbulence (see, e.g. [3, 49, 72, 74, 94, 109]), which pro-
duces layers and patches of so-called dust particles or
aerosols (see, e.g. [19, 36, 42, 87]). These dust particles
are responsible for strong and highly aspect-sensitive
radar backscatter, the Polar Mesosphere Summer Echoes
(PMSE; see, e.g. [14, 23, 26, 47, 68, 76, 77, 93, 98, 107, 111]
among many others).

We refer to Fritts and Alexander [29] for a review
of effects of gravity waves in the mesosphere as well
as to the reviews by Cho and Kelley [21], Cho and
Röttger [22], Rapp and Lübken [88] or Friedrich and
Rapp [28] for more information on PMSE.

A number of investigations have been conducted on
the dust particles themselves (see, e.g. [8, 53, 55, 89, 91])
and it is now widely agreed upon that these mainly
consist of water ice (see, e.g. [27, 43]), which crystallises
on pre-existing nuclei (most likely several of these)
[38] in the upper polar mesosphere during the summer
months when the temperature drops from winter average
values of ≈220 K to ≈130 K [73,112]. Other suggestions
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include condensation on positive ion clusters [96] and
homogeneous nucleation [105]. For a more detailed dis-
cussion of the microphysics of mesosphere dust particles,
please see Rapp and Thomas [90].

During PMSE conditions, plasma particles, i.e. elec-
trons or ions, may attach to dust particles so that
temporally stable electron density gradients build up.
Since the refractive index in the mesosphere depends,
in essence, on the electron density [115], this leads to
spatial fluctuations of said index and the radar beam
is reflected (see, e.g. Sato [101]). The process of dust
charging is thoroughly examined in a pair of papers by
Weingartner and Draine [113] as well as Draine and
Sutin [25].

Polar Mesosphere Summer Echoes have been ob-
served at a wide variety of radar installations. The
extrema of the appurtenant range of frequencies lie
at 2.78 MHz for a radar at Tromsø, Norway [15] and
1290 MHz for the radar at Søndrestrøm, Greenland [20].
Many other observations were conducted at in-between
frequencies [48, 50–52, 57, 60, 80, 97, 99].

During experiments with the European Incoherent
Scatter (EISCAT) Very-High-Frequency (VHF) radar,
Chilson et al. [18] found that the PMSE backscat-
ter intensity could artificially be weakened by means
of radio wave heating of the electron population in
the mesosphere. This result was reproduced with the
EISCAT Ultra-High-Frequency (UHF) radar by LaHoz
et al. [69]. A theoretical description of the process was
published by Rapp and Lübken [85], who argued that
the above-mentioned electron density gradients flatten as
a result of electron heating. Thus, the PMSE backscatter
also recedes. Further investigations into the effectiveness
of radio wave electron heating have yielded results that
indicate that the heated electron temperature might, in

https://doi.org/10.1017/S0022377812000141 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377812000141


304 A. Biebricher and O. Havnes

principle, be at a few thousand degrees Kelvin [5].
But there are practical limits that keep the heated
electron temperature most likely below 1000 K [58].
More information on the theory of micro-wave-induced
heating of mesospheric electrons may be found in papers
by Belova et al. [5] and Kero et al. [61].

The possibility of artificially influencing the PMSE
strength opens new possibilities for which new dia-
gnostic methods and investigations have been conduc-
ted, at first by switching the heating wave on and off
at equal intervals of either 10 s or 20 s length. Heating
cycles of this nature mostly led to a fast mean increase
of the PMSE backscatter throughout the first few cycles
and saturation shortly afterward [4].

Prolonging the heater-off period leads in many cases
to the appearance of the Overshoot Effect, which has
been predicted by Havnes [35] and found by Havnes
et al. [40]. This is called the Overshoot Effect since the
PMSE backscatter, when the heating wave is switched
off, may instantly become several times larger than
before heating. This is due to increased dust particle
charging during the heating period that leads to strong
electrostatic repulsion of electrons after heating is turned
off.

By far the most active site with respect to Overshoot
observations has hitherto been the EISCAT site in Ram-
fjordmoen outside of Tromsø, Norway, where VHF and
UHF radars have been used together with the EISCAT
heating facility [95]. Theoretical investigations include
Havnes et al. [39], Biebricher et al. [10] and Chen and
Scales [16].

It has to be noted that also during winter radar backs-
catter can be detected. It was shown that these Polar
Mesosphere Winter Echoes (PMWE) can be influenced
artificially in much the same way as their summer coun-
terparts [7, 59, 67]. Generally, the research community
has begun to focus more on this phenomenon (see,
e.g. [6, 12, 37, 41, 62–64, 75, 106] among many others).
Zeller et al. [116] summarize the properties of PMWE
on the basis of long-term observations.

The groundwork for modeling the mesosphere plasma
was laid by Hill [45] who treated the problem of dif-
fusion in weakly ionized multi-constituent plasmas. He
argued that quasi-neutrality can be assumed since the
electron Debye length λDe ∼ 1 cm is much smaller than
the disturbances detected by a radar. The radar Bragg
scale for f = 50 MHz radar, for example, is at λ

2
∼ 3 m.

In addition, Hill [45] inferred chemical equilibrium.
The first to present a quantitative study during which

plasma particle sources and sinks were not proposed to
cancel each other was Reid [92], who used Natanson’s
electron and ion capture rates [78]. Reid concluded that
several thousand icy dust particles per cubic centimeter
with an average radius of rd ≈ 10 nm were most likely
to account for the observed electron density fluctuations.
From the particle size it was then deduced that most of
the dust particles should carry one negative elementary
charge.

The restriction on Reid’s model of singly and doubly
charged dust particles was shown to be insufficient
by Jensen and Thomas [54], who expanded on Reid’s
theory by allowing for an arbitrary negative dust particle
charge.

Rapp and Lübken [86] took Jensen and Thomas’
[54] studies another step further by studying not only
electron but also the ion densities. They find that while
the presence of dust particles unequivocally leads to
electron depletions, the ion density might be locally
enhanced (when recombination with electrons domin-
ates) or decreased (when the capture by dust particles
dominates) depending on the physical properties of the
surrounding plasma.

The current model evolved from these studies via
numerical studies by Havnes et al. [39], Biebricher et al.
[10] and Scales [102].

The common denominator in the above methods is
the assumption of stationary dust particles. Lie-Svendsen
et al. [71] present a model which resolves this particular
assumption. This last model has also been applied to
the analysis of rocket data by Brattli et al. [13].

Since electrons and ions have very different masses
and are absorbed by and attached to the dust at rates
that differ from each other by around two orders of
magnitude (see (2.3)), it becomes very probable that
situations are created in which charge and flux balance
might not be maintained. In other words, the present
work, i.e. the examination of the Overshoot Charac-
teristic Curve (OCC) without the constraint of plasma
neutrality and ambipolar diffusion at all times, needs to
be done and its results compared to earlier modeling.

In the present paper, we report from the comprehens-
ive numerical studies of the PMSE Overshoot Effect. In
Sec. 2, we introduce our model. We then choose two
reference cases in Sec. 3 that are subsequently used as
base plasma configurations in order to examine the OCC
and the spatial and temporal development of various
plasma parameters such as plasma densities, dust charge
density and the plasma particle fluxes during the heating
cycle in Sec. 4. In Sec. 5, we discuss the results.

2. Model
We take a dust particle layer consisting of particles
of one average size to be the cause of electron and
ion density variations, which in turn are responsible
for fluctuations in the refractive index of the gaseous
medium (see, e.g. [32, 34, 115]). Chen and Scales [16]
have tested this conjecture numerically and found only
‘minor differences’ to the average-size case when the dust
particle size was given a homogeneous or a Gaussian
distribution.

In effect, we put a small Gaussian-shaped irregularity
on top of what we will refer to as a ‘dust cloud’, i.e. a
homogeneous distribution in the space of dust particles.
Thus, the dust density can be written as dependent on
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spatial variable x as

N d(x ) = N d0 + hN d0 · exp

[
−x 2

a2

]
. (2.1)

Here, N d denotes the dust density with Nd0 being the
density of the dust cloud and h and a are the measures
of strength and width of dust irregularity, respectively.
Equation (2.1) assumes stationary dust particles.

Dust particle charging is included in the calculations
following Parthasarathy [81] by assuming spherical, con-
ducting dust particles of charge state Z and charge Ze,
where e is the elementary charge. This implies that the
dust particles lose or gain charge in steps of e. This
makes sense with respect to charging by attachment of
ions on the premise of relevant altitudes being in the
transition region between two kinds of plasmas: one,
where the positive particles in the plasma are heavy
ion clusters, and two, where the positive particles in
the plasma are lighter ions (NO+, O+

2 ). Due to the
character of the positively charged species and the
reactions involving them, it is highly unlikely that a
dust particle gains more than one positive elementary
charge at the same time through the process of ion
attachment.

Therefore, an equation for the time derivative of
density N (x,Z ) of a dust particle of charge state Z
at spatial position x can be set up as follows:

dN d(x,Z )

dt
= J i

d(x,Z–1)N d(x,Z–1) − J e
d(x, Z )N d(x, Z )

− J i
d(x, Z )N d(x, Z ) + J e

d(x, Z+1)N d(x, Z+1)

− J phi
d (x, Z )N d(x, Z ) + J phi

d (x, Z–1)N d(x, Z–1)

− J phd
d (x, Z )N d(x, Z ) + J phd

d (x, Z–1)N d(x, Z–1).

(2.2)

J phi
d (x, Z ) are the currents due to photo-electric effect

(set to zero in the present studies) and J phd
d (x, Z ) =χ|Z|

are the rates of electron photodetachment from dust
particles [24]. J s

d(x, Z ) are the attachment rates of
plasma particles s to dust particles. These rates are
defined by Draine and Sutin [25] in the form of

J s
d(x, Z ) = J̃

s

d(τ, ν)ns(x ) ssπr2
d

√
8kBT s

πms
, (2.3)

where ns(x ) is the density of particle species s, ss is the
sticking coefficient which we set to se = 0.5 and si = 1
for electrons and ions, respectively. rd is the respective
dust particle radius, ms is the mass of the plasma particle
approaching the dust particle, T s its temperature and kB

the Boltzmann constant. The mirror image contributions
J̃

s

d(τ, ν) contain the parameter τ ≡ akT
q2

s
[25] as

J̃
s

d(τ, ν) = 1 +

√
π

2τ
(2.4)

for neutral dust particles and ν ≡ Ze
q s

= 0

J̃
s

d(τ, ν) ≈
(
1 − ν

τ

) (
1 +

√
2

τ − 2ν

)
(2.5)

for ν < 0, i.e. an attractive Coulomb potential at distance
from the dust particle and

J̃
s

d(τ, ν) ≈
(

1 +
1√

4τ + 3ν

)2

e− Θν
τ (2.6)

for ν > 0, i.e. a repulsive far-distance Coulomb potential.
Θν in (2.6) is a dimensionless measure of the potential
maximum, which we set here as equal to zero.

The plasma particle densities are taken into account
with the help of continuity equations by Jensen and
Thomas [54] in the non-steady state form,

∂

∂t
ne(x ) +

∂

∂x
(ne(x )ve(x )) = Q + Qp − αei ne(x ) ni (x )

− D−(x, Z )ne(x ), (2.7)

∂

∂t
ni (x ) +

∂

∂x
(ni (x )v i (x )) = Q − αei ne(x ) ni (x )

− D+(x, Z )ni (x ), (2.8)

where the coefficient of dissociative recombination for
plasma particle species s is αei = 2.1 × 10−7

√
300
T i

[11].

Q is the ion–electron pair production rate, Qp is the
photo-emission rate, v s is the fluid velocity of particle
species s and D± are the loss rates of plasma particles
to the dust.

In addition, we use the collisional equation of motion
for plasma particle species s:

msns(x )
dv s(x )

dt
= msns(x )

[
∂v s(x )

∂t
+

(
v s(x )

∂

∂x

)
v s(x )

]

= q sns(x ) E (x ) − kBT s
∂

∂x
ns(x ) − msns(x )νsv s(x ).

(2.9)

Here, ms, q s, ns, v s and T s are the mass, charge, number
density, fluid velocities and temperatures of electron
and ions, respectively. E is the electric field, kB is the
Boltzmann constant and νs is the frequency of collisions
between respective plasma and neutral air particles.

We define the frequency of this collision following Hill
and Bowhill [46] as

νs ≡ 2.6 · 10−9nn × 0.78
28

m̃s + 28

√
1.74

m̃s + 28

28m̃s

+ 2.6 × 10−9nn × 0.21
32

m̃s + 32

√
1.57

m̃s + 32

32m̃s

+ 2.6 · 10−9nn × 0.01
40

m̃s + 40

√
1.64

m̃s + 40

40m̃s

, (2.10)

where nn = 2.3 · 1014 cm−3 is the number density of
neutral particles and m̃s ≡ ms

mu
.

Please note that there is no magnetic field contribution
in (2.9). This has its reason in the Earth’s magnetic field
being nearly vertical in the polar mesosphere, i.e. it lines
up with spatial dimension in modeling to a sufficiently
good degree.
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Figure 1. (Colour online) Shape of the classical OCC.

We employ Poisson’s equation,

∂

∂x
E (x ) =

e

ε

(
n i(x ) − ne(x ) +

∑
Z

N d(x, Z )Z

)
.

(2.11)
Here, q is the elementary charge, ε is the dielectric
constant of the medium, Z is the charge state of the
respective dust particle and N d is the dust particle
number density.

The simulation is then run (with initially uncharged
dust particles) to find the quasi-steady state for a given
plasma before time analysis starts: the heating cycle is
structured as shown in Fig. 1. The heating is turned on at
t = 0 s (point 0) and kept for ∆theating = 20 s (from point
1 to point 2) after which the plasma is given time to relax
for ∆t relax = 160 s (from point 3). During the simulation
run on temporal (t) and spatial (x ) information, mainly
the following plasma parameters are obtained:

• Electron and ion density ne(t, x ), n i(t, x ),
• dust particle charge state distribution N d(t, x, Z )

and dust particle charge density cd(t, x ) =
∑

Z

N d(x, Z )Z ,
• electric field E (t, x ),
• electron and ion fluid velocities v e(t, x ), v i(t, x ).

Fluid velocities and plasma particle densities can be
combined to find plasma fluxes and the spatial electron
density distribution is ultimately used to calculate the
effective backscatter intensity S as,

S ∝ |∆Ne(K )|2S init, (2.12)

where S init is the intensity of the radar wave before
scattering and ∆Ne(K ) is the one-dimensional spatial
Fourier transformation of the electron density gradient
∆ne(x ). For the derivation of (2.12) we refer to Nygren
[79].

Even though there are many estimates (see, e.g. [32,
47, 87, 100]), there are still difficulties in putting any
computed value of radar reflectivity and backscatter

intensity into experimental perspective, which is why we
focus here on relative values of the radar backscatter.

3. Computational details
Experimentally, it was originally found that the dust
particle sizes responsible for PMSE can vary from 10–
20 nm with densities of up to an order of magnitude of
∼1000 cm−3 to optically observable sizes of � 20−30 nm
with densities of an order of magnitude of ∼ 100 cm−3

[110]. We consider two dust sizes of rd1 = 10 nm and
rd2 = 30 nm with corresponding dust particle densities
Nd0,1 = 200 cm−3 and Nd0,2 = 80 cm−3.

The relative height h of the dust peak described in
(2.1) is chosen to be 0.1. In this way, the study looks at
both smaller dust irregularities of, for example, 1 cm−3

in absolute height at N d0 = 10 cm−3 and larger irregu-
larities of 55 cm−3 in absolute height at N d0 = 550 cm−3.

Values for the ion–electron pair production rate Q
can vary strongly from ∼ 10−3 cm−3 (quiet nighttime
conditions) to ∼ 103 cm−3 s−1 (disturbed daytime con-
ditions) [83]. Since such stark variation also results in
very different PMSE backscatter intensity and shapes of
the OCC, we adopt a Q-value that corresponds to quiet
daytime conditions.

With respect to the temperatures used for reference
cases, we point to several studies that put the unheated
or cold plasma particle temperature at 130–150 K (see,
e.g. [33, 73, 112]). We use T ep = 130 K. We choose the
heated electron temperature to be T eh = 500 K.

The photo-detachment strength is set to χ = 0.01. It
is to be noted in this respect that Dimant and Milikh
[24] and Rapp [84] assert photo-detachment to be of
importance in the summer mesosphere, whereas Havnes
et al. [39] dispute this on the basis of experimental
evidence. They set an upper limit of χ � 0.03. We hold
that χ = 0.01 does not significantly alter our results.

Lastly, the altitude range in question implies an ion
mass m i = 50 mu, where mu is the atomic mass. In
accordance with Reid [92] (see also Lie-Svendsen et al.
[71]) we adopt this weight to represent the average
weight of a singly and positively charged plasma particle
species in model calculations.

In summary, the reference plasma RP1 for smaller
dust particles is as follows:

• Dust particle density: Nd0,1 = 200 cm−3,
• dust particle radius: rd1 = 10 nm.

The reference plasma RP2 for bigger dust particles is as
follows:

• Dust particle density: Nd0,2 = 80 cm−3,
• dust particle radius: rd2 = 30 nm.

Common for both reference plasmas are

• ion–electron pair production rate: Q = 10 cm−3 s−1,
• cold plasma temperature: T ep = 130 K,
• heated electron temperature: T eh = 500 K,
• relative height of the dust peak: h = 0.1.
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Figure 2. (Colour online) Overshoot characteristic curves for reference cases as described in Sec. 3. Panels (a)–(c) denote UHF,
VHF and MORRO radar frequencies, respectively. The green lines denote RP1, while the black lines denote RP2.

Different plasma parameters, such as electron and ion
densities and velocities, as well as the dust charge density
and the electric field, can then be calculated at dif-
ferent and relevant radar frequencies. Figure 2 shows
the results. Panel (a) denotes the case of the EISCAT
UHF radar with a frequency, f UHF = 929 MHz, which
corresponds to a Bragg scale for the coherent backscatter
of λ

2
= 0.16 m. Panel (b) denotes the EISCAT VHF-radar

(f VHF = 224 MHz, λ
2

= 0.67 m) and panel (c) denotes
the MORRO-radar at the EISCAT site (f MORRO =
56 MHz, λ

2
= 2.67 m). The Bragg scale is then set into

(2.1) as parameter a.
It is evident from the figure that the two chosen refer-

ence plasmas result in a case of rather moderate (RP1)
and a case of strong Overshoot (RP2). They serve as a
starting point for the numerical analysis that follows.

4. Results
4.1. Plasma parameters in comparison to earlier modeling

Examples of spatial and temporal plasma parameter
distributions have been presented by Lie-Svendsen et al.
[71], Biebricher et al. [10] and in a series of papers
by Scales and Chen [16, 17, 102–104], but no compre-
hensive analysis of plasma densities and fluxes has been
performed as yet to the best of our knowledge.

Figure 3 lays down the possible shapes of spatial dis-
tributions of different plasma parameters for reference
plasma RP1 as defined in Sec. 3. The values are taken at

time t = 0, directly before heating is switched on. Here,
the altitude is measured in units of the Bragg length λ

2

of the respective radar. Panel (a) demonstrates how the
electron depletion deforms at longer radar wavelengths.
Lie-Svendsen et al. [71] find asymmetries in both electron
and ion density distributions, which are related to their
approach of a dust density irregularity moving through
a particular altitude range by means of gravity and
dust diffusion processes. Since we here consider the dust
particles to be stationary, we do not reproduce this
asymmetry.

We secure the values of ne, n i and cd in Fig. 4 at spatial
postion x = 0, where, due to the symmetry inherent in
our approach, the net plasma movement is equal to zero.

The top row of Fig. 4 discloses the equilibrium elec-
tron density at spatial position x = 0 in dependence
on background dust density Nd0 (panel (a)) and ion–
electron pair production rate Q (panel (b)) for both
reference plasmas RP1 and RP2 and all three radar
frequencies. The results are consistent with the findings
of Biebricher et al. [10] that the more dust particles are
present, the more electrons are trapped on the surfaces
of these particles or absorbed into their bulk mass such
that the electron density decreases.

Panel (b) in Fig. 4 displays how the electron dens-
ity changes when different values of the ion–electron
pair production rate Q are entered into the simula-
tion. Higher Q corresponds to more electrons and ions
in the dust cloud. However, as the dust cloud has
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Figure 3. (Colour online) Examples of plasma parameter distributions with respect to altitude for reference plasma RP1 as
defined in Sec. 3. Different colors indicate three radar frequencies: f UHF = 929MHz (green), f VHF = 224 MHz (black) and
f MORRO = 56 MHz (ochre). In panel (c), shapes of different radar frequencies are indistinguishable. The y-axis labels denote the
respective plasma parameters with their corresponding units given in square brackets.

a limited capacity of capturing charged particles, the
general development is toward a saturation value Q sat =
αne,satn i,sat.

The ion density results in the second row are based
on the same calculations as in the top row of the
same figure. The proportionality factors in the linear
development of ion densities are smaller than those of
electron densities, which is due to the presence of neg-
atively charged dust particles. The more dust particles
are present, the larger is the difference between ion and
electron densities such that the ion density necessarily
decreases slower than the electron density with increas-
ing Nd0 [10].

The third row of Fig. 4 quantifies the split in electron
and ion densities in terms of the background dust density
Nd0 and the ion–electron pair production rate Q. The
linear dependence of the split on the dust density is
weaker by a factor of almost 10 in proportionality factor
in reference plasma RP2.

We also give the results of the computations for the
dust charge density cd in the bottom row of Fig. 4.

Figure 5 shows examples of how different plasma
parameters may react during temperature changes in-
herent in the heating cycle. The spatial positions used
here are x = 0 for the top row and x = − λ

2
in the

bottom row variables. The electron density (panel (a))

reacts to the enhancement of the electron temperature
with increased electron attachment to the surface of the
dust particles, thus charging them more negatively. In
addition, absorption of the plasma particles into the bulk
mass of dust particles, i.e. particle loss, increases as well.
Thus, the electron density in the centre of the dust cloud
decreases slowly during the heating period. Accordingly,
the dust particle charge density cd (panel (c)) develops
toward more negative values. The ion density is governed
by the electron and dust charge densities via Poisson’s
equation (2.11) and increases. It is interesting to note
that the ion density reacts with the temperature change
with a discontinuity which is visible in some cases. This
is not consistent with the findings of Biebricher et al. [10]
and a direct consequence of introducing finite streaming
velocities: The diffusion term in (2.8) dominates to such a
degree that the ion density is most dependent on the flux
into the dust cloud. Therefore, the discontinuity in ion
density mirrors the discontinuity in ion fluid velocity v i

(panel (f)). Since in the case of electrons absorption and
attachment are much more important, the discontinuity
does not show in the figure. Its magnitude is generally
less than 0.1% of the change in electron density during
the heating phase.

In the top row of Fig. 6, the ratio in electron density
at points 2 and 0 in dependence on background dust
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Figure 4. (Colour online) Plasma densities in dependence on background dust density Nd0 (left column) and ion–electron pair
production rate Q (right column). The values for all three radar frequencies lie within 1% at all values of Nd0 and Q. Reference
plasmas RP1 (bottom axis in the left column) and RP2 (top axis in the left column) are marked by green and black colors,
respectively.

density Nd0 (left column), ion–electron pair production
rate Q (middle column) and heated electron temperature
T eh (right column) is presented.

In panel (a), the ratio ne(2)/ne(0) is depicted for
reference plasma RP1 (green, bottom axis) and refer-
ence plasma RP2 (black, top axis). In the case of the
UHF radar frequency and reference plasma RP2 (solid
black line), the value of Nd0 = 130 cm−3 is larger than
expected. As the dust density grows, the ion attachment
and absorption may, in fact, be significant in the UHF
case. Thus, the de-charging of dust particles may be
more effective than otherwise.

Panel (b) in Fig. 6 displays the dependency of ne(2)/
ne(0) on the ion–electron pair production rate Q. As

Q → ∞, ne(2)/ne(0) → 1 − ε (ε > 0, ε� 1), i.e. a value
close to but not quite equal to 1.

The saturation value of ne(2)/ne(0) in dependence
with the heated electron temperature T eh is determined
by the most negative charge Zmine that the respect-
ive dust particles can carry. As a practical matter, of
course, Zmin is not reached in all the particles of a
large assembly of dust particles due to a multitude of
charging and de-charging processes happening at all
times in model simulations and, more so, in the Earth’s
atmosphere.

For the sake of completeness, we also show the dust
charge density ratio cd(2)/cd(0) in the bottom row of
Fig. 6.
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Figure 5. (Colour online) Examples of plasma parameter time evolution graphs in reference plasma RP1 as defined in Sec. 3. The
vertical dotted lines indicate the period during which the heater wave is switched on. In panel (c), the graphs for the three radar
frequencies are indistinguishable. For all other panels, the legend in panel (d) is valid.
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Figure 6. (Colour online) Ratio of electron density (top row) and dust charge density (bottom row) at points 2 and 0 as defined
in Fig. 1 in dependence on background dust density Nd0 (left column), ion–electron pair production rate Q (middle column) and
heated electron temperature T eh (right column). Values for reference plasmas RP1 and RP2 are given in green and black colors,
respectively. In the left column, the top and right axes denote RP2 while the bottom and left axes denote RP1. In this column, the
dashed, black lines indicate the VHF and MORRO radar frequencies while the solid, black line indicates the UHF frequency.
All lines denote both UHF, VHF and MORRO frequency. Please note different y-axis scales in panel (d).
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Figure 7. (Colour online) Examples of temporal progression through the heating cycle of electron and ion fluxes Γe (left column)
and Γi (right column). In the top row, the developments of reference plasma RP1 as defined in Sec. 3 are displayed while the
values for reference plasma RP2 are found in the bottom row. The colors denote the plasma frequencies (see legend in panel (b)).

4.2. Plasma streaming

Electron and ion flux are defined as

Γs = nsv s, (4.1)

where ns and v s are the number density and fluid velocity
of plasma particle species s. Figure 7 shows examples of
how electron and ion fluxes, Γe and Γi, behave during
the heating cycle.

The flux enhancement as the heater is turned on at
t = 0 is very distinct, as is the reaction to switching the
heater off. In fact, the sudden repulsion of electrons from
the dust cloud when heating is turned off necessarily
leads to a discontinuity in both the electron and ion
fluxes.

Since in our setup the fluxes are both equal to zero at
spatial position x = 0, we use the values at x = − λ

2
in

the following discussion.
Figure 8 displays the ratio Γi

Γe
depending on the

background dust density Nd0 (top row) and ion–electron
pair production rate Q (bottom row) directly before
heating is switched on. RP1 and RP2 are denoted by the
line colors as given in the legend in panel (f). It is seen
that this ratio is generally of order of magnitude ∼0.01,
i.e. the electron flux is by about two orders of magnitude
larger than the ion flux.

Increasing Nd0 leads to decreasing Γi

Γe
. This is due

to the fact that electron attachment and absorption
increase more strongly with dust density than ion at-
tachment and absorption by the dust particles.

There is an exception to this. At UHF frequency, Γi

Γe

increases disproportionally at larger dust densities. This

development is most pronounced in RP2 and is based on
the small diffusion times at this particular frequency. If,
in addition, streaming is enhanced either by the presence
of more and/or bigger dust particles, a situation may
be created where ion absorption by and attachment to
dust particles is no longer negligible. The ion flux may,
in fact, come within 10% of the electron flux. Panels (a)
and (c) in Fig. 4 reflect this in the form of enhanced
number densities of both electrons and ions at high
densities.

Increasing the number density of electrons and ions
in plasma via larger Q values leads to a similar develop-
ment. The ratio Γi

Γe
increases toward a saturation value

when Q → ∞.
One of the major results of this paper, which is

discussed in more detail in Sec. 5, is based on the
results presented in Fig. 9. Here, the same ratio as in
Fig. 8 is given directly after switching on the heating
wave. It is seen that the ratio Γi

Γe
becomes very different

when heating is switched on. With earlier models, which
assumed ambipolar streaming, i.e. quasi-neutrality at all
times in plasma, this cannot be reproduced.

When heating is switched on, the charging of dust
particles changes as, depending on the effectiveness of
the heater wave, many more electrons are absorbed and
attached to dust particles. The electron flow Γe increases
accordingly but not as much as the ion flow Γi. As
mentioned above, the ion flow is, in a relative sense,
more dependent on change in electron temperature, as
it is mainly facilitated by electrostatic attraction, which
in turn depends on the electric field in the dust cloud
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Figure 8. (Colour online) Flux ratio Γi
Γe

at point 0, i.e. right before heating is switched on, in dependence on background dust

particle density Nd0 (top row) and ion–electron pair production rate Q (bottom row). The respective radar frequencies are given
in the x -labels of the panels while the colors denote RP1 and RP2 according to the legend in panel (f).
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Figure 9. (Colour online) Flux ratio Γi
Γe

at point 1, i.e. right after heating is switched on, in dependence on background dust

particle density Nd0 (top row) and ion–electron pair production rate Q (bottom row). The respective radar frequencies are given
in the x-labels of the panels while colors denote RP1 and RP2 according to the legend in panel (f).

https://doi.org/10.1017/S0022377812000141 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377812000141


PMSE Overshoot: Non-equilibrium modeling revisited 313

0 20 40 60
0

0.5

1

1.5

2

S
U

H
F
/S

0

(a) N
d0

 − Time (s)

 

 

0 20 40 60
0

0.5

1

1.5

2

S
V

H
F
/S

0

(b) N
d0

 − Time (s)

 

 

0 20 40 60
0

0.5

1

1.5

2

S
M

O
R

R
O

/S
0

(c) N
d0

 
− Time (s)

 

 

0 20 40 60
0

1

2

3

S
U

H
F
/S

0

(g) Teh − Time (s)

 

 

0 20 40 60
0

1

2

3

S
V

H
F
/S

0

(h) Teh − Time (s)

 

 

0 20 40 60
0

1

2

3
S

M
O

R
R

O
/S

0

(i) T
eh

 − Time (s)

 

 

50

200

350

350

500

1000

0 20 40 60
0

1

2

3

(d) Q − Time (s)

S
U

H
F
/S

0

0 20 40 60
0

1

2

3

(e) Q − Time (s)

S
V

H
F
/S

0

0 20 40 60
0

1

2

3

(f) Q − Time (s)

S
M

O
R

R
O

/S
0

 

 5

10

50

Figure 10. (Colour online) Overshoot Characteristic Curve calculated in reference plasma RP1 as defined in Sec. 3. The top
row denotes varying background dust particle density Nd0, the middle row varying ion–electron pair production rate Q and the
bottom row varying heated electron temperature T eh. Values in the legends are given in units as [Nd0] = 1 cm−3, [Q] = 1 cm−3 s−1

and [T eh] = 1K, respectively. The left column shows radar frequency f UHF = 929 MHz, the middle column f VHF = 224MHz
and the right column f MORRO = 56MHz.

(see Fig. 5). The electron flow is mainly driven by the
electron density gradient, which changes on a slower
time scale than the electric field.

An interesting aspect of the figure is that the tenden-
cies of the flux ratio with increasing background dust
density Nd0 and ion–electron pair production rate Q
are generally opposite when after-heating is compared
to before-heating. This too is a token of the fact that
the electric field reacts almost instantaneously to the
temperature change, while the reduction in electron
density happens over a longer time scale.

4.3. Overshoot Characteristic Curves

The plasma parameter developments outlined in Sec. 4.1
translate into different shapes of OCC. Figure 10 dis-
plays selected examples of OCC, which belong to the
calculations made in RP1. The figure is structured such

that the columns denote different radar frequencies and
the rows are defined by their varying plasma parameters,
the background dust density Nd0 in panels (a)–(c), the
ion–electron pair production rate Q in panels (d)–(f)
and the heated electron temperature Teh in panels (g)–
(i). The normalization value S 0 refers to the respective
PMSE intensity at point 0 of the heating cycle, i.e. just
before the heating wave is switched on.

General tendencies for change in OCC shape due to
different plasma parameters, which have already been
identified by Havnes et al. [39] and Biebricher et al. [10],
are still valid: higher dust density leads to stronger
plasma particle absorption, which diminishes the Over-
shoot Effect. Higher ion–electron pair production rate
has the opposite effect as stronger ionization in the
plasma leads to increased electron density in the dust
cloud and with it to increased charging of dust particles.
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Figure 11. (Colour online) OCC calculated in reference plasma RP2 as defined in Sec. 3. The top row denotes varying background
dust particle density Nd0, the middle row varying ion–electron pair production rate Q and the bottom row varying heated
electron temperature Teh. The values of the units are as follows: [Nd0] = 1 cm−3, [Q] = 1 cm−3 s−1 and [Teh] = 1 K. The left
column denotes a radar frequency, f UHF = 929 MHz, the middle column denotes f VHF = 224MHz and the right column denotes
f MORRO = 56MHz. Please note the changed axis labels for the MORRO figures.

The only difference is that when plasma is replenished
into the dust cloud on a finite time scale, absorption
processes cannot dominate over electron attachment
when the heated temperatures are Teh>1000 K. In other
words, while Biebricher et al. [10] found a time delay
in maximum backscatter after heating is turned off for
high Teh, we here do not find such a time delay based on
dominating plasma particle absorption by the dust but
rather as a consequence of finite diffusion times and to a
significant degree only at the frequency of the MORRO
radar.

In Fig. 11, where the OCC of the calculations in
reference plasma RP2 are displayed in the same structure
as before, all developments become more pronounced.
The larger grain radius aids attachment of electrons to
dust particles to a point where the Turn-on Overshoot
is found in most of the OCC at MORRO frequency.
Generally, the TOO ratio S TOO

S 0
does not exceed ≈1.50

but rather stays significantly smaller than that with
S TOO

S 0
� 1.1.

Note that the difference in Overshoot ratio between
the UHF and VHF frequencies, which could exceed
10%, was reproduced with an instantaneous-diffusion
model [9].

For further discussion, we can point to Fig. 12 where
OCC are displayed in dependence on the radar Bragg
scale. λ

2
increases from darker to lighter colors from

λ
2

= 0.16 m to λ
2

= 10 m. The panels (a)–(d) denote a dust
particle radius, rd = 10 nm, 30 nm, 50 nm and 70 nm,
respectively. For small PMSE dust particles, rd = 10 nm,
there is only very weak TOO for the widest dust particle
irregularity. Even though the electron attachment in-
creases for the larger dust particles, there is generally
no TOO for λ

2
< 2.67 m, i.e. at the Bragg scale of the

MORRO radar, TOO is found for particles of larger
size than rd � 30 nm.
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Figure 12. (Colour online) OCC shapes for different sizes of the radar Bragg length. From darker to lighter color, the Bragg
length used in the calculations changes from λ
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= 10 m. a: Dust particle radius rd = 10 nm (RP1). b: Dust particle

radius rd = 30 nm (RP2). c: Dust particle radius rd = 50 nm. d: Dust particle radius rd = 70 nm. The MORRO-OCC for all four
cases is highlighted by the dashed, green lines.

5. Discussion
In the present paper, the results of comprehensive nu-
merical studies of the PMSE Overshoot Effect are
presented and compared with earlier modeling. Different
plasma parameters, such as electron and ion densities,
as well as dust charge density, electron and ion flux are
analyzed in terms of their dependence on dust particle
density and size, ion–electron pair production rate and
heated electron temperature and their reaction to ar-
tificial heating. Generally, the agreement of newer and
earlier modeling results is good, albeit not unequivocally
so.
The main assumption made by earlier modeling is that
at any given time the plasma is quasi-neutral. In this
way, (2.7) can be replaced by the simple relation,

ne(x ) = n i(x ) + cd(x ). (5.1)

A direct consequence of the system of equations which is
set up thus, is that ambipolar diffusion can be assumed
such that the electric field is readily obtained from
current equilibrium.

The premise of said assumption is that the Debye
length in the plasma is much smaller than the Bragg
length of the radars involved. Our ‘kitchen-sink’
approach to modeling the Overshoot Effect is partly
motivated by the idea that the Debye length is a ‘local’
quantity derived from the electric field around one

plasma particle whereas our problem is ‘global’ in the
sense that we look at an assembly of many particles in
the form of a dust cloud with ambient electrons and ions.
On the global scale, electric fields are not uncommon
in a plasma. For example, an electromagnetic wave in
a plasma would not exist without the presence of an
electric field. In the case of our dust cloud where both
ions and electrons are absorbed by and attached to
dust particles at significantly different rates and the dust
density is varying with space, the buildup of a global
electric field is necessary to counteract plasma produc-
tion and recombination processes. Thus, quasi-neutrality
of the plasma is principally violated from the get-go
and the question rather becomes whether the assum-
ption of quasi-neutrality is good enough for the purpose
of the respective studies. We do not intend to give an
answer to this particular question, nor indeed could we.
But it is worth mentioning that our results indicate,
at least, that quasi-neutrality should be investigated
further in the context of a study of the Overshoot
Effect. We base this assertion on the differences that
we find in electron and ion streaming directly before
and after heating. As a case study, we can point to the
computational results found by Chen and Scales [16],
who used the above assumption in their modeling of
OCC. A re-calculation of their results with their model
and using our model (with the same parameters) leads
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to the following: Calculations with the earlier model
yield larger recombination rates, or stronger charging
directly before and after the heating changes such that
stronger changes in backscatter are found than in the
calculations with the present model.

In the mold of this argument, a prediction about
the occurrence of the Turn-on Overshoot Effect in ex-
periments has to be revisited. Chen and Scales [16]
hypothesize that this should be possible as they pre-
dict the Turn-on Overshoot at ‘near or below 50 MHz’
radar frequency [16], which is a frequency close to the
MORRO frequency. We principally agree, but want to
add a caveat in that, the Turn-on Overshoot, in our
calculations, has a tendency to occur only when the
dust particle charging processes are enhanced via high
ionization in the plasma or bigger dust particles. Strong
source processes denote a high level of ionization in the
plasma, which, it is reasonable, to assume extends lower
into the mesosphere, i.e. below the PMSE layer. Thus,
following a line of thought presented by Kassa et al. [58],
a significant part of the heating wave might be absorbed
before it reaches PMSE heights thereby decreasing the
effect of heating on PMSE electrons and the chance for
an observable OCC. When the particle size is increased
and the Q-value is held at Q = 10 cm3s−1, such as in
Fig. 12, strong TOO of S TOO

S 0
> 1.5 shows only at radar

frequencies significantly smaller than fMORRO = 56 MHz
in our calculations.
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[61] Kero, A., Bösinger, T., Pollari, P., Turunen, E. and
Rietveld, M. 2000 First EISCAT measurements of
electron-gas temperature in the artificially heated
D-region ionosphere. Ann. Geophys. 18, 1210–
1215.

[62] Kero, A., Enell, C. F., Kavanagh, A. J., Vierinen, J.,
Virtanen, I. and Turunen, E. 2008 Could negative
ion production explain the polar mesosphere winter
echo (PMWE) modulation in active HF heating
experiments? Geophys. Res. Lett. 35, 23.

[63] Kirkwood, S., Barabash, V., Belova, E., Nilsson, H., Rao,
T. N., Stebel, K., Osepian, A. and Chilson, P. B. 2002
Polar mesosphere winter echoes during solar proton
events. Adv. Polar Upper Atmos. Res. 16, 111.

[64] Kirkwood, S., Chilson, P., Belova, E., Dalin, P.,
Häggström, I., Rietveld, M. T. and Singer, W. 2006
Infrasound – the cause of strong polar mesosphere
winter echoes? Ann. Geophys. 24, 475.

[65] Klostermeyer, J. 1998 A simple model of the ice particle
size distribution in noctilucent clouds. J. Geophys. Res.
103, 28743–28752.

[66] Kopp, E., Eberhardt, P., Herrmann, U. and Björn, L.
G. 1985 Positive ion composition of the high latitude
summer D-region with noctilucent clouds. J. Geophys.
Res. 90, 13041–13051.

[67] La Hoz, C. and Havnes, O. 2008 Artificial modification
of polar mesospheric winter echoes with an RF heater:
do charged dust particles play an active role? J.
Geophys. Res. 113, D19205.

[68] LaHoz, C., Havnes, O., Næsheim, L. I. and Hysell, D. L.
2006 Observations and theories of polar mesospheric
summer echoes at a Bragg wavelength of 16 cm. J.
Geophys. Res. 111, D04203.

[69] LaHoz, C., Næsheim, L. I., Havnes, O. and Rietveld,
M. T. 2003 First observation of the artificial electron
heating induced reduction of the PMSE strength at
933 MHz. In: Proceedings of the EISCAT Workshop,
Menlo Park, USA, August 14–19.

[70] Leslie, R. J. 1885 Sky glows. Nature 33, 245.

[71] Lie-Svendsen, Ø., Blix, T. A., Hoppe, U.-P. and Thrane,
E. V. 2003 Modeling the plasma response to small-
scale aerosol particle perturbations in the mesopause
region. J. Geophys. Res. 108, 8442.

[72] Lindzen, R. S. and Holton, J. R. 1981 A theory of the
quasi-bieninial oscillation. J. Atmos. Sci. 25, 1095.
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