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Abstract

Much of the literature concerning epistemic injustice has focused on the variety of
harms done to socially marginalized persons in their capacities as potential contribu-
tors to knowledge projects. However, in order to understand the full implications of
the social nature of knowing, we must confront the circulation of knowledge and the
capacity of epistemic agents to take up knowledge produced by others and make use
of it. I argue that members of socially marginalized lay communities can suffer epi-
stemic trust injustices when potentially powerful forms of knowing such as scientific
understandings are generated in isolation from them, and when the social conditions
required for a responsibly-placed trust to be formed relative to the relevant epistemic
institutions fail to transpire.

1. Introduction

Much of the literature concerning epistemic injustice has focused on
the variety of harms done to persons in their capacities as potential
contributors to knowledge projects. For example, recognizing that
knowledge generation is a social endeavour, feminist epistemologists
and critical race theorists have articulated and analyzed the idea of tes-
timonial injustice arguing that social prejudices and implicit bias can
result in members of certain groups suffering credibility deficits that
interfere in their ability to participate in joint epistemic projects.’
Similarly, arguments have been made that dominant conceptual fra-
meworks favouring the experiences of the privileged can play a role in
wronging members of groups through a lack of culturally available
hermeneutical resources that would be necessary for the marginalized

Kristie Dotson, ‘Tracking Epistemic Violence, Tracking Practices of
Silencing’, Hypatia 26 (2011), 236-57; Miranda Fricker, Epistemic
Injustice: Power and the Ethics of Knowing (Oxford and New York: Oxford
University Press, 2007); José Medina, The Epistemology of Resistance:
Gender and Racial Oppression, Epistemic Injustice, and Resistant
Imaginations (Oxford and New York: Oxford University Press, 2013);
Gaile Pohlhaus, ‘Relational Knowing and Epistemic Injustice: Toward a
Theory of Willful Hermeneutical Ignovance’, Hypatia 27 (2012), 715-35.
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to come to fully understand their experiences, as well as have those
experiences given uptake within society.” These kinds of wrongs,
along with others, have been conceptualized as wrongs that thwart
one’s ability to participate in epistemic projects of generating
knowledge.’

But the variety of ways in which one’s ability to participate in the
generation of knowledge can be unjustly thwarted do not exhaust
the epistemic injustices that marginalized inquirers can suffer. If
we are to understand the full implications of the social nature of
knowing, we must confront another dimension of the knowing enter-
prise: the circulation of knowledge and the capacity of epistemic
agents to take up knowledge produced by others and make use of it.
Not enough philosophical attention has yet been devoted to under-
standing ourselves as potential receivers of knowledge and under-
standing. As epistemic agents, we have the potential both to be
responsible contributors to knowledge production and responsible re-
cipients of knowledge. Furthermore, our abilities to act as responsible
receivers of knowledge and understanding are crucially linked to our
abilities to serve as contributors to knowledge: receiving knowledge
well places us in a better position to both generate further knowledge
and participate in passing on knowledge to others. To be trustworthy
contributors to the endeavours of our epistemic communities, we
must be good at judging the trustworthiness of those who offer
knowledge claims to us.* The interaction of these two components
of epistemic responsibility — contributor and recipient — makes
clear the philosophical importance of investigating our epistemic re-
sponsibilities as recipients of knowledge, and relatedly, the nature of
epistemic injustices that might occur on this front.

In what follows I first examine the important role of epistemic trust
given the cognitive division of labour and the presence of communi-
ties of expertise in modern society. Although what I argue is relevant
to many different contexts of knowing through trust, I focus on the
case of scientific knowledge and understanding, examining the rela-
tionship between those communities and institutions that generate
and communicate such knowledge and situated lay communities

2 Dotson, “Tracking Epistemic Violence, Tracking Practices of

Silencing’; Fricker, Epistemic Injustice; Medina, The Epistemology of
Resistance; Pohlhaus, ‘Relational Knowing and Epistemic Injustice’.
3 Christopher Hookway, ‘Some Varieties of Epistemic Injustice:
Reflections on Fricker’, Episteme 7 (2010), 151-63.
Nancy Daukas, ‘Epistemic Trust and Social Location’, Episteme 3,
(2006), 109-24.
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who are in a position where, as non-experts, trust is the only way to
access such knowledge. Scientific knowledge is an especially import-
ant case to examine with respect to epistemic injustices; because it is a
dominant and powerful form of knowing in contemporary society,
with deep significance for the structure of our social and material
lives, it has the potential to pose a greater threat to the epistemic cap-
acities and opportunities of the socially marginalized than other less
pervasive epistemic practices. I argue that members of socially mar-
ginalized lay communities can suffer epistemic trust injustices
when potentially powerful forms of knowing such as scientific under-
standings are generated in isolation from them, and when the social
conditions required in order to generate reasons that would support
a responsibly-placed trust in the relevant epistemic institutions fail
to transpire. Significant epistemic and other harms can result from
such injustices.

2. Epistemic Injustice and Trust

In Miranda Fricker’s characterization of an epistemic injustice, an
epistemic injustice is a wrong ‘done to someone specifically in their
capacity as a knower’.” Others have used slightly different language.
Elizabeth Anderson characterizes epistemic injustices as involving
impediments to one’s capacity ‘as an inquirer’® and Christopher
Hookway discusses epistemic injustices in terms of obstacles to activ-
ities (my emphasis) that are ‘distinctly epistemic’.” These descrip-
tions are used to specify the characteristics of an epistemic injustice
as distinct from other forms of ethical injustice. The emphasis of
these theorists is clearly on the activities of inquiry; when Fricker
refers to the wrong of an epistemic injustice with reference to one’s
‘capacity as a knower’, the term ‘knower’ must be understood as
someone engaged in the activities of knowing, not a ‘knower’ in the
sense of someone who is already in possession of knowledge. This
is an important feature to note because for the idea of epistemic in-
justice to be taken seriously, it cannot simply amount to the denial
of an opportunity to access a piece of knowledge. Since ‘knowing

Fricker, Epistemic Injustice, 1.

Elizabeth Anderson, ‘Feminist Epistemology and Philosophy of
Science’, The Stanford Encyclopedia of Philosophy (Spring 2017 Edition),
Edward N. Zalta (ed.), <https://plato.stanford.edu/archives/spr2017/
entries/feminism-epistemology/>.

Hookway, ‘Some Varieties of Epistemic Injustice’.
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everything’ is not a viable goal of epistemic life, simply missing out
on bits and pieces of knowledge cannot carry the seriousness required
of the concept of epistemic injustice. This is not to say that being pre-
vented from accessing certain knowledge, or having it hidden from
one, could not constitute an epistemic injustice, but the case would
have to be made for the seriousness of this particular instance of
knowledge. The knowledge would have to be of particular signifi-
cance to one’s well-being overall, or its lack must more generally
negatively affect one’s epistemic abilities, such as one’s capacity to
obtain other knowledge extremely relevant to one’s life. This is
why science is an important case to examine: if in today’s society sci-
entific knowledge is a dominant source of significant knowledge rele-
vant to people’s lives, and social conditions and historical relations
with scientific communities block members of some marginalized
communities from having the ability to access such knowledge
claims in a responsible way, then epistemic trust injustices and
their associated harms result.

Given that epistemic injustices are typically defined as affecting
one’s capacities as an active knower or inquirer, it is reasonable to
understand epistemic injustices as impeding (unjustly) on the exer-
cise of one’s epistemic agency. Moreover, we engage our epistemic
agency not only when trying to actively generate new understandings
or convey them to others. We also engage our epistemic agency when
we are on the receiving end of others’ attempts to convey their under-
standings of the world to us. When we take someone else’s word on
trust, or when we trust others to produce a certain kind of knowledge
for us (via a cognitive division of labour), we are engaging our epi-
stemic agency, and this can be done either well or poorly. In what
follows I first address how one’s epistemic agency is engaged when
we take epistemic matters on trust, and then explain how that epi-
stemic agency can itself be stymied by histories of certain social con-
ditions that result in marginalized groups having reason to distrust
dominant knowledge sources.

Many philosophers and sociologists of knowledge who take ser-
iously the social nature of knowing have taken up issues concerning
the relationship between experts and non-experts’ and have

8 H. M. Collins and Robert Evans, Rethinking Expertise (Chicago:

University of Chicago Press, 2007); John Hardwig, “T'he Role of Trust in
Knowledge’, The Fournal of Philosophy 88 (1991), 693-708; Philip
Kitcher, “The Division of Cognitive Labor’, The Journal of Philosophy 87,
(1990), 5-22; Philip Kitcher, Science, Truth, and Democracy (New York:
Oxford University Press, 2001).
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recognized the fact that a cognitive division of labour requires that
epistemic agents trust other knowers to a great extent. However,
fewer have worked explicitly with the likes of a situated analysis
such as what we see in the epistemic injustice literature specifically,
and more generally in many versions of feminist epistemology.”’ A si-
tuated analysis of expert/non-expert trust relations considers the
social relations between knowledge providers and knowledge recipi-
ents and the histories of interactions between them. The philosoph-
ical work that has identified epistemic injustices that impede on
one’s participation in the generation and communication of knowl-
edge has stemmed from an awareness of the deep ways in which
power relations and the social biases that are a part of relations
between inquirers have epistemic effects. In arguing the case for epi-
stemic trust injustices, I likewise attend to the power-infused social
relations between scientific communities as authoritative generators
of knowledge and socially marginalized lay communities.

3. The Role of Trust in Knowing, and Responsible Trust

One of the reasons epistemologists have worried about people’s de-
pendence on others for knowing through trust is that trust makes
one vulnerable, and may appear to remove epistemic agency from
us as individual knowers, or suggest an abdication of epistemic re-
sponsibility. In John Hardwig’s phrasing, trust is ‘at least partially
blind’ and as he notes, for many epistemologists who focus on the
need for evidence in order to have knowledge, the problem is not
simply that knowledge does not involve trust, but rather that trust
and knowledge are conceptualized as antithetical to each other.'’
But it is far from clear that trusting others for knowledge incapacitates
us as epistemic agents or involves an abdication of epistemic agency,
and if our epistemic agency is still involved in trusting others in our
epistemic pursuits, then epistemic injustices involving trust are
possible and need to be examined.

Lorraine Code, What Can She Know?: Feminist Theory and the
Construction of Knowledge (Ithaca: Cornell University Press, 1991);
Donna Haraway, ‘Situated Knowledges: The Science Question in
Feminism and the Privilege of Partial Perspective’, Feminist Studies 14
(1988), 575-99; Sandra Harding, Whose Science? Whose Knowledge?:
Thinking from Women’s Lives (Ithaca, N.Y: Cornell University Press, 1991).

19 Hardwig, “The Role of Trust in Knowledge’, 693.

73

https://doi.org/10.1017/51358246118000553 Published online by Cambridge University Press


https://doi.org/10.1017/S1358246118000553

Heidi Grasswick

When it comes to a general theory of trust, numerous trust theorists
have argued that in addition to its cognitive dimension, trust has an
affective and attitudinal dimension that goes beyond simply relying
on someone to deliver the goods with which one is entrusting
them. To trust someone is to hold an attitude of optimism toward
their fulfillment of your expectations.!! Trust relations have a
moral dimension to them, and the difference between trust and reli-
ance is what explains the feelings of betrayal that can occur under cir-
cumstances when a trusted one fails you. Further, we can trust people
for many different things, and we rightfully place boundaries on our
trust: to trust someone is shorthand for person A trusting person B
for Z (where Z is some kind of good that A cares about). I can
easily trust a friend to not steal from me, but at the same time,
because I know that they also are forgetful, I may not trust them to
care for and feed my dog for the weekend. Given this, we need to
identify the kind of trust and the boundaries of that trust that are
of interest for understanding cases of epistemic trust.

I take it as uncontroversial that in many circumstances, trusting
another epistemically is the most epistemically virtuous course of
action. The need for trust makes each of us vulnerable to others
who claim expertise. I hope it is also uncontroversial that in the
case of highly specialized and large scale epistemic endeavours such
as those involved in many forms of contemporary scientific knowl-
edge, it would be epistemically unwise to offer a blanket trust to
anyone and anything purporting to be scientific or that one takes to
be scientific. One can lack discernment in whom to trust for knowl-
edge, but that is not something we should strive for. The issue is
not whether we do or do not place trust in others, but rather
whether and when such trust can be relatively well-grounded. For
ideal epistemic success, trust relations would be such that the
degree of trust one grants would always be balanced by the degree
of trustworthiness of the source. In the case of epistemic trust, the
balance of epistemic trust and trustworthiness would still not guaran-
tee epistemic success; even a trustworthy source who is doing their
best can end up failing to deliver the epistemic goods, or can (out
of character) betray the trust one has given them, upending their
history of trustworthiness. Grounding our trust, to whatever degree
that we do, does not mean we escape the vulnerability that we
expose ourselves to when we trust. Additionally, the truster is never
in a position to fully determine the trustworthiness of their source.

""" Annette Baier, ‘Trust and Antitrust’, Ethics 96 (1986), 231-60;
Karen Jones, ‘“Trust as an Affective Attitude’, Ethics 107 (1996), 4-25.
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Thus, we cannot expect ideally placed trust that is always perfectly
balanced with the source’s trustworthiness. Even so, it remains pos-
sible to distinguish responsibly-placed trust — trust granted in cases in
which one has good reason to take one’s source as trustworthy — from
trust which might fail to be responsible, such as might occur if one
ignores the reasons right in front of them for thinking that a source
is not trustworthy, but trusts anyways.'? If the options are an inabil-
ity to access the knowledge (by resisting trust), or to trust in the
claims irresponsibly (when the reasons direct you otherwise), we
might (with further specified conditions) be facing a case of an
epistemic trust injustice.

Although trust necessarily makes one vulnerable and one can go
wrong in trusting others, building robust trust relations is a very
important part of a fruitful epistemic life, and thus participation in
well-developed trust relations constitutes an important exercise of
epistemic agency. A responsibly-placed trust is not a result of an
abdication of one’s epistemic responsibilities of assessment, or
being closed to re-assessment should further evidence come one’s
way. Hardwig’s note that trust is ‘partially blind’ (my emphasis) is
not the same as claiming that trust is fully opaque or that we have
turned off our capacities as epistemic agents in resorting to trust.
Placing epistemic trust in another is an exercise in epistemic agency,
even though these trust placements and the reasons supporting them
function quite differently from the ways we engage in the collection
of evidence during individual inquiry. Trust relations are formed
with others in part through histories of interactions with them, and
these histories give a broad set of relevant reasons for trust in particular
circumstances, and give reason for doubt, skepticism, and distrust in
others. When those reasons inform in whom, for what, and to what
degree one places one’s epistemic trust, this trust (or distrust) can be
said to be responsibly-placed. It is in part because of this breadth of
relevant reasons for trust and distrust that histories of social marginal-
ization can result in epistemic trust injustices.

The most simplified version of epistemic trust concerns trusting a
single person’s testimony. Most straightforwardly, epistemic trust

12° More could be said about what constitutes ‘irresponsibly-placed

trust’. It could range from ignoring evidence, to negligence with respect
to seeking out evidence to support one’s trust assessments. The standards
for seeking such reasons will vary dramatically depending on the stakes in-
volved, but I do not take up these issues here. My primary concern is with
social conditions that could prevent the formation of a responsibly-placed
trust.
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concerns one’s willingness to take the word of another — to trust in
their testimony, form beliefs on the basis of that testimony, and act
in accordance with such beliefs. As many testimony theorists have
pointed out, conditions of acceptable trust in testifiers involve judge-
ments that the testifier is competent and sincere.'* It only makes sense
to rely on someone’s testimony if I have reason to think that the
person is competent in the area in question — that is, likely to be in
possession of the knowledge I am interested in, and sincere — that
is, likely to be trying to convey to me what they take to be true
beliefs rather than dupe me, lie to me, play a joke on me, or
mislead me in my beliefs. While the competency requirement
focuses on the testifier’s relationship to the knowledge in question,
the sincerity requirement emphasizes the ethical dimension of suc-
cessful testimony practices; it signals a relationship between the
speaker and the hearer, and an attitude toward the knowledge recipi-
ent. Competency and sincerity are necessary for a testifier to be trust-
worthy, and a truster can responsibly place their trust in a testifier
who appears to satisfy these requirements, relative to the context at
hand.

In simple and isolated cases of testimony, the above interpretations
of competence and sincerity may do the trick for inquirers determin-
ing their placements of epistemic trust. However, in order to under-
stand our ongoing epistemic trust relations with communities of
experts, especially in cases where the stakes are more significant,
these initial interpretations need to be broadened and I take this up
in the next section.

Additionally, although the personal testimony work helps us iden-
tify core features of epistemic trust, further issues emerge when we
consider trust in communities and institutions of knowledge produc-
tion, such as scientific communities. Most trust theorists agree that
interpersonal trust remains the paradigmatic form of trust, with insti-
tutional trust being modeled after it.'* Epistemic trust in institutions
and communities share core features of interpersonal epistemic trust:
vulnerability of the truster, an attitude of optimism toward the insti-
tution and its ability to fulfill certain expectations related to providing

'3 Jonathan Adler, ‘Epistemological Problems of Testimony’, The

Stanford Encyclopedia of Philosophy (Summer 2015 Edition), Edward
N. Zalta (ed.), <https://plato.stanford.edu/archives/sum2015/entries/
testimony-episprob/>.

% Carolyn McLeod, ‘“Trust’, The Stanford Encyclopedia of Philosophy
(Fall 2015 Edition), Edward N. Zalta (ed.), <http://plato.stanford.edu/
archives/fall2015/entries/trust/>.
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the truster with reliable knowledge, the possibility of being betrayed,
and the possibility of the trust being more or less well-grounded.

What is different about the ‘impersonal’ trust in institutions and
communities compared with trust in persons, however, is that the
trustworthiness of the specific practices of the institution'® plays a
more significant role in determining well-placed trust than in the
case of individual testifiers. It may be less important that every par-
ticipant in the institution be perfectly trustworthy if an institution
operates with robustly trustworthy practices that help protect
against the undue influence of untrustworthy individual members.
But this can work the other way as well; when historically an institu-
tion has been failing to operate with trustworthy practices, and there
is a track record that demonstrates this, these failures will be more
relevant to assessments of the institution’s trustworthiness than
would be the sincere efforts at trustworthiness exhibited by particular
individuals within the institution. Grasping the relevance of the prac-
tices of the institutions and communities themselves beyond the epi-
stemic efforts of their individual members in assessments of
trustworthiness allows us to appreciate the impact that such institu-
tional features as embedded racism and sexism can have on epistemic
trustworthiness. Lay persons and their communities have historical
relations with enduring institutions of knowledge production and
dissemination that outlive connections with individual members of
those institutions, and evidence of histories of untrustworthy prac-
tices due to embedded racism and sexism can place responsibly-
formed trust out of reach for some marginalized lay persons, resulting
in epistemic trust injustices and their associated harms.

4. Complicating the Grounding of Epistemic Trust 1: The
Competence Condition as ‘Providing Significant Knowledge’

In anything more than a mundane case of testimony, the relevant epi-
stemic competencies are likely broader than simply that the testifier
has the background to ‘know what they are talking about’. The idea
in the standard case of testimony was that if a hearer has reason to
think that the speaker knows what they are talking about, that

15 Karen Frost-Arnold, ‘Imposters, Tricksters, and Trustworthiness as

an Epistemic Virtue’, Hypatia 29 (2014), 790-807. See also Miranda
Fricker, ‘Can There Be Institutional Virtues?’ in Tamar Szabo Gendler
and John Hawthorne (eds.), Oxford Studies of Epistemology 3 (Oxford:
Oxford University Press, 2013).
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counts as a reason (ceteris paribus) to believe them. But one of the pro-
blems with using the standard testimony analysis as a model for epi-
stemic trust across expertise, either generally or specifically in cases of
scientific experts, is that it focuses on a very narrow form of epistemic
trust: simply trusting another’s word in a given instance, without
taking account of how that version of epistemic trust is embedded
in a collection of competency expectations that are crucial to long-
standing trust relations that operate in the service of our epistemic
goals. In the case of scientific experts (and other large institutions
of expert knowledge production) we (rightly) place upon our speakers
a set of expectations that cover a broader range of epistemic goods
than simply delivering a claim of knowledge.'® Their competence
as a testifier depends crucially on many other epistemic skills and
capabilities.

For example, in his discussion of public trust, David Resnik points
out that members of the public trust scientists to do many different
things.!” Identifying what members of the public trust scientists to
do is a way of articulating the public’s expectations of scientists.
Resnik provides a partial list of public expectations including: trust-
ing researchers with public resources, trusting researchers to provide
knowledge and expertise that can inform policy debates, trusting re-
searchers to provide knowledge that will ‘yield beneficial applications
in medicine, industry, engineering, technology, agriculture, trans-
portation, communication, and other domains’, and trusting re-
searchers to make informed judgments about new technologies.
Many other activities could be added to the list, but two I want to ex-
plicitly draw attention to are first, trusting researchers to filter infor-
mation for us, determining what the best understandings of the day
are and omitting poorer quality, less important, or outdated re-
search,'® and second, trusting researchers to treat stakeholder popu-
lations, including research subjects, ethically and not place them at
too great a risk in the pursuit of knowledge. In the first, we expect
experts to be able to offer expert judgement on the current status of

16 . . .
Katherine Hawley notes that we can sometimes impose too much on

others in the expectations that lie behind our trust in “T'rust, Distrust and
Commitment’, Nois, 48 (2014), 1-20. My discussion focuses on what we
might rightfully expect.

17" David B. Resnik, ‘Scientific Research and the Public Trust’, Science
and Engineering Ethics 17 (2011), 399—409.

'8 Heidi Grasswick, ‘Scientific and Lay Communities: Earning
Epistemic Trust through Knowledge Sharing’, Synthese 177 (2010),
387—4009.
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knowledge, and in the second, we expect them to conform to certain
societally-held ethical norms as they make judgements concerning
limits in the pursuit of knowledge.

Clearly, not everything laypersons trust scientists to do will be rele-
vant to an assessment of their overall epistemic trustworthiness; the
work of scientists involves them in social practices which may have
non-epistemic goals as well. For example, the public may expect
scientists to use their funds appropriately, not embezzle them and
not to use them carelessly or inefficiently. If they fail in this, it is
not immediately clear that this failing is relevant to one’s assessment
of their epistemic trustworthiness, though it certainly is relevant to
their financial trustworthiness and potentially their general personal
trustworthiness as well. Similarly, many may consider that the point
concerning whether or not scientists treat their research subjects eth-
ically may be relevant to their ethical trustworthiness, but not rele-
vant to their epistemic trustworthiness. I will argue against this
position shortly, but many will find it an initially plausible position.
Even acknowledging that there will be some public expectations of ac-
tivities that are not epistemically relevant, a strong argument can be
made that the epistemic competencies members of the public
expect of expert communities include a broad range of activities
that need to be done well in order for scientists to serve as trustworthy
testifiers of scientific knowledge, and failure in some of those may
affect their overall core role as trustworthy providers of knowledge.
These activities include skillfully undertaking their research activ-
ities, conveying their results in an epistemically responsible
manner, avoiding research and publication misconduct throughout
their professional activities, and filtering and assessing results
within their field of expertise to allow them to convey robust judge-
ments of the current state of knowledge in a field.

Particularly in the case of organized epistemic communities, such
as scientific communities, when we trust these communities, we are
not just trusting their specific claims. We are in fact (and quite
rightly) trusting them to undertake a variety of valuable epistemic
work: to engage in inquiry for us, to produce knowledge for us, to
orvient their rvesearch in ways that will be useful, or at least not
harmful for us, and to make judgements concerning which claims need
communicating. 'This clustering of epistemic expectations means
that when there are reasons to suspect that such communities have
failed in some of these expectations, these failures should be relevant
to our assessment of their epistemic trustworthiness, in effect lower-
ing the trust levels we grant them.
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In determining which activities are relevant for these trust assess-
ments, it is helpful to characterize the overall function of epistemic
work of communities of experts in more general terms.
Importantly, when we turn to communities of experts, we have an
interest in certain kinds of knowledge. It is, of course, significant
knowledge that we are after, not just any collection of trivial facts
about the world,'” and if the knowledge was not important to us,
there would not be much motivation to place one’s trust in the
experts. We turn to experts when and if we consider that they are
well positioned to produce such knowledge, recognize its significance
for us, and communicate that knowledge to us. This involves expect-
ing them to run robust and sound research programs, be able to filter
results such that they can offer us a sound judgement on the best
knowledge available, and also attend to our particular epistemic
needs (which may not be shared by all) so that what they are providing
is actually significant knowledge for us. Furthermore, given that each of
us is socially situated, we cannot assume that what is significant
knowledge for us will be significant for all other knowers.

In short, a general characterization of the epistemic role of experts
is one of being a provider of significant knowledge. In order to succeed
in this, many activities are involved, but this overarching character-
ization can give us a foothold into determining how these various ac-
tivities contribute to the epistemic function with which lay persons
seek to trust them. From there, we will be able to identify when a
history of failures in certain activities may be surprisingly relevant
to creating a blockage in possibilities for responsibly-placed trust
for particularly situated lay persons, especially the socially
marginalized.

5. Complicating the Grounding of Epistemic Trust 2: The
Sincerity /Care Condition

Similarly, although the sincerity requirement as previously described
can work well in identifying the moral component of the trust relation
for simple cases where the testimonial trust relationships are quite
limited and short-lived (such as when I ask a stranger for directions
to the nearest bus stop) it is insufficient for richer relations of epi-
stemic dependence. When the knowledge in question is much more

19" Elizabeth Anderson, ‘Knowledge, Human Interests, and Objectivity

in Feminist Epistemology’, Philosophical Topics 23 (1995): 27-58; Kitcher,
Science, Truth, and Democracy.
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than trivial, the relationship between the speaker and the hearer will
need to be more robust in order to sustain the depth and breadth of
trust that would support making oneself vulnerable by taking some-
one’s word for it on an issue of grave importance. Consider the case of
my physician giving me news of a serious disease, alongside a recom-
mendation for experimental treatment as my best course of action. |
have interests in coming to understand both my health condition and
the recommended options and their risks so that I can make treatment
decisions. My medical interests in pursuing good health include epi-
stemic interests; there are things I need to know. In trusting my phys-
ician with my relevant epistemic needs, I will expect (with optimism)
that she will have a stronger attitude of care toward me than simply
being sincere in her statements (i.e. telling me the truth). I will
expect that she has enough care directed towards me and my
medical interests that she will attempt to offer me the specific knowl-
edge that I need in order to make reasonable decisions — perhaps out-
lining the range of available options. For her to be trustworthy,
sufficient care for my interests will need to override competing con-
cerns, such as her potential need to feel socially secure by offering a
definitive diagnosis (even if she is not completely confident of the
diagnosis), or her need to satisfy other interests of hers, such as
finding enough research subjects for the experimental treatment.
My trust might be bolstered in part by my understanding that the
professional standards of medical practice stipulate caring for the
medical interests of one’s patients, including their epistemic interests
of accessing the necessary knowledge to help them take care of them-
selves and make appropriate treatment decisions. My history of inter-
actions with my physician, and with the medical establishment more
generally, can also offer me reasons for trust: have I been well-served
in the past by them on different medical issues? Or are there past in-
stances in which either my physician or other doctors failed to display
the relevant care (and competency) towards my interests and needs?

In rich and important cases of ongoing epistemic exchange, ‘sin-
cerity’ in itself is insufficient to capture the attitude of care that is
needed to support the kind of extensive and lasting trust for satisfying
the ongoing epistemic needs of a nonexpert. I propose renaming this
general requirement as the ‘sincerity/care’ condition. The sincerity/
care condition notes that a trustworthy expert must embody some
degree of a moral attitude of care toward the recipient. Sincerity cap-
tures a minimal requirement of care, but the degree of care required to
form and sustain trust will be context-dependent, in part depending
on the stakes of the epistemic situation and the scope of the epistemic
trust placed in the expert.
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6. Epistemic Trust Injustices

A brief recap is in order. Having begun with a narrow understanding
of the sincerity and competence requirements for making reasonable
judgements for trust in cases of mundane testimony, I expanded
these requirements, arguing that in cases of higher stakes knowing,
and cases where we need to trust communities and institutions for
expert knowledge on an ongoing basis over time, the relevant compe-
tencies are multiple and broad in terms of the activities that must be
undertaken to be epistemically trustworthy. I offered a core descrip-
tion of these competencies as consisting in the experts’ ability to
provide significant knowledge to the non-expert, which, in the case
of science, includes both producing it and conveying it.
Additionally, I argued that the sincerity requirement is better under-
stood as a broader ‘sincerity/care’ condition, in recognition that trust
relations are ongoing and exist in complex epistemic environments.
In order to depend upon an expert community for their ongoing
and sometimes high stakes epistemic needs, a lay person needs to
trust that in undertaking and conveying the epistemic work, the
expert embodies an appropriate degree of care for their interests,
most importantly their epistemic interests, though caring for one’s
other central interests can be crucial to identifying and serving
those epistemic interests. One needs to trust that the ongoing judge-
ments of the expert account for one’s concerns.

Both of these conditions draw attention to the relevance of differ-
ences in social situation. If competencies are understood under the
larger heading of being a provider of significant knowledge, attention
must be paid to differences in situation that make some knowledge
significant to some, but not necessarily all. Differently situated lay
persons will differ on at least some epistemic interests, and histories
of the provision of knowledge from various institutions and commu-
nities may or may not demonstrate patterns of having addressed such
epistemic interests. Similarly, the sincerity/care requirement can
only be fulfilled if there is an awareness of the relevant interests of
the particular non-expert in question. If an expert community is
unaware of the needs of a particular lay community and the epistemic
dimensions of those needs, it will be challenging for it to offer,
let alone demonstrate the appropriate level of care for those needs.
To be trustworthy for particularly situated lay persons, an expert
or expert community must be able to satisfy these conditions.

From the perspective of the potential truster, what is relevant to
determining cases of epistemic trust injustices is whether, through
past histories of interaction, there have emerged reasons to distrust
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these experts, or at least withhold trust.”’ When there is historical evi-
dence available concerning how well suited a community of experts is
to satisfy the competency and the sincerity/care conditions, we need
to use it. A history through which an epistemic community has served
us well as a provider of significant knowledge leads us to reasonably
and responsibly continue in that trust relationship, learnin% lots of
things on the basis of that trust, without further checking.”’ But in
cases where there is evidence that the competency and sincerity/
care conditions have not been well satisfied over time, a lay person
may fail to have adequate grounds from which they could responsibly
place their trust in the expert community on an ongoing basis. This is
a situation where they actually have reasons to distrust or withhold
trust from the expert community. This may not stop them from trust-
ing, but, if responsibly-placed trust is prevented under such condi-
tions, then regardless of whether they trust or distrust, their
capacity to inquire and attain knowledge in a responsible way is
stymied.

When faced with such reasons for distrust, there are various pos-
sible outcomes. Lay persons may reject the claims, or they may end
up merely ‘relying’ on an expert community out of desperation,
having no better options than to proceed without any expectation
or optimism that the expert will be able to deliver the epistemic
goods. They also may consciously take the risk of trusting in the
hopes of improving the trust relationship, engaging a long-haul strat-
egy of bettering epistemic relations. However, the relevant point here
is that although reaching for the poorly grounded trust or mere reli-
ance strategy might work out for them in a particular case, at this
juncture (given that they have reasons to distrust) they are faced
with the unsatisfying situation of being unable to partake in a
healthy trust relation in an epistemically responsible manner, due
to the way the socially embedded epistemic practices have been
functioning.

We have now reached a point where we can articulate the idea of an
epistemic trust injustice and connect it to a failure to satisfy the

20" See Katherine Hawley, “Trust, Distrust and Commitment’, for an

important distinction between distrust and non-reliance (a form of lack of
trust). Epistemic trust injustices could result in either case, but space limita-
tions prevent any extended discussion here.

21" Cynthia Townley points out that when we trust someone, we actually
commit to not checking up on them. See her A Defense of Ignovance: Its
Value for Knowers and Roles in Feminist and Social Epistemologies
(Lanham, Md: Lexington Books, 2011).
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conditions of responsibly-placed trust. We will recall that in the case
of epistemic injustices that concerned epistemic agents as contribu-
tors to the production and circulation of knowledge, it was the thwart-
ing of their capacities as inquirers and epistemic agents that
constituted the epistemic nature of the injustice. I have demonstrated
that the ways in which we place and sustain trust in others for
expert knowledge also involves our epistemic agency; though we
trust, our epistemic capacities are not set aside but rather play a
role in forming and sustaining our attitudes of trust and distrust.
When the conditions are such that the available evidence points
in the direction of distrust, making it difficult or impossible to
responsibly trust in expert communities such that I could receive
knowledge and understandings of the world through responsibly-
placed trust, there is a sense in which my epistemic agency is being
thwarted.

Of course, one might argue that withholding trust in such a situ-
ation is actually a case of well-exercised epistemic agency; after all,
I’ve noted that this person has reasons for distrust. One could say
that the epistemically responsible thing to do in such a hostile envir-
onment is to withhold trust. However, my point in emphasizing the
threat to epistemic agency is that the described circumstances that
give reasons for distrust do not just pop up for an isolated case. As
a relationship of distrust that has grounding, it will apply to many in-
teractions with this expert community over time. As I pointed out
early on, the incapacity to acquire a particular piece of knowledge
does not itself threaten one’s epistemic agency. But if social condi-
tions are such that this incapacity is either quite far-reaching (by
blocking my access to large swaths of knowledge) or concerns under-
standings central to my self-understanding (blocking knowledge that
is of crucial importance to my overall life and ability to continue as an
active epistemic agent) at some point we can make sense of this block-
age as actually threatening one’s epistemic agency. Such blockages in
one’s ability to form responsibly-placed trust constitutes an epistemic
injustice when such thwarting is systemic, and involves my capacity
(more specifically, my lack thereof) to access areas of knowledge
that are significant for me. Epistemic trust injustices occur in situa-
tions of substantial social marginalization by having a significant
dampening effect on the abilities of members of subordinated
groups to function well epistemically in a social world with wide-
spread divisions of cognitive labour. The epistemic capacities of
these inquirers are systematically stymied, even when what the
experts are reporting might qualify as cases of reliable knowledge,
or useful understanding.
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7. Indicators of Epistemic Untrustworthiness

Building on my discussion of the competence and sincerity/care con-
ditions, there are at least three different types of indicators that could
suggest a lack of trustworthiness on the part of a community of scien-
tific experts from the perspective of a specifically situated lay person.
The first concerns a history of failing to provide significant knowl-
edge for a particular lay community by having gotten things
wrong, especially with respect to areas of knowledge that are particu-
larly relevant for a marginalized group. When this becomes evident,
the reliability of the community and its research practices are called
into question. For example, feminists have drawn attention to the
fact that sexist biases and background assumptions have played a sig-
nificant role in the history of research on women’s sexuality, an area of
research that could produce significant knowledge for women. The
use of such assumptions has resulted in a pattern of mistaken under-
standings and areas of ignorance that have been damaging to
women.”? Similarly, in spite of the repeated discrediting of projects
of scientific racism that purport to explain away economic disparities
between those of European descent and those of African descent by
undertaking and referencing poor quality scientific studies, such pro-
jects keep popping up throughout the history of the human and bio-
logical sciences.”® Evidence that scientists have repeatedly produced
theories and results that turn out to be mistaken, especially when
this pattern occurs more frequently with respect to particularly rele-
vant knowledge for a specific group, offers reasons for the group’s
distrust of the relevant scientific community, especially on topics of
specific concern for the group. Over time, such scientific communi-
ties show themselves to be poorly suited as trustworthy providers of
significant knowledge for these groups.

Second, there may be an identifiable history of a community of
experts ignoring the interests and concerns of a particular lay commu-
nity. Often, areas of ignorance are not just gaps in knowledge, but are

22 Elisabeth A. Lloyd, The Case of the Female Orgasm: Bias in the
Science of Evolution (Cambridge, Mass: Harvard University Press, 2005);
Nancy Tuana, ‘The Speculum of Ignorance: The Women’s Health
Movement and Epistemologies of Ignorance’, Hypatia 21 (2006), 1-19.

23 Stephen Jay Gould, The Mismeasure of Man, Revised & Expanded
edition (New York: W. W. Norton & Company, 1996); Sandra Harding
(ed.), The ‘Racial’ Economy of Science: Toward a Democratic Future
(Bloomington: Indiana University Press, 1993).
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actively constructed to serve the interests of the dominant.”* When
there are patterns of the research priorities of scientific communities
being consistently directed toward the needs of the dominant,
without attention to the needs of subordinated groups, again, there
is reason for members of such groups to distrust those communities
epistemically. Histories of androcentric assumptions in medical
science, such as the research on heart disease that was performed on
all male subjects rather than researchers attending to the possibility
of sex-specific manifestations of the disease offers an example
here.”> Again, researchers have been failing as successful providers
of significant knowledge for the group (women), but this time the
failure is due to the inability to generate knowledge that is of
particular significance for the group in question.

These first two indicators that might support the distrust of a mar-
ginalized community both stem from failures in the core competency
condition of being a provider of significant knowledge. The second
indicator — ignoring the epistemic needs of a particular group —
can also be said to fail to satisfy the sincerity/care condition.
Particularly in cases where the history of the expert community’s
knowledge-making indicates a gross amount of care and attention
offered to other (more dominantly situated) people relative to the
attention offered to epistemic concerns of the marginalized, the ques-
tion arises of whether there has been adequate care and attention
directed toward the epistemic interests of the marginalized in order
to generate the types of knowledge that are important for them.

In contrast, the third type of indicator I suggest primarily involves
the sincerity/care requirement. This indicator concerns actual histor-
ies of ethical and social injustices involved in the production of
knowledge. If there is evidence that members of one’s group have
been mistreated within the institutions and practices of knowledge
production (particularly if there is a historical pattern), this offers
some reason to think that these institutions lack a sufficient dose of
the moral attitude of care required to sustain making oneself vulner-
able by trusting them epistemically on matters of importance. I noted
early on that many will find it initially implausible that ethical injus-
tices perpetrated by epistemic institutions (such as the ethical abuse
of research subjects, or more generally placing stakeholder popula-
tions at risk) should be relevant to the basis one has for forming or

2*  Shannon Sullivan and Nancy Tuana (eds.), Race and Epistemologies

of Ignorance (Albany: State University of New York Press, 2007).
25 Sue Vilhauer Rosser, Women’s Health — Missing From U.S. Medicine

(Bloomington: Indiana University Press, 1994).
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maintaining epistemic trust. However, through the articulation and
expansion of the conditions of competency and sincerity/care, the
connection between a history of ethical injustices and the epistemic
case is now more apparent.

Though her work is not framed in terms of epistemic injustices,
Naomi Scheman has drawn attention to the ‘systematically trust-
eroding effects of various forms of social, political, and economic in-
justice’®® all of which can be identified in a variety of the institutions
and practices of science. For Scheman, social injustices within the
communities and social practices of knowledge generation that have
epistemic relevance can include histories of particular groups having
suffered ethical abuses as research subjects, or having being discrimi-
nated against in the entry to and participation in the institutions of
science. As she writes, ‘the credibility of science suffers, and,
importantly, ought to suffer...when its claims to trustworthiness
are grounded in the workings of institutions that are demonstrably
unjust — even when those injustices cannot be shown to be responsible
for particular lapses in evidence gathering or reasoning’.”’ Her point is
not that the ethical injustices she cites imply that scientific institutions
cannot serve as reliable truth trackers, but rather that what matters for
grounding trust is whether or not variously situated laypersons outside
of science can justifiably think they can serve as such.”® The cases
Scheman describes are cases of epistemic trust injustices, whereby a
history of social conditions suggest the epistemic untrustworthiness
of an expert community toward a marginalized group, thereby
significantly diminishing opportunities for group members to gain
important knowledge through a responsibly-formed trust.

8. The Harms of Epistemic Trust Injustices

There is in fact evidence that certain social groups are more distrust-
ful of some scientific communities than others: many indigenous
groups distrust geneticists and their research that seeks to

26 Naomi Scheman, ‘Epistemology Resuscitated: Objectivity as

Trustworthiness’, in Engendering Rationalities, ed. Nancy Tuana and
Sandra Morgen (Albany: SUNY Press, 2001), 34.
27 Scheman, ‘Epistemology Resuscitated: Objectivity as Trustworthi-
ness’, 36.
Scheman, ‘Epistemology Resuscitated: Objectivity as Trustworthi-
ness’, 35.
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identify genetic markers affiliated with their groups,?” and African
Americans are more distrustful of medical researchers than are
whites, often citing the history of research abuses of African
Americans as reasons for their distrust.’’ I have focused on how,
from the point of view of epistemological analysis, some of such so-
cially located distrust can be warranted. Where histories of oppression
and social marginalization create conditions that do not support a
judgement of the expert community’s trustworthiness as a sincere
and caring provider of significant knowledge for a marginalized
group, the possibility of responsibly-placed trust may elude the
group, amounting to its members suffering epistemic trust injustices.

The most obvious harm that results from epistemic trust injustices
are the epistemic losses that are incurred by members of these mar-
ginalized communities when current expert communities actually
are capable of providing significant knowledge for them, but where
the poor track record of historical interactions leads the marginalized
lay persons to dismiss the experts (and reasonably so). Quite simply,
such social conditions that result in poor trust relations make it harder
for members of such communities to obtain knowledge that is other-
wise in circulation.

More prominently, I have argued that compounding those inde-
pendent epistemic losses is the harm of impediments to one’s epi-
stemic agency. When the epistemic losses are systemic, one’s
epistemic agency can itself be threatened or diminished. As I outlined
earlier, epistemic agency itself can only be said to be thwarted when
the effects of the warranted distrust prevent significant areas of
knowledge acquisition — areas crucial to one’s ability to understand
oneself and one’s situation. But in such cases, these conditions of in-
justice can begin to undermine one’s general capacity to succeed as an
independent inquirer within the maladapted social network. Though
any expert community might fail to be trustworthy, or could face a
situation where a particular lay community lacks reasons to trust it,
the harm of thwarting epistemic agency is reserved for cases where
such expert communities dominate the social networks of knowledge
production and circulation. In modern society, communities of scien-
tific expertise are plausible candidates.

Furthermore, beyond the losses that can occur in one’s role as a re-
cipient of knowledge, epistemic trust injustices can circle back, with

2% “After Havasupai Litigation, Native Americans Wary of Genetic

Research’, American Fournal of Medical Genetics Part A 152A, (July 1,
2010), ix.

30 Scheman, ‘Epistemology Resuscitated: Objectivity as Trustworthiness’.
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recurrent effects on the participation of members of marginal groups in
the production of knowledge — that is, in their contributory roles. For
example, if a member of a marginalized community is distrustful of a
scientific research community, they are less likely to be eager to partici-
pate in the practices of that community. This will make it more challen-
ging for research communities to correct some of the social and
epistemic injustices that played a role in creating the very situation of
the epistemic trust injustice in the first place! Those who don’t trust
medical research communities are less likely to pursue such a research
career, and they are unlikely to be eager to take on the role of a research
subject. Indeed, as medical researchers have recognized the importance
of a diverse human subject pool for robust knowledge generation, they
have found it challenging to encourage greater research subject partici-
pation across diverse populations, something that is necessary if they are
to correct for some of the subject biases in their research.’! Distrust of
scientific institutions may even lead to a dissociation from educational
opportunities (such as high school or college level STEM classes)
that could be important for significant epistemic endeavours besides re-
search careers (as teachers, policy makers, or engineers for example). In
these and other ways, epistemic trust injustices can interact with the
kinds of participatory epistemic injustices I mentioned at the outset,
all of which can combine to create quite a difficult situation for the
social production and circulation of knowledge, with certain groups
bearing the burden of the losses and harms more than others.

Though I have focused on epistemic harms, there are of course innu-
merable social harms that can also result from epistemic trust injustices.
When trust in knowledge-producing institutions is low within one’s
community, the practical benefits of putting those knowledge results
into use are lost. If one does not trust the knowledge claims being circu-
lated by the medical community, or one rejects the claims of govern-
ment environmental regulators concerned about pollutants in local
drinking water, one could even be putting one’s life at risk if in fact
these expert communities are reliable sources. Such social harms offer
another reason why trust relations in the epistemic realm need to be
taken seriously; epistemic trust injustices can re-inscribe social inequi-
ties when the opportunities that knowledge acquisition can foster are
not taken advantage of by the victims of epistemic injustices.

31 Steven Epstein, Inclusion: The Politics of Difference in Medical

Research (Chicago: University of Chicago Press, 2007).
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9. Addressing Epistemic Trust Injustices

As epistemic agents, we inherit our places within a network of social
epistemic practices that have histories of successes and failures — his-
tories that shape our own epistemic capacities and opportunities. The
various epistemic injustices that result from these practices make epi-
stemic success harder on some than others, and epistemic success is
often tied to other forms of flourishing.

The variety of harms associated with epistemic trust injustices, and
the feedback loops between recipient-based epistemic trust injustices
and contributory epistemic injustices create a challenging situation
for those who seek to correct both epistemic and broader social injus-
tices. Yet the same connections between the different forms of
epistemic injustice that make the problem so difficult also offer path-
ways forward. Though historical patterns of institutional failures as
providers of significant knowledge for particular groups serve as
evidence against offering up epistemic trust to these institutions, evi-
dence is defeasible, and there other sources of evidence could arise
that would push in a different direction. What is needed to counter
warranted distrust is evidence that the epistemic practices have
somehow changed, or that the previously untrustworthy epistemic
community has taken on new commitments that suggest a greater
epistemic accountability to one’s marginalized communities. For
example, on the participatory side, many scientific communities are
beginning to take seriously the need to diversify both their practi-
tioners, and their pools of research subjects. If members of margin-
alized groups see improvement in these institutions in terms of
participation by similarly situated persons, or if they see increased
efforts to involve their community in determining the direction and
parameters of its research goals, this could mark a difference in the
institution’s practices that could be relevant to trust relations. A
research community that increases diversity within its ranks could
plausibly develop a greater awareness of the epistemic needs of rele-
vant groups, and demonstrate greater care, concern and motivation
for addressing these epistemic needs. No doubt, the burden is on
the institutions themselves to not only make the changes to their prac-
tices, but to communicate new evidence that their practices have
shifted so as to be better positioned to serve specifically situated
communities.

One thing that should be clear from my discussion of epistemic
trust injustices is that they are highly contextual. I have not argued
that any and every marginalized group in society suffers from epi-
stemic trust injustices. In fact, my argument depends on the social
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conditions that produce the reasons for distrust being fairly systemic
and wide-ranging, but they can be quite specific to a particular group.
We must look closely to the specific historical context of the relations
between particularly situated lay communities and specific epistemic
institutions, seeking out the failures and trust betrayals that have re-
sulted in epistemic trust injustices and made it challenging to turn
those trust relations around to foster healthier and more epistemically
fruitful networks of epistemic trust. This is difficult work. Yet given
that for each of us, the vast majority of knowledge that is significant to
us can only be accessed through trust, it should be clear that working
against epistemic trust injustices is an important part of achieving
epistemic justice for all, and social justice for all.

Middlebury College
grasswick@middlebury.edu
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