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ON RESURRECTION AXIOMS

KONSTANTINOS TSAPROUNIS

Abstract. The resurrection axioms are forms of forcing axioms that were introduced recently by
Hamkins and Johnstone, who developed on earlier ideas of Chalons and Veličković. In this note, we
introduce a stronger form of resurrection (which we call unbounded resurrection) and show that it gives rise
to families of axioms which are consistent relative to extendible cardinals, and which imply the strongest
known instances of forcing axioms, such as Martin’s Maximum++. In addition, we study the unbounded
resurrection postulates in terms of consistency lower bounds, obtaining, for example, failures of the weak
square principle.

§1. Introduction. The study of forcing axioms has a long tradition in set theory,
emerging shortly after Cohen’s introduction of the outstanding method of forcing
in 1963 (cf. [6]). Initially, Martin formulated a sort of closure principle for c.c.c.
posets, isolating it from the proof of Solovay and Tennenbaum on the consistency
of Suslin’s Hypothesis (cf. [24]). This principle, which is now known as Martin’s
Axiom (MA), generalizes the familiar Baire category theorem and has had many
applications in various mathematical contexts.
Progressively, other similar postulates were considered, mainly by expanding the

class of posets to which such a closure principle applies; two famous strengthenings
ofMA (in fact ofMAℵ1 ) are theProper ForcingAxiom (PFA) andMartin’sMaximum
(MM), both introduced in the 1980’s. Strong forms of forcing axioms have dramatic
implications for the set-theoretic universe and, in particular, for the continuum
and its structure. For instance, PFA (and, a fortiori, MM as well) settles many
problems originating from awide spectrum ofmathematical areas, while at the same
time it answers important set-theoretic questions, among which lies the Continuum
Hypothesis (CH): it is known that PFA implies 2ℵ0 = ℵ2 (thus ¬CH).
Forcing axioms tend to annihilate the effect of forcing, in the sense that they

render certain existential statements absolute between the universe and its relevant
generic extensions. Indeed, forcing axioms are often regarded as instances of generic
absoluteness, an aspect which is well known;1 for example, MA is equivalent to
asserting that, for any c.c.c. poset P, Hc is a Σ1-elementary substructure of the Hc
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588 KONSTANTINOS TSAPROUNIS

of the forcing extension V P, written as Hc ≺ 1 HV P

c (cf. [1] and, independently,
[25]). In addition, the Bounded Proper Forcing Axiom (BPFA) is equivalent to
asserting that, for any proper posetP,Hℵ2 ≺ 1 HV

P

ℵ2 . Likewise, we have an analogous
characterization forBoundedMartin’sMaximum (BMM), by replacing proper posets
with stationary preserving ones in the previous statement (these two latter results
are due to Bagaria; see [2]).
Unfortunately, such absoluteness results quickly run into inconsistency ifwe allow
too much liberty of choice regarding the class of posets, the cardinal κ (specifying
the structure Hκ), the complexity of the formulas considered, or combinations
thereof. These limitations motivate the idea of resurrection from this perspective;2

namely, we require the existence of an appropriate (name for a) poset Ṙ such that,
by further forcing with it, we “resurrect” the full elementarity ofHc into that of the
whole forcing extension; that is, we haveHc ≺ HV Q∗Ṙ

c . With these ideas in mind, we
now give the formal definition, as introduced by Hamkins and Johnstone.

Definition 1.1 ([15]). For any (definable) class Γ of posets, the Resurrection
Axiom for Γ, denoted by RA(Γ), is the assertion that for any Q ∈ Γ, there exists a
Q-name for a poset Ṙ, with Q � “Ṙ ∈ Γ”, such thatHc ≺ HV Q∗Ṙ

c .

In [15], such axioms are mainly motivated by the model-theoretic concept of
existential closure, which is exactly the situation where a submodel N ⊆ M is
a Σ1-elementary substructure of M. Indeed, Hamkins and Johnstone show that
the concept of resurrection is closely related to that of existential closure, and
they then argue that: [...]resurrection may allow us to formulate more robust forcing
axioms than existential closure or than combinatorial assertions about filters and dense
sets.3

They subsequently study several axioms of this form, by either varying the
class Γ or by considering weak resurrection, where no restriction is imposed on
the “resurrecting” poset Ṙ. Among other results, it is shown in [15] that, in
many cases, the axiom RA(Γ) has consistency strength below that of a Mahlo
cardinal.
There are many natural and intriguing open questions surrounding the area of
resurrection axioms and, with this note, we would like to call further attention to
this fruitful subject. The structure of the note is as follows. The rest of this section is
devoted to the necessary preliminaries, as well as to a brief review of some relevant
issues regarding Laver functions and extendible cardinals.
In Section 2, we motivate and introduce the principles of unbounded resurrec-
tion (denoted by UR). Subsequently, we show that several UR axioms are con-
sistent relative to (the consistency of) an extendible cardinal, giving also some
results on the relation between such principles and various well known forcing
axioms.

2 Notwithstanding, the phenomenon of resurrection has been around for a longer while. For instance,
the so-called Maximality Principle was initially introduced by Stavi and Väänänen in [25]; following
an idea of Chalons, this principle was then rediscovered and further studied by Hamkins (cf. [14]).
Moreover, Veličković has also considered similar principles, formulating resurrection particularly in the
context of rank-into-rank embeddings. Finally, Woodin’s work related to the stationary tower forcing
providesmore background and early considerations of this phenomenon in set theory (see [19] and [30]).
3 See [15] for more details and further discussion.
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In Section 3, we briefly diverge from the context of extendible cardinals; we
present an argument due to Asperó which, usingWoodin’s stationary tower forcing,
gives an improved consistency upper bound for the axiom UR(Γ), when Γ is the
class of stationary preserving posets.
In Section 4, we deal with obtaining consistency lower bounds for some UR

axioms, mainly via failures of (weak) squares and other related principles. We also
introduce and give a brief account of the notion of an indestructibly generically
extendible cardinal. Finally, in Section 5, we close this note with some concluding
thoughts and a few open questions. Let us begin.

1.1. Preliminaries. Our notation and terminology are mostly standard.4 ZFC
stands for the usual first-order axiomatization of Zermelo–Fraenkel set theory,
together with the Axiom of Choice. The class of ordinals will be denoted byON. If
A ⊆ ON, supA is the supremum of A (if A is a set) and Lim(A) is the collection
of its limit points, i.e., {� : sup (A ∩ �) = �}. For any limit ordinal α, cof(α) is
its cofinality. c stands for the cardinality of the set of real numbers, i.e., c = 2ℵ0 .
For any cardinal �,H� is the collection of sets whose transitive closure has size less
than �. Following [3], for every natural number n, we let C (n) denote the closed and
unbounded proper class of ordinals α which are Σn-correct in V , that is, such that
Vα is a Σn-elementary substructure of V .
Given any function f and any S ⊆ dom(f), we write f � S for the restriction

of f to S; moreover, we write f“S for the pointwise image of S under f, i.e.,
f“S = {f(x) : x ∈ S}. We use the three dots in order to indicate partial functions,
i.e., f

...X −→ Y means that dom(f) ⊆ X , with the inclusion possibly being proper.
In the context of forcing posets, we write p < q tomean thanp is stronger than q.

We denote the greatest element of a poset by�. IfP is a partial ordering on sequences
indexed by ordinals and s, t ∈ P, we say that s is an initial segment of t, denoted
by s � t, if t � dom(s) = s and dom(s) = dom(t) ∩ sup{� + 1 : � ∈ dom(s)}. For
the closure of a given P we write, for example, “�κ-directed closed” to mean that
we may find lower bounds of directed subsets whose cardinality is at most κ. When
κ = ℵ1, we write “�-closed” instead of “<ℵ1-closed”.
Regarding relativized notions in forcing extensions, we write things like HV [G ]ℵ2

and HV
P

c , instead of the more precise forms (Hℵ2 )
V [G ] and (Hc)V

P

respectively,
which would stress the fact that “ℵ2” and “c” are computed in the corresponding
models. Throughout, in order to avoid ambiguities, we understand such notation
by assuming that every defined notion is computed in the superscript model; if the
superscript is missing, it is understood that the computations take place in V , the
fixed initial (ground) model of the argument at hand, whatever that is. In addition,
whenever we consider some definable class Γ of posets, we silently fix and work
with a background defining formula ϕΓ for it. Therefore, if Q is a poset and Ṙ is a
Q-name for a poset, when we write Q � “Ṙ ∈ Γ” we mean that Q � ϕΓ(Ṙ).
A poset P is called stationary preserving (for subsets of �1) if every stationary

S ⊆ �1 remains stationary inV P.We denote by ssp the class of stationarypreserving
posets. Every c.c.c., �-closed, or proper poset, is indeed stationary preserving. An
important weakening of properness is the notion of ℵ1-semi properness, introduced
4 See [16] or [17] for an account of all undefined set-theoretic notions.
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by Shelah (cf. Chapter X in [23]). Shelah has shown that ℵ1-semi properness is
preserved under revised countable support (RCS).5

If j is a nontrivial elementary embedding we write cp(j) for its critical
point. Whenever we lift embeddings to forcing extensions we follow the common
convention and use the same letter j for the lifted embedding.
Finally, recall the following natural strengthenings of the usual forcing axioms.

Definition 1.2. Given a class Γ of posets, the Forcing Axiom+ for Γ, denoted
by FA+(Γ), asserts that for every Q ∈ Γ, for every collection {Aα : α < �1} of
maximal antichains of Q and given a Q-name 	 for a stationary subset of �1 (i.e.,
Q � “	 ⊆ �1 is stationary”), there is a filter G ⊆ Q such that G ∩ Aα 	= ∅, for all
α < �1, and so that 	G = {α < �1 : ∃p ∈ G (p � α̌ ∈ 	)} is stationary in �1.
FA++(Γ) is a similar axiom, where instead of a singleQ-name we are given�1-many
names {	� : � < �1} for stationary subsets of �1.
1.2. Laver functions and extendible cardinals. The following result is due toLaver,
who used it to show that any supercompact cardinal can be made indestructible
under <κ-directed closed forcing.

Theorem 1.3 (Laver [20]). If κ is supercompact then there is 

... κ −→ Vκ such

that, for any cardinal � � κ and any x ∈ H�+ , there is a �-supercompact embedding
j : V −→M for κ (i.e., cp(j) = κ, j(κ) > � and �M ⊆M ), with j(
)(κ) = x.
In what follows, we shall be interested in similar functions but for extendible
cardinals. Recall that κ is called �-extendible, for some � > κ, if there is some � and
an elementary embedding j : V� −→ V� such that, cp(j) = κ and j(κ) > �; κ is
called extendible if it is �-extendible for all � > κ. Extendibility, which is a stronger
notion than that of supercompactness, is witnessed locally by set embeddings.
Corazza has shown that extendible cardinals carry appropriate Laver functions
(cf. [7]). Nevertheless, since it will be convenient to work with class embeddings, we
now give an alternative characterization of extendibility.

Definition 1.4 ([26]). A cardinal κ is called jointly �-supercompact and
�-superstrong, for some �, � � κ, if there is an elementary embedding j : V −→M
withM transitive, cp(j) = κ, j(κ) > �, �M ⊆ M and Vj(�) ⊆ M . In such a case,
we say that j is jointly �-supercompact and �-superstrong for κ.

For the global version(s) of this notion, we say that κ is jointly supercompact
and �-superstrong, for some fixed � � κ, if it is jointly �-supercompact and �-
superstrong, for every � � κ. Moreover, we say that κ is jointly supercompact and
superstrong if it is jointly �-supercompact and �-superstrong, for every � � κ.
The above notion transcends supercompactness: if κ is the least supercompact,
then it is not jointly �-supercompact and κ-superstrong, for any �. In fact, global
joint supercompactness and κ-superstrongness is equivalent to extendibility:

5 For more details on RCS iterations and further development of the theory of proper (and improper)
forcing, see [23]. Although the property of being ℵ1-semi proper is stronger than that of being stationary
preserving, there are cases in which the two notions coincide. This coincidence is itself a principle of
large cardinal strength and is traditionally denoted by (†). For our purposes, we recall Shelah’s result
showing that the ℵ1-Semi Proper Forcing Axiom (SPFA) implies (†), from which it then follows that
SPFA is equivalent toMM (see Theorem 37.10 in [16]).
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Theorem 1.5 ([26]). A cardinal κ is extendible if and only if it is jointly
supercompact and κ-superstrong if and only if it is jointly supercompact and
superstrong.
For the proof of the previous theorem, see Corollary 2.31 in [26] and its subsequent
remarks.6 In what follows, we shall be mainly using the last characterization of
extendibility, that is, in terms of joint supercompactness and superstrongness.
Let us now redefine the notion of an extendibility Laver function:

Definition 1.6 ([27]). Let κ be an extendible cardinal. A function 

... κ −→ Vκ

is an extendibility Laver function for κ if for every cardinal � � κ and any x ∈ H�+
there is an (extender) elementary embedding j : V −→ M which is jointly
�-supercompact and �-superstrong for κ, and such that j(
)(κ) = x.

Theorem 1.7 ([27]). Every extendible cardinal carries an extendibility Laver func-
tion as above.
Proof. (Sketch) Fix an extendible cardinal κ and some well-ordering �κ of Vκ.

Towards a contradiction, assume that there is no extendibility Laver function for
κ. We recursively construct a (partial) function 


... κ −→ Vκ as follows. For any
α < κ, given 
 � α, we define 
(α) only if 
“α ⊆ Vα and there exists � � α
and x ∈ H�+ such that, for every (extender) embedding j : V −→ M which is
jointly �-supercompact and �-superstrong for α, j(
 � α)(α) 	= x. In such a case
we fix �α < κ, the least such cardinal � � α, and we let 
(α) be the �κ-minimal
witness x ∈ H�+α . Otherwise, we leave 
 undefined at α. This concludes the recursive
definition of the function 


... κ −→ Vκ.
By our assumption, there must be some least �∗ � κ and some x∗ ∈ H�∗+, such

that every jointly �∗-supercompact and �∗-superstrong (extender) embedding j fails
to “anticipate” the set x∗ (i.e., j(
)(κ) 	= x∗). Let�(�∗, x∗) be a fixedΠ2-statement
asserting this fact (using κ, 
 as parameters). Now fix some � ∈ C (2) with � > �∗,
some inaccessible � > �, and an elementary embedding j : V −→M witnessing the
joint �-supercompactness and �-superstrongness of κ, with j(�) inaccessible. It is
easy to see that, inM , �∗ is the least cardinal for which� holds for some x ∈ H+ ;
that is, in M , �∗ = �κ in the above notation. Therefore, by elementarity, there is
y ∈ H�∗+ such that j(
)(κ) = y, where y is chosen using j(�κ) inM . Observe that,
essentially by definition, M |= �(�∗, y). This will give the desired contradiction,
once we extract an appropriate factor embedding of j which anticipates the set y
and which, moreover, is witnessed by some extender inM (the latter is not the case
for j itself).
We now use an elementary chain construction, aiming at obtaining a jointly �∗-

supercompact and �-superstrong factor embedding of j.7 We pick some initial limit
ordinal �0 ∈ (j(κ), j(�)), and some � ∈ (�0, j(�)) with cof(�) > �∗. Let

X0 = {j(f)(j“�∗, x) : f ∈ V, f : Pκ�∗ × V� −→ V, x ∈ V�0} ≺M.
For any � + 1 < �, given �� and X� , we let ��+1 = sup(X� ∩ j(�)) + � and

X�+1 = {j(f)(j“�∗, x) : f ∈ V, f : Pκ�∗ × V� −→ V, x ∈ V��+1}.
6 Indeed, as shown in [26], these characterizations also work for the notions of C (n)-extendible

cardinals; the latter were introduced by Bagaria in [3].
7 For various related examples and more details on such constructions, see Section 2 in [26].
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If � � � is limit, we let �� = supα<� �α and X� =
⋃
α<� Xα . Let us consider

X� = {j(f)(j“�∗, x) : f ∈ V, f : Pκ�∗ × V� −→ V, x ∈ V��} ≺M.
Note that �� < j(�), with cof(��) = cof(�) > �∗. We let �� : X� ∼= M� be the
Mostowski collapse and define the map j� = �� ◦ j : V −→ M� , with cp(j�) = κ
and j�(κ) = j(κ), producing a commutative diagram (with k� = �−1� ). One now
checks that j� is a jointly �∗-supercompact and �-superstrong factor of j, with
cp(k�) = j�(�) = �� . Moreover, by inaccessibility of j(�), for every α < j(�)
we have that j�(α) < j(�). Then, we may derive from j� some (Martin–Steel)
extender E ∈ M such that j�(
) = jE(
),M |=“E is jointly �∗-supercompact and
�∗-superstrong for κ”, and, moreover, such thatM correctly computes jE(
)(κ).
Now note that κ, �∗, H�∗+ and y all belong to V�� and are, thus, fixed by �� .
Hence, j�(
)(κ) = jE(
)(κ) = y, which contradicts the fact thatM |= �(�∗, y). 
Without loss of generality, we may assume that extendibility Laver functions have
the following additional property: given � and x as above, there is a jointly
�-supercompact and �-superstrong embedding j for κ such that, apart from
satisfying j(
)(κ) = x, it also satisfies dom(j(
)) ∩ (κ, �] = ∅.8

§2. Unbounded resurrection axioms. In order to motivate unbounded resurrec-
tion, we first consider the axiom RA(ssp) and we briefly describe how it can be
forced from an extendible cardinal.
It should be stressed at the outset that, as far as the consistency strength of

RA(ssp) (with ¬CH) is concerned, Hamkins and Johnstone indeed have a better
upper bound (cf. Theorem 22 in [15]). Notwithstanding, and as it will hopefully
become clear below, employing the assumption of extendibility leads us naturally
to the formulation of the unbounded resurrection principles.

2.1. Forcing resurrection from an extendible. We use the techniques of Foreman,
Magidor, and Shelah (cf. [13]), replacing the supercompactness assumption by
extendibility. Fix κ extendible, and let 


... κ −→ Vκ be an extendibility Laver
function. Exactly as in [13], but using now the extendibility Laver function instead,
we define P, an RCS forcing iteration of length κ guided by 
 . Thus, at stage α < κ
and given Pα , if Pα forces 
(α) to be an ℵ1-semi proper poset, we then force with the
Pα-name 
(α) followed by the collapse (as computed in V Pα∗
(α), and via countable
conditions) of the cardinal 2|Pα∗
(α)| to ℵ1.9 For more details on the definition of
P, as well as for the fact that P � SPFA++ ∧ κ = ℵ2, see the proof of Theorem 5 in
[13]. Let us now check that, in addition, P � RA(ssp).
Fix G ⊆ P-generic over V and suppose thatQ ∈ V [G ] is a stationary preserving
poset (equivalently, ℵ1-semi proper since (†) holds). Fix some P-name Q̇, such that
Q̇G = Q and P � “Q̇ is ℵ1-semi proper”. Now let � > rank(Q̇) with � ∈ C (2)

8 At this point, one may naturally (or naı̈vely) hope for indestructibility results. However, recent
work shows that extendible cardinals (amongmany other large cardinals) are never Laver indestructible;
see [5].
9 The other case in which nontrivial forcing is done is when 
(α) is a Pα-name for a poset but such

that Pα � “
(α) is ℵ1-semi proper”. In this situation, we only force to collapse a sufficiently large � to
ℵ1, as explained in Case 2 on page 13 of [13].
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and let j : V −→ M be a jointly �-supercompact and �-superstrong elementary
embedding for κ, with j(
)(κ) = Q̇. Note thatM |= � ∈ C (2) and, consequently,
M |= P � “Q̇ is ℵ1-semi proper”. Thus, inM , we may factor j(P) as P ∗ Q̇ ∗ Ṗtail.
We now force to add (any) appropriate generics for the factors of j(P) as displayed
above, in order to lift j through P. First, let g ⊆ Q be Q-generic over V [G ] and
then, fix any h ⊆ (Ṗtail)G∗g -generic over V [G ][g]; let G̃ = G ∗ g ∗ h be the whole
generic filter for j(P), over V . It follows that the ground model embedding lifts to

j : V [G ] −→M [G̃ ],
a lift which takes place in the enlarged universeV [G̃]. Observe thatHV [G ]κ ≺ HM [G̃ ]

j(κ)

and that V [G ] |= Q � “Ṗtail is ℵ1-semi proper”. It is thus enough to show that
HM [G̃ ]
j(κ) = H

V [G̃]
j(κ) , in order to conclude that V [G ] |= RA(ssp).

For this, we use the fact that the ground model embedding was �-superstrong,
i.e., that Vj(�) ⊆ M . First, since M and V have the same (maximal) antichains of
j(P) and the latter is j(κ)-c.c. inM , it follows that j(P) is j(κ)-c.c. in V as well. In
particular, j(κ) remains regular in bothM [G̃ ] and V [G̃]. Consequently, any given

X ∈ HV [G̃]
j(κ) can be coded in V [G̃ ] by a subset of α × α, for some α < j(κ), so that

X can be then retrieved by (the transitive collapse of) its code. But any nice name

for such a code belongs toM , and so X ∈ HM [G̃ ]
j(κ) , concluding the argument.

Remark 2.1. Evidently, the above shows that V [G ] |= RA(ℵ1-semi proper) as
well. In fact, since (†) holds in V [G ], RA(ℵ1-semi proper) implies RA(ssp) in this
case. However, there is a substantial difference between these axioms in terms of
consistency strength: we shall see in Section 4 thatRA(ssp) implies that every set has
a sharp, whereas, by Main Theorem 21 in [15], RA(ℵ1-semi proper) has consistency
strength below that of a Mahlo cardinal.

We now ask ourselves howmuchmore resurrection canwe get in the just obtained
model of RA(ssp). This question is based on the intuitive fact that the full power of
the various ground model extendibility embeddings has not been entirely exploited.
As it turns out, this will lead us to a significantly stronger form of resurrection.

2.2. Unbounded resurrection. In the previous subsection, we argued that the
ground model elementarity Hκ ≺ Hj(κ) lifts to the elementarity HV [G ]κ ≺ HV [G̃]

j(κ) in
the generic extension, witnessing the resurrection axiom in V [G ].
Now, using the ground model extendibility of κ, one is tempted to apply similar

reasoning for the correspondingH� andHj(�), for various � > κ. Of course, in such
a case, we do not get a fully elementary substructure, but an elementary embedding

between HV [G ]� and HV [G̃]
j(�) . It thus seems appropriate to introduce the following

principle of unbounded resurrection.

Definition 2.2. For any (definable) class Γ of posets, the Unbounded Resur-
rection Axiom for Γ, denoted by UR(Γ), is the assertion that for every cardinal
� > max{�2, c} and every poset Q ∈ H� with Q ∈ Γ, there exists a Q-name for a
poset Ṙ such that Q � “Ṙ ∈ Γ”, and there is an elementary embedding

j : H� −→ HV
Q∗Ṙ

j(�) ,

with j ∈ V Q∗Ṙ, cp(j) = max{�2, c} and j(cp(j)) > � .
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In what follows, we focus on the classes of c.c.c., �-closed, proper, and of sta-
tionary preserving posets; we shall occasionally comment on ℵ1-semi properness as
well. The apparent ambiguity regarding the value of cp(j) is included in order to
account for the general setting; as we shall see, for c.c.c. posets cp(j) = c, whereas,
for the other classes of posets just mentioned we have that cp(j) = �2.
The climax of the discussion in Section 2.1 and the remarks preceding Definition
2.2 is:

Theorem 2.3. If the theory ZFC+“∃κ (κ is extendible)” is consistent, then so are
the theories ZFC+ UR(ℵ1-semi proper) and ZFC+ UR(ssp).

Proof. We show that in the model V [G ] obtained in Section 2.1, UR(ℵ1-semi
proper) holds (and thus UR(ssp) as well, since (†) holds in V [G ]).10
Fix a cardinal � > κ = �V [G ]2 , some ℵ1-semi proper poset Q ∈ HV [G ]� , and

repeat the arguments in Section 2.1; in particular, we fix some � ∈ C (2) (in V )
above � and a jointly �-supercompact and �-superstrong ground model embedding
j : V −→ M anticipating a name for Q. The rest of the argument now proceeds
as in Section 2.1, with the main point being that, for any inaccessible � ∈ (κ, �),
we have that HM [G̃ ]

j(�) = Hj(�)[G̃ ] = H
V [G̃]
j(�) ; this follows from the �-superstrongness

of j, by the usual coding arguments. Therefore, in the fully enlarged universeV [G̃ ],

we have available the restricted map j � HV [G ]� : HV [G ]� −→ HV [G̃ ]
j(�) , which has the

desired properties. 
We now look at the rest of the UR axioms. We state the next theorem again in
terms of relative consistency of theories, although we actually argue that, given an
extendible cardinal, the forcing iterations that we define work as intended.

Theorem 2.4. If the theory ZFC+ “∃κ (κ is extendible)” is consistent, then so is
each one of the theories:

(i) ZFC+ UR(c.c.c.).
(ii) ZFC+ UR(�-closed).
(iii) ZFC+ UR(proper).

Proof. Our treatment of all cases follows a unified pattern: starting from an
extendible cardinal, we define the appropriate forcing iteration guided by an
extendibility Laver function, while taking into account only the posets which are
relevant to the axiom at hand. Note that if Γ is any of these three classes of posets,
then Γ has two useful features: first, Γ is closed under two-step iterations; second,
there is a way (i.e., choice of support) to handle iterations of posets in Γ so that, at
limit stages, the defined limit poset is still in Γ.
Given these remarks, we now fix an extendible cardinal κ and some extendibility
Laver function 


... κ −→ Vκ. In all three cases, the definition of the iteration follows
the same template. We start with P0 = {�}.Given α < κ and Pα , if α ∈ dom(
) and

(α) is a Pα-name for a poset with Pα � “
(α) ∈ Γ”, we let Q̇α = 
(α) and define
Pα+1 = Pα ∗ Q̇α . Otherwise, trivial forcing is done at that stage of the iteration.
At limits, we use finite support for (i); we use Easton support for (ii); and we
use countable support for (iii). In each case, the final forcing P is defined as the

10 Indeed, UR(ssp) directly follows from UR(ℵ1-semi proper); see Corollary 2.7 below.
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κ-iteration Pκ. By standard forcing facts, P has the c.c.c. in case (i); it is �-closed
and has the κ-c.c. in (ii); and it is proper and has the κ-c.c. in (iii).
It is now straightforward to adapt our “prototype” arguments (as described

above, in Section 2.1 and in the proof of Theorem 2.3) in order to conclude that, in
each case, the defined forcing produces a model of the UR axiom at hand. 
Given the (relative) consistency of the UR axioms, we now proceed with some of

their consequences, as well as with their relation to other forcing axioms.

2.3. Consequences and relation to forcing axioms. We start with the following
important connection.

Proposition 2.5. UR(ssp) implies MM++. Moreover, if there is a model in which
there exists a supercompact cardinal with a unique inaccessible above it, then there is
a model ofMM++ in which UR(ssp) fails.
Proof. Suppose that UR(ssp) holds in V . We verify thatMM follows; we leave it

to the reader to check that a mild modification of the argument producesMM++ as
well. For this, we fix some poset Q ∈ ssp, and let 〈Dα : α < �1〉 be a collection of
dense subsets of Q.
We fix a regular � > max{�2, c}, with Q ∈ H� and 〈Dα : α < �1〉 ∈ H� . Then,

by UR(ssp), there is some Q-name Ṙ such that Q � “Ṙ ∈ ssp”, and an elementary
embedding j ∈ V Q∗Ṙ of the form

j : H� −→ HV Q∗Ṙ
j(�) ,

with cp(j) = max{�2, c} and j(cp(j)) > � . Finally, we fix any filter g ⊆ Q-generic
over V and any filterH ⊆ Ṙg -generic over V [g]. Therefore, j : H� −→ HV [g][H ]j(�) is
elementary with cp(j) = max{�2, c} and j(cp(j)) > � . Now, since �1 is fixed by
the embedding,

j(〈Dα : α < �1〉) = 〈j(Dα) : α < �1〉 ∈ HV [g][H ]j(�)

and, also, the pointwise image j“g belongs to HV [g][H ]
j(�) as well, since it is con-

structible in V [g][H ] from j and g, with the latter having size less than � . But then,
as g is Q-generic over V , it follows that, in HV [g][H ]

j(�) , j“g generates a filter of j(Q)
which intersects every j(Dα), for α < �1. Hence, by elementarity, there is, inH� , a
filter G ⊆ Q such that G ∩Dα 	= ∅, for all α < �1.MM now follows.
To separate the axioms MM++ and UR(ssp), we fix a model in which there is a

supercompact κ and a unique inaccessible � > κ, and we let P be the standard
κ-iteration which forces MM++, as in [13]. Let us fix a forcing extension V in
which MM++ holds and � remains inaccessible. Towards a contradiction, suppose
that UR(ssp) holds in V and let Q ∈ H�+ be the canonical (�-closed) poset which
collapses � to �1. Then, there is a Q-name Ṙ such that Q � “Ṙ ∈ ssp”, and an
embedding j : H�+ −→ HV

Q∗Ṙ
j(�+) , with j ∈ V Q∗Ṙ, cp(j) = κ and j(κ) > �+. By

elementarity, j(�) is inaccessible inV Q∗Ṙ; but this is impossible, since inV Q∗Ṙ there
are no inaccessibles at all. 
Similarly, if UR(ssp) holds and there is some inaccessible, then there are proper

class many inaccessibles. Observe that, in place of inaccessibles, one could also
consider other objects which cannot be created (but can be destroyed) by stationary
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preserving forcing. Clearly, this remark and the previous proof can be also adapted
for the case of proper posets. Indeed, a moment’s inspection shows that:

Corollary 2.6. For any (definable) class Γ ⊆ ssp, UR(Γ) implies the forcing
axiom FA++(Γ).

Recalling that SPFA implies (†), we immediately get that:
Corollary 2.7. UR(ℵ1-semi proper) implies UR(ssp).
The following argument due to Asperó shows that, given enough large cardinals,
the converse holds as well.

Proposition 2.8 (Asperó). If UR(ssp) holds and there is a proper class of
supercompact cardinals, then UR(ℵ1-semi proper) holds.
Proof. We use the fact that, if κ is supercompact and P = Coll(�1, <κ) is the
Lévy collapse to make κ = ℵ2, then by results in [13] we have that (†) holds in V P.
Towards verifying UR(ℵ1-semi proper), suppose that Q is ℵ1-semi proper and let
� > �2 be a given cardinal with Q ∈ H� .
Let κ be supercompact with κ > � ; clearly, κ remains supercompact in V Q.
Consider the (Q-name for the) poset Q̇0 which is the Lévy collapse Coll(�1, <κ) as
computed in V Q. Now,Q ∗ Q̇0 ∈ ssp in V , and hence there is aQ ∗ Q̇0-name Ṙ such
thatQ ∗ Q̇0 � “Ṙ ∈ ssp”, and an elementary embedding

j : H� −→ HV (Q∗Q̇0)∗Ṙ
j(�)

with j ∈ V (Q∗Q̇0)∗Ṙ, cp(j) = �2 and j(�2) > � . Now recall that (†) holds in V Q∗Q̇0
and so we actually have that Q ∗ Q̇0 � “Ṙ is ℵ1-semi proper”. Observe that Q̇0 ∗ Ṙ
is of the form “�-closed∗ℵ1-semi proper”, and thus, it is ℵ1-semi proper in V Q.
Therefore, since V (Q∗Q̇0)∗Ṙ = V Q∗(Q̇0∗Ṙ), the conclusion follows. 
Given this result, the undermentioned question suggests itself.

Question 2.9. Are the axioms UR(ssp) and UR(ℵ1-semi proper) equivalent in
general? In case of a negative answer, can we improve the extra assumption of a proper
class of supercompact cardinals?

It should have been clear by now that, for the cases of proper, of ℵ1-semi proper,
and of stationary preserving posets, the critical point of the generic embeddings
given by the corresponding UR axiom is �2, since both PFA andMM imply that the
continuum is equal to ℵ2. On the other hand, the generic embeddings given by the
axiom UR(c.c.c.) will have, in general, cp(j) = c since UR(c.c.c.) implies that
the continuum is weakly inaccessible. In the other extreme, UR(�-closed) implies
CH. These are direct corollaries to results in [15], as displayed below.

Fact 2.10. For any definable class Γ, UR(Γ) implies RA(Γ). Consequently:

(i) UR(c.c.c.)=⇒MA+“c is weakly inaccessible”.
(ii) UR(�-closed)=⇒ 2ℵ0 = ℵ1.
Proof. The implicationUR(Γ) =⇒RA(Γ) is immediate.Consequently, (i) follows
from Theorems 4 and 7 in [15], whereas (ii) follows from Theorem 8 in [15]. 
Apropos, we may also deduce that the unbounded resurrection axioms, just like the
resurrection axioms, are not monotonous; i.e., if Γ ⊆ Γ ′ are given classes of posets,
then UR(Γ ′) does not necessarily imply UR(Γ).
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Furthermore, note that one may separate UR(c.c.c.) (indeed, RA(c.c.c.)) from
MA easily: either go to a model of CH (e.g., to L), or force MA and c = κ+, for
some cardinal κ; in either case, RA(c.c.c.) fails, and so does UR(c.c.c.). Towards
concluding the current section, we now give some more easy separation results.
Corollary 2.11. If there is a model with a supercompact cardinal, then there is a

model satisfyingMA+(�-closed)+¬UR(�-closed).
Proof. By a result of Shelah, MM implies MA+(�-closed) (see Theorem 37.26

in [16]). Hence, starting from a supercompact, if we force MM+¬CH in the
usual way, then, in the resulting model, UR(�-closed) cannot possibly hold, by
Fact 2.10. 
In addition, if Γ is the class of proper, of ℵ1-semi proper, or of stationary

preserving posets, then UR(Γ) can be easily separated from RA(Γ).
Corollary2.12. For any of the three aforementioned classesΓ,RA(Γ)+¬UR(Γ)

is relatively consistent.
Proof. By Theorem 6 in [15], we may force over any model of RA(Γ) in order

to get a model of RA(Γ)+CH. On the other hand, in all three cases, UR(Γ) =⇒
c = ℵ2. 
For �-closed posets we may not argue likewise, in light of Fact 2.10. Nevertheless,

RA(�-closed) can indeed be separated from UR(�-closed), and the same holds
for the case of c.c.c. posets. Both of these results will follow from considerations
regarding consistency lower bounds, which we shall take up in Section 4.

§3. Resurrection from the stationary tower. We now briefly diverge from the
context of extendible cardinals and give the following theorem, due to Asperó,
which substantially improves the consistency upper bound for the axiom UR(ssp).
The reader is warned that, in the current section, we assume great familiarity with
the techniques related to Woodin’s stationary tower forcing; for more details, [19]
gives an excellent account of such techniques.
Theorem 3.1 (Asperó). AssumeMM++ and that there is a proper class of Woodin

cardinals. Then, UR(ssp) holds.
Before giving the proof of the theorem, let us first fix some terminology: given a

(possibly nontransitive) model N of (a sufficient fragment of) ZFC with �1 ⊆ N ,
some stationary preserving poset P ∈ N , and some G ⊆ P ∩ N -generic filter over
N , we say that G is correct if for every 	 ∈ N which is P-name for a stationary
subset of �1, we have that 	G = {α < �1 : ∃p ∈ G (p � α̌ ∈ 	)} is stationary in
�1. The following is a well known characterization of MM++ (see, e.g., Lemma 3 in
[8]):
Proposition 3.2. MM++ holds if and only if for every P ∈ ssp and every sufficiently

large regular � the set SP is stationary, whereX ∈ SP if and only if X ⊆ H� ,X ≺ H� ,
�1 ⊆ X , |X | = ℵ1, P ∈ X , and there exists some G ⊆ P ∩ X which is a correct
P ∩X -generic filter over X .
In fact, we may also require that, for every particular p ∈ P, the set SpP is stationary,
where SpP is defined just as SP, but with the extra clauses that p ∈ X and p ∈ G .
Proof of Theorem 3.1. Let P ∈ ssp and fix a cardinal � > �2 with P ∈ H� .

Further fix some inaccessible � > � . By Proposition 3.2, we have that the set SP
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consisting of X ⊆ H� such that X ≺ H� , �1 ⊆ X , |X | = ℵ1, P ∈ X , and there
exists some correct G ⊆ P ∩ X -generic over X , is stationary.
Now let � > � be a Woodin cardinal and let Q be the (full) stationary tower up
to �, restricted to conditions below SP. Note that if H is Q-generic over V then, in
V [H ], standard facts about the tower give that there is an elementary embedding
j : V −→ M ⊆ V [H ], with cp(j) = �2,M closed under < �-sequences in V [H ],
and j(�) = �. Also, since j“H� ∈ j(SP), we have that |�| = ℵ1 and j(�2) > � > � .
Moreover, since j(�) < �, the < �-closure ofM gives thatHMj(�) = H

V [H ]
j(�) .

Hence, in order to conclude the theorem, it suffices to show that P embeds
completely in Q and that the quotient Q/Ġ is stationary preserving in V P.11 For
the first part, let H be Q-generic over V and consider j : V −→ M ⊆ V [H ], the
tower embedding as above. Then, by elementarity, there exists inM a correct filter
G which is j“H� ∩ j(P)-generic over j“H� , because j“H� ∈ j(SP). But now, if G ′

is the pre-image ofG under j, thenG ′ ∈ V [H ] and is P-generic overV . This shows
that P completely embeds in Q. It remains to see thatQ/Ġ ∈ ssp in V P.
Suppose, towards a contradiction, that there is some condition p ∈ P such that
p � “Q/Ġ is not stationary preserving”. By the remark following Proposition 3.2,
letH beQ-generic over V such that SpP ∈ H . Arguing as above, there are, in V [H ],
an embedding j : V −→ M ⊆ V [H ] and a correct filter G ′ ⊆ P-generic over V
with p ∈ G ′ and with the property that, any stationary subset of �1 which lies in
H� [G ′] = HV [G

′]
� remains stationary inM , and thus in V [H ].

Hence, arguing in V [H ], any further G̃ ⊆ Q/G ′-generic over V [G ′] preserves
the stationary subsets of�1 which lie in V [G ′]. This contradicts the choice of p ∈ P

and completes the proof. 
Observe that the previous technique cannot be used for the other classes of posets
mentioned so far, since we cannot expect the quotient forcings to be, for example,
proper or ℵ1-semi proper. We now immediately have that:
Corollary 3.3. If ZFC+ “∃κ (κ is supercompact)” + “there is a proper class of
Woodin cardinals” is consistent, then so is ZFC+ UR(ssp).

§4. On consistency lower bounds. For the current section, the reader is advised
to review the definitions of (weak) squares, (good) scales, and the approachabil-
ity property; a comprehensive account is given in [9] (in particular: Sections 2, 3,
and 6).
By results in [15], the RA axioms for the classes of c.c.c., �-closed, proper, and

ℵ1-semi proper posets, all have consistency strength below that of aMahlo cardinal.
However, for the unbounded versions, the assumption of extendibility that we used
is outrageously stronger. Thus, enquiries regarding the consistency strength of these
axioms cannot be avoided.
Here, we focus on the cases of c.c.c. and of �-closed posets, providing consis-
tency lower bounds for the corresponding UR axioms by deriving failures of (weak
forms of) square principles. Finally, and via a different method, we also give a lower
bound for the case of RA(ssp).

11 A similar argument, alas not in the context of resurrection axioms, is given by Viale (see Theorem
2.12 in [28]).
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To begin with, we may already observe the failure of squares for the class of
�-closed posets, as an immediate consequence of the fact thatUR(�-closed) implies
MA+(�-closed); the latter implies the Singular Cardinal Hypothesis (SCH) and
other principles (see Chapter 37 in [16]). Therefore:

Corollary 4.1. UR(�-closed)=⇒SCH + “�� fails, for � � �1”.
Recall that by Theorem 8 in [15], RA(�-closed) is actually equivalent to CH; thus,
the previous corollary implies thatL is amodel of RA(�-closed)+¬UR(�-closed),
separating the two axioms. We will return to �-closed posets later on in this section,
obtaining failures of weak squares as well.
Let us now concentrate on c.c.c. posets and show that UR(c.c.c.) implies the

nonexistence of good scales. For this, we use an argument due to Bagaria and
Magidor (cf. [4]), which they apply in the context of�1-strongly compact cardinals.

Theorem 4.2. Assume UR(c.c.c.). Then, for every cardinal � > c such that
cof(�) = �, there is no good �+-scale.

Proof. Fix some � > cwith cof(�) = � and fix a sequence 〈�n : n ∈ �〉 of regular
cardinals with supn �n = �. Towards a contradiction, assume that 〈fα : α < �+〉 is
a good �+-scale with respect to this sequence. Moreover, fix some regular � > �+

with 〈fα : α < �+〉 ∈ H� . If Q = {�} is the trivial poset then, by unbounded
resurrection, there is a c.c.c. poset R and an elementary embedding

j : H� −→ HV R

j(�),

such that j ∈ V R, cp(j) = c and j(c) > � . By elementarity, j(〈fα : α < �+〉) =
〈f∗
α : α < j(�

+)〉 is a good j(�+)-scale,with respect to the sequence 〈j(�n ) : n ∈ �〉.
Let � = sup(j“�+) and note that � < j(�+) and cof(�)V

R

= �+, with the latter
being regular in V R. Hence, by definition of a good scale, there exists, in HV

R

j(�),
some D ⊆ � cofinal in � and some n ∈ � so that, for every � < � ′ in D and every
m > n, we have the inequality:

f∗
� (m) < f

∗
� ′(m).

We now define, recursively for � < �+, an increasing sequence of ordinals of the
form D∗ = {�� : � < �+} ⊆ D, together with a sequence {α� : � < �+} ⊆ �+.
Initially, we let �0 = minD. Given �� for some � < �+, we let α� < �+ be least such
that �� < j(α�) and define ��+1 as the least ordinal in the set D with j(α�) < ��+1.
At limits � < �+, we let �� be the least ordinal in D above the supremum of all the
�� ’s defined so far. Clearly, for every � < �+, α� < �+.
Furthermore, for each � < �+, there exists an n� ∈ � so that for all m � n� , the

following inequalities hold:

f∗
��
(m) < f∗

j(α�)
(m) < f∗

��+1
(m).

Now let E ⊆ �+ be of cardinality �+ and such that, for all � ∈ E, the corresponding
n� is the same; say equal to some fixed k ∈ �. Then, for every � < � in E, we have
the inequalities which are shown below:

f∗
��
(k) < f∗

j(α�)
(k) < f∗

��+1
(k) � f∗

��
(k) < f∗

j(α� )
(k) < f∗

��+1
(k).
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At this point observe that, for any � < �+, f∗
j(α�)
(k) = j(fα� (k)) where, by

definition of a scale, j(fα� (k)) ∈ j“�k . But this is impossible, since 〈f∗
j(α�)
(k) :

� ∈ E〉 has order type �+, whereas �k is below �. 
We remark that in the last proof, we made heavy use of the fact that the forcing

R, due to its countable chain condition, preserved cofinalities and cardinals. We
also relied on the fact that the critical point of the generic embeddings given by
UR(c.c.c.) is c. A moment’s reflection shows that we may easily modify the previous
argument in order to account for any cofinality below c.

Corollary 4.3. Assume UR(c.c.c.). Then, for every cardinal � > c such that
cof(�) < c, there is no good �+-scale.

We now draw more conclusions regarding the effect of UR(c.c.c.) on the universe.

Corollary 4.4. UR(c.c.c.) implies the following:

(i) The Singular Cardinal Hypothesis.
(ii) �∗

� fails, for every � > c with cof(�) < c.
(iii) Indeed, the Approachablity PropertyAP� fails, for all � > c with cof(�) < c.

Proof. For (i), notice that the SCH holds (vacuously) at every singular � < c.
Shelah has shown that, for singular �, if the SCH fails at � then there is a good
�+-scale (see Section 4.7 in [10]). Thus, by Theorem 4.2, for any singular � > cwith
cof(�) = �, the SCH holds at � and, finally, the SCH holds everywhere by a classical
result of Silver (see Theorem 8.13 in [16]).
For (ii) and (iii), we recall that �∗

� implies AP�, and that, for singular �, AP�
implies that every �+-scale is good (see Proposition 4.52 in [10], or [12]). The
desired results now follow from Corollary 4.3. 
Evidently, there is a substantial gap in consistency strength between RA(c.c.c.)
and UR(c.c.c.); the former can be forced from an uplifting cardinal (see [15]), while
the latter implies (consistency-wise) Woodin cardinals. In fact, we may separate the
two axioms as follows: we start from an uplifting cardinal in a model of V = L
(where global square holds) and force, as in [15], the axiom RA(c.c.c.) using a c.c.c.
iteration. By Corollary 4.4, this produces a model of ¬UR(c.c.c.).
We now return to the case of �-closed posets. To begin with, we introduce the
notion of a generically extendible cardinal; this is in accordancewith other notions of
generic large cardinals appearing in the literature, such as generically supercompact
and generically huge cardinals (see, e.g., [11]).

Definition 4.5. Let κ = +, where  is regular, and fix some (definable) class
Γ of posets. We say that κ is generically extendible by Γ if for every cardinal � > κ,
there exists a poset P ∈ Γ and there is an elementary embedding j : H� −→ HV P

j(�),

with j ∈ V P, cp(j) = κ and j(κ) > �.

As a consequence ofDefinition 2.2,UR(Γ) implies that�2 is generically extendible
by Γ, for �-closed, proper, or stationary preserving posets. Indeed, more is true of
�2, in a way parallel to the very definition of unbounded resurrection.

Definition 4.6. Let κ = +, where  is regular, and fix some (definable) class
Γ of posets. We say that κ is indestructibly generically extendible by Γ if for every
cardinal � > κ and every Q ∈ Γ with Q ∈ H�, there exists a (name for a) poset Ṙ
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such that Q � “Ṙ ∈ Γ”, and there is an elementary embedding j : H� −→ HV Q∗Ṙ
j(�) ,

with j ∈ V Q∗Ṙ, cp(j) = κ and j(κ) > �.

We also consider the (known) notion of indestructibly generically supercompact
cardinals (see [9], orDefinition 11.4 in [11]; the following definition is amodification
of the latter).

Definition 4.7. Let κ = +, where  is regular, and fix some (definable) class Γ
of posets which preserve cofinalities <. We say that κ is indestructibly generically
supercompact by Γ if for every regular � > κ and every Q ∈ Γ with Q ∈ H�, there
is a (name for a) poset Ṙ such that Q � “Ṙ ∈ Γ”, and there is an elementary
embedding j : V −→ M ⊆ V Q∗Ṙ, whereM is transitive, j is a definable subclass
of V Q∗Ṙ, cp(j) = κ, j(κ) > �, j“� ∈M , sup(j“�) < j(�) and cof(�)M = .

We now establish a connection which might already be expected.

Proposition 4.8. Let κ = +, where  is regular, and fix a (definable) class Γ
of posets which preserve cofinalities <. If κ is indestructibly generically extendible
by Γ, then it is indestructibly generically supercompact by Γ.

Proof. Fix κ = +, where  is regular, let Γ be a class of posets which preserve
cofinalities < and suppose that κ is indestructibly generically extendible by Γ. Fix
a regular � > κ and some Q ∈ H� with Q ∈ Γ, and fix some � = �� > �. Let Ṙ
and j witness the indestructible generic extendibility of κ with respect to �+, i.e.,
Q � “Ṙ ∈ Γ” and j ∈ V Q∗Ṙ is an elementary embedding of the form

j : H�+ −→ HV Q∗Ṙ
j(�+) ,

with cp(j) = κ and j(κ) > �+. We now extract, in V Q∗Ṙ, a long extender from j,
measuring sets in V , and we then argue that the extender ultrapower witnesses the
indestructible generic supercompactness of κ.
So, let E = 〈Ea : a ∈ [j(�)]<�〉where, eachEa is aV -ultrafilter on [�]|a| defined

as usual: for X ∈ P([�]|a|) ∩ V , X ∈ Ea ⇐⇒ a ∈ j(X ).12 Given E, we may now
consider the extender embedding

jE : V −→ME ⊆ V Q∗Ṙ,

which is definable in V Q∗Ṙ, ME is transitive and cp(jE ) = κ. We check that
jE (κ) > �, jE“� ∈ME , sup(jE“�) < jE(�) and cof(�)ME = .
Consider a restricted version of the usual commutative diagram, defining k ∗

E :

HME
jE (�)

−→ HV
Q∗Ṙ

j(�) by letting k
∗
E ([a, [f]]) = j(f)(a), for all [a, [f]] ∈ HMEjE (�),

where a ∈ [j(�)]<� and f : [�]|a| −→ H� with f ∈ V . Then, k ∗
E is a well defined

12 Note that, in VQ∗Ṙ, κ has cardinality  and so it is no longer a cardinal; in fact, since VQ∗Ṙ |=
j(κ) = +, the same is true for every ordinal in the interval [κ, j(κ)). For this reason, we avoid using
the term “κ-complete” for the Ea ’s, or the term “(κ, j(�))-extender” for E. Still, E indeed has extender
properties and a corresponding ultrapower may be formed; for this, one patiently verifies the defining
clauses of an extender, with respect to the κ = + of V .
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{∈}-embedding and so, in particular, injective.We thus get the commutative diagram

H�
j�H� ��

jE�H�

��

HV
Q∗Ṙ

j(�)

HME
jE (�)

k ∗
E

�������������������

where j � H� = k ∗
E ◦ (jE � H�) and, by standard arguments, k ∗

E is also surjective

(and thus equal to the identity). Hence, HV
Q∗Ṙ

j(�) ⊆ ME and, so jE(κ) = j(κ) > �,
jE(�) = j(�) and jE“� = j“� ∈ HV Q∗Ṙ

j(�) ; therefore, jE“� ∈ ME and sup(jE“�) =
sup(j“�) < j(�) = jE(�) as well.
To conclude, since V Q∗Ṙ |= |�| = , it follows that cof(�)ME = cof(�)V Q∗Ṙ � .
But notice that the latter inequality cannot be strict, because the posets in Γ are
supposed to preserve cofinalities <. 
With the previous proposition in mind, we now depart from full generality and
look at the particular axiom UR(�-closed), from which we obtain the failure of
weak squares using an argument due to Foreman and Magidor (cf. Section 5 in
[12]). This is a result already quoted in [9], of which we now provide a proof.

Theorem 4.9. Suppose that �2 is indestructibly generically supercompact by the
class of �-closed posets. Then, for every (uncountable) strong limit � with cof(�) = �,
we have that�∗

� fails.

Proof. Assume that�2 is indestructibly generically supercompact by the class of
�-closed posets. Fix a strong limit � > �2 with cof(�) = � and suppose, towards a
contradiction, that

C = 〈Cα : α ∈ Lim(�+)〉
is a �∗

�-sequence, i.e., C satisfies the following conditions for every α ∈ Lim(�+):
(i) Cα ⊆ P(α) and 1 � |Cα| � �.
(ii) Every C ∈ Cα is a club in α, with ot(C ) < �.
(iii) For every C ∈ Cα and every � ∈ Lim(C ), C ∩ � ∈ C� .
(iv) There is some C ∈ Cα with ot(C ) = cof(α).13
(v) For every C ∈ Cα and every club D ⊆ C , D ∈ Cα as well.

Observe that condition (v) can be assumed in the light of the fact that � is a (singular)
strong limit. Now let Q = {�} be the trivial poset. By the assumption on �2, there
is some �-closed poset R and an elementary embedding

j : V −→M ⊆ V R,

where M is transitive, j is a definable subclass of V R, cp(j) = �2, j(�2) > �+,
j“�+ ∈ M , sup(j“�+) < j(�+) and cof(�+)M = �1. Let � = sup(j“�+) and let
13 This clause is not usually included in the definition of a�∗

� -sequence; nevertheless, and as explained
in Section 1 of [12], it may be assumed without loss of generality.
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us denote by 〈C∗
α : α ∈ Lim(j(�+))〉 the image j(C ) ∈ M of the weak square

sequence. Then, working temporarily in M , there is a club D� ⊆ � with D� ∈ C∗
� .

Using the fact that cof(�) = cof(�+) = �1, we may assume by condition (iv) that
ot(D�) = �1. Moreover, since j“�+ is an �-club in �, we may further assume by
condition (v) that D� ⊆ j“�+. By condition (iii), for every � ∈ Lim(D�), we have
thatD� = D� ∩ � ∈ C∗

� . But then, from the perspective of V
R now,D� is a countable

set of ordinals, subset of the range of j. Thus, by the �-closure of R, there is some
(countable) x ∈ V with j(x) = D� . Hence, if α� < �+ is chosen so that � = j(α�),
then x ∈ Cα� . This shows that R has added a thread E through the �∗

�-sequence
C .14 We now use the closure of R in order to derive a contradiction.

Claim . For every p ∈ R there exists some α < �+ such that

|{z ∈ V ∩ [�+]� : there is r � p s.t. r � z = E ∩ α}| � �.
Proof of claim. Towards a contradiction, fix some p ∈ R which is a counterex-

ample. Fix 〈�n : n ∈ �〉 a sequence of regular cardinals cofinal in � and then, for
every α < �+, consider the (nonempty) set

Tα = {z ∈ V ∩ [�+]� : there is r � p s.t. r � z = E ∩ α}.
By assumption, there is nα ∈ � with |Tα | < �nα . Then, for any α < α ′ < �+,
|Tα | � |Tα ′ | and so, there is a fixed n ∈ � such that, for every α < �+, |Tα | < �n.
By regularity of �n, for every α < �+ with cof(α) = �n, there is some � < α

such that, for every pair z, z ′ ∈ Tα , if z 	= z ′ then z ∩ � 	= z ′ ∩ � . This produces
a regressive function on a stationary set of ordinals below �+; thus, there is a
stationary S ⊆ �+ and a fixed � < �+ so that

(∀α ∈ S) (∀ z, z ′ ∈ Tα) (z 	= z ′ −→ z ∩ � 	= z ′ ∩ �).
Now fix some z ∈ T� ; Then, for every α ∈ S (most interestingly for α > �), there
must be exactly one zα ∈ Tα such that z = zα ∩ � and rα � zα = E ∩ α, for
some rα below r, where r � p and r � z = E ∩ � . Hence, E ∈ V . This is a clear
contradiction which proves the claim. 
Given the claim, we build a tree of conditions inR, indexed by sequences s ∈ <��.

The construction is recursive based on the length of s , aiming at producing, for each
n ∈ �, a set An = {qs : s ∈ n�} ⊆ R and some �n < �+ such that, for every s ∈ n�,
qs ∈ An determines the segment E ∩ �n of the thread. Let A0 = {�R} and �0 = ∅.
Now, suppose that An and �n are given, for some n ∈ �. For any fixed s ∈ n�

and qs ∈ An , we show how to extend qs to qt , for every t ∈ n+1� with s � t. By the
claim, there is some αs < �+ so that the set Tαs = {z ∈ V ∩ [�+]� : ∃ r � qs s.t. r �
z = E ∩ αs} has cardinality at least �. Hence, by choosing for each z ∈ Tαs some
witnessing r � qs , we produce an antichain Ds of size �, consisting of conditions
below qs forcing incompatible information aboutE ∩αs . We index these conditions
by t ∈ n+1� with s � t, writing Ds = {rt : t ∈ n+1�, s � t}.
We now let �n+1 = sup{αs : s ∈ n�} (notice that �n+1 < �+). In order to define

An+1, for every t ∈ n+1� with s � t, we choose some qt which is an extension
14 That is,E ∈ V R has order type�1, is cofinal in �+ and has the property that, for everyα ∈ Lim(E),

E∩α ∈ Cα . Namely,E is the pre-image ofD� under j. Note that, clearly,E does not exist inV , although
all of its initial segments do.
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of rt ∈ Ds and such that qt decides E ∩ �n+1, i.e., for some zt ∈ V , we have
qt � zt = E ∩ �n+1. Then, we let An+1 be the collection of the chosen extensions
qt ’s. It is now immediate that An+1 = {qt : t ∈ n+1�} along with �n+1 satisfy the
construction requirement. Furthermore, by the �-closure of R, we may assume,
enlarging �n+1 and extending each qt if necessary, that every qt forces that zt =
E ∩ �n+1 is unbounded in �n+1. Finally, let � = supn �n < �+.
For each function f : � −→ �, let qf ∈ R be a lower bound of the descending
chain {qf�n : n ∈ �}. For every such function, qf determines E ∩ �; namely, if
zf =

⋃
n∈� zf�n, then zf is countable, zf ∈ V and qf � zf = E ∩ �. Moreover,

qf forces that zf is unbounded in �. In particular, as E is supposed to be a thread,
we have that zf ∈ C� . Consequently, if f 	= g are distinct functions from ��, then
zf 	= zg and so |C� | � �� > �. But this is a contradiction since, by condition (i) of
the weak square sequence, |C�| � �. This completes the proof. 
A direct generalization of the previous proof gives:

Corollary 4.10. Let n ∈ � and suppose that �n+2 is indestructibly generically
supercompact by the class of < �n+1-closed posets. Then, for every (uncountable)
strong limit � with cof(�) = �n, �∗

� fails.

Recalling that UR(�-closed) implies that �2 is indestructibly generically
extendible by the class of �-closed posets, Theorem 4.9 combined with Proposi-
tion 4.8 immediately give the following (adding to Corollary 4.1).

Corollary 4.11. UR(�-closed) implies that, for every (uncountable) strong limit
cardinal � with cof(�) = �, �∗

� fails.

Observe that, in the proof of Theorem 4.9, the assumption cof(�) = � was
crucially used at the final step (König’s theorem). At any rate, we may ask:

Question 4.12. Can we dispense with the “strong limit” assumption in the previous
result(s)? Moreover, does UR(�-closed) imply failure of even weaker principles, such
as the approachability property AP?

As a concluding result of this note, we consider anew the axiomRA(ssp) and show
that, unlike the other RA axioms, it has consistency strength beyond the realm of
large cardinals compatible with V = L; namely, it already implies that every set has
a sharp. By a result of Schindler (cf. Theorem 1.3 in [21]), this is certainly the case
for RA(ssp)+¬CH, since the latter implies BMM (by Theorem 4 in [15]). Hence, it
is the case in which CH holds that is of interest. We shall use some techniques due
to Schindler; let us briefly recall some material from [21].15

Let r ⊆ �. We describe a construction of length at most�1, producing an ordinal
�r � �1, a function fr : �r −→ �1, a sequence d (r) = 〈d (r)i : i < �r〉, and some
Ar ⊆ �r. Suppose that, for some � � �1, we have defined fr � �, 〈d (r)i : i < �〉, and
Ar ∩ �. If � = �1 or if � < �1 and � is uncountable in L[Ar ∩ �], we then set �r = �
and finish the construction. Otherwise, we define fr(�) to be the least � < �1 such
that L�+1[Ar ∩ �] |= “� is countable”, and we let d (r)� be the L[Ar ∩ �]-least d ⊆ �
which is almost-disjoint from all the d (r)i ’s, for i < �. Finally, � ∈ Ar if and only if
15 The author is grateful to Ralf Schindler for his suggestions, and for kindly explaining his methods

that are involved in the proof of Theorem 4.13.
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d (r)� ∩ r is finite. Following [21], we say that r codes a reshaped subset of �1 if this
construction can be carried out all the way up to �1, i.e., if �r = �1.
Obviously, if r ⊆ � codes a reshaped subset of �1, then �L[r]1 = �V1 . Moreover,

given r ⊆ �, r codes a reshaped subset of �1 if and only if this is witnessed in Hℵ1 ;
i.e., Hℵ1 can faithfully verify that the previous construction goes through for all
ordinals. In addition, by absoluteness of the computations, the triple 〈fr, d (r), Ar〉
is the same, whether it is computed in Hℵ1 or in V .

Theorem 4.13. RA(ssp) implies that, for all X ∈ V , X # exists.
Proof. By our previous comments, it is sufficient to consider the case in which

CH holds. Towards a contradiction, assume that for some X , X # does not exist. In
such a case, Schindler has shown (see the proof of Theorem 1.3 in [21]) that there
is a poset P ∈ ssp which adds a real r ⊆ � coding a reshaped subset of �1. The
latter fact is witnessed inHV

P

ℵ1 . But then, if Ṙ is a further stationary preserving poset

achieving resurrection (i.e., Hℵ1 ≺ HV
P∗Ṙ

ℵ1 ), and since �1 is preserved, we have that

r codes a reshaped subset of�1 in V P∗Ṙ and thus, the same is true inHV
P∗Ṙ

ℵ1 . Hence,
by elementarity, there must exist reals r ∈ V which code reshaped subsets of �1.
Now, let <∗ be the ordering relation on functions in �1�1 defined by:

f <∗ g ⇐⇒ ∃C ⊆ �1
(
“C is a club” ∧ ∀α ∈ C (f(α) < g(α))) .

By the well-foundedness of <∗, fix r ∈ V coding a reshaped subset of �1, with
its associated fr being <∗-minimal among functions fx associated with x ∈ V
coding reshaped subsets of �1. Let d (r) = 〈d (r)α : α < �1〉 ∈ L[r] be the sequence
of almost-disjoint subsets associated with this r.
Then, by Lemma 3.3 in [21], there is a Q1 ∈ ssp forcing the existence of some

r ′ and of some club C ⊆ �1, so that r ′ codes a reshaped subset of �1 and C
witnesses that fr ′ <∗ fr. In V Q1 , let Q̇2 be the (name for the) c.c.c. poset which
codes C by a real z, relative to the sequence d (r). That is, Q̇2 is the Jensen–Solovay
almost-disjoint coding, producing a z ⊆ � such that, in V Q1∗Q̇2 , for every α < �1,
α ∈ C ⇐⇒ |z∩d (r)α | < ℵ0. LetQ = Q1∗Q̇2 and notice thatQ ∈ ssp inV . Hence, by
RA(ssp), there is some ṘwithQ � “Ṙ ∈ ssp”, giving thatHℵ1 ≺ HV

Q∗Ṙ
ℵ1 . Clearly,�1

is preserved throughout. It is now easy to check that, inHV
Q∗Ṙ

ℵ1 , we may express the
statement “there is an r ′ coding a reshaped subset of �1 with fr ′ <∗ fr”. Thus, by
elementarity, such a real must already exist in V , contradicting the <∗-minimality
of fr. 

§5. Concluding thoughts & questions. After having developed the formal math-
ematical side of the (unbounded) resurrection principles, some informal remarks
and reflections are in order.
First of all, let us recall that the models of the various UR axioms that were

obtained in Section 2 arose from standard forcing constructions, ones which had
the advantage of exploiting the strength of the extendibility assumption, as opposed
to the typical supercompactness one. We view these constructions as a natural
“enhancement” of their original counterparts, where one takes one more step in the
ladder of the large cardinal hierarchy, while employing the same underlying forcing
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machinery. Although, as it has hopefully become clear, their enhanced character
makes all the difference in this note, these constructions are hardly exotic in spirit.
In parallel, and so far as the initial resurrection principles constitute a natural
and robust framework for the study of the usual forcing axioms, the additional
conceptual step which leads to their unbounded versions should not be—at least in
retrospect—so surprising on the intuitive level either.Moreover, in light of Theorem
3.1, it indeed turns out that in the presence of a proper class ofWoodin cardinals the
axioms MM++ and UR(ssp) are actually equivalent. Recent work of Viale further
shows that, again in the context of proper class many Woodin cardinals, UR(ssp) is
also related to the axiomMM+++ which he introduced.16

We believe that the above reflections, togetherwith the rest of the results highlight-
ing their strength, consequences, and relations with the standard axioms, strongly
indicate that the UR postulates arise as natural generalizations of the familiar and
well-established forcing axioms in set theory; in this context, they seem to open a
direction which is certainly worth investigating further.
As a related comment, we also feel that we should point out the following issue.
The UR axioms, by their very formulation, seem to suggest intuitively that �2 is an
extendible cardinal “in disguise”; more precisely, they imply that �2, which is—in
most cases—the critical point of the produced generic embeddings, retains generi-
cally “shades of extendibility” that it might have had in some inner model. In other
words, these axioms seem to suggest that they were really obtained by some classi-
cal “forcing axiom construction” starting from an extendible cardinal, which was
eventually collapsed to �2. Granted this intuition, it is then tempting to conjecture
that such axioms are in fact equiconsistent with extendibility.17 Nevertheless, the
equivalence of MM++ with UR(ssp) in the presence of class manyWoodin cardinals
shows that the aforementioned intuition is misleading, at least for the class of sta-
tionary preserving posets: as stated in Corollary 3.3, a supercompact with a proper
class of Woodin cardinals is an adequate bound.
Let us concludewith someopen problems and general enquiries which have arisen
along the way. The following list is certainly nonexhaustive.

Question 5.1. Can we separateMM (or evenMM++) from RA(ssp), by producing
a model in which the former holds while the latter fails?

Question 5.2. Do the (unbounded ) resurrection axioms enjoy (degrees of )
indestructibility under appropriate forcings?

For the usual forcing axioms such as PFA and MM, there are various known
indestructibility results (see, e.g., [18]).

Question 5.3. What is the exact consistency strength of the unbounded resurrec-
tion axioms? How about RA(ssp)?18

16 In fact, Viale argues that an appropriate strengthening of UR(ssp) is equivalent toMM+++. Addi-
tionally, he shows that RA(Γ) makes the Σ2-theory of Hc invariant with respect to posets in Γ which
force BFA<c(Γ) (for more details, see Section 5 in [28], and the final comments in [29]). Indeed, the
reader is strongly encouraged to follow Viale’s relevant work appearing in [28] and in [29].
17 Thanks to David Asperó and to Ralf Schindler for their comments on this issue, many of which

appear here verbatim.
18 As far as the axiom RA(ssp) is concerned, it is worth mentioning that Ralf Schindler has pointed

out to us that his arguments showing that BMM implies strong cardinals in inner models (cf. [22]) are
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Finally, we cannot resist enquiries regarding the relation of the UR axioms with
Woodin’s (∗) axiom (cf. Definition 5.1 in [30]).
Question 5.4. Does UR(ssp) imply the (∗) axiom?

Although we do not intend to insinuate any unjustified optimism, a positive answer
to the latter question would indeed be a remarkable result.
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