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Abstract. In this paper the notion of sub-exponential measure complexity for an invariant
Borel probability measure of a topological dynamical system is introduced. Then a
minimal distal skew product map on the torus with sub-exponential measure complexity is
constructed.

1. Introduction
Let (X, T ) be a topological dynamical system (t.d.s. for short), that is, X is a compact
metric space and T : X→ X is a continuous self map. The distance on X will be denoted
by d(·, ·) and the set of all T -invariant Borel probability measures on X will be denoted
by M(X, T ).

In the measurable dynamics, there are several ways to measure the complexity of a
system. Kolmogorov introduced the notion of entropy that measures the average growth
rate of the orbits. Positive entropy means the average growth rate of the orbits is
exponential. The other well-known definitions of the complexity are due to Katok [7]
using Bowen balls and to Ferenzi [1] using the Hamming distance. To study the Sarnak
conjecture, recently Huang, Wang and Ye [5] introduced a notion of measure complexity
following the idea of Ferenczi in [1] using mean distance instead of the Hamming distance,
and showed that the Sarnak conjecture holds for all systems with sub-polynomial measure
complexity.

In 1968 Parry proved any invariant Borel probability measure of a distal system has zero
measure entropy [11]. By the Furstenberg structure theorem, any minimal distal system is
the inverse limit of equicontinuous extensions [2]. It seems that such a system should have
lower measure complexity. Surprisingly, this is not the case. Namely, we can construct a
minimal distal system with sub-exponential measure complexity for any invariant Borel
probability measure of the system.
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We now outline the construction. To do so, first we introduce notions of measure
complexity and sub-exponential measure complexity. For any t.d.s. (X, T ), ρ ∈M(X, T )
and any n ∈ N, we consider the mean metric d̄n on X ,

d̄n(x, y)=
1
n

n−1∑
i=0

d(T i x, T i y),

for any x, y ∈ X . See [5, 10, 14] for the role of this metric in studying mean dimension
and measure complexity.

For any ε > 0 and n ∈ N, let

Sn(d, ρ, ε)=min
{

m ∈ N : ∃x1, x2, . . . , xm ∈ X s.t. ρ
( m⋃

i=1

Bd̄n
(xi , ε)

)
> 1− ε

}
,

where Bd̄n
(x, ε) := {y ∈ X : d̄n(x, y) < ε} for any x ∈ X . We remark that Sn(d, ρ, ε) <∞.

We say that the measure-theoretic dynamical system (X, B, ρ, T ) has sub-exponential
measure complexity if, for any 0< τ < 1,

lim
ε→0

lim inf
n→∞

log Sn(d, ρ, ε)
nτ

=+∞, and lim
ε→0

lim sup
n→∞

log Sn(d, ρ, ε)
n

= 0.

The definition of sub-exponential measure complexity is independent of the metric
(see [5]). Thus, we can simply say that the measure complexity of (X, T, ρ) is sub-
exponential. We note that the above definition is also applied to any measurable system
(X, B, T, µ) when X is a metrizable space. We also note that in this case it may
happen that Sn(d, ρ, ε)=∞. In [5] the first and third authors showed that for any ergodic
ρ ∈M(X, T ), we have

lim
ε→0

lim sup
n→∞

1
n

log Sn(d, ρ, ε)= hρ(T )= lim
ε→0

lim inf
n→∞

1
n

log Sn(d, ρ, ε).

So when an ergodic system has sub-exponential measure complexity, the entropy hρ(T ) is
zero.

We are now ready to explain the idea of the construction. We construct our example
in the following way. First we construct a measurable map h : R→ {0, 1} and obtain a
measurable distal system (X, BX , T, ρ) on T2 such that

T (x, y)= (x + α, y + 1
2 h(x)), x, y ∈ T,

where X = T2, α is irrational, BX is the Borel σ -algebra and ρ is measure preserving.
Using a complicated computation, we show that the measure complexity of the system
is sub-exponential. By a result of Lindenstrauss (see [9, Theorem 3.1]), there exist a
measurable function p : T→ T and continuous function h̃ : T→ T such that

h̃(x)= 1
2 h(x)+ p(x + α)− p(x)

for mT-almost every x ∈ T. We define a distal system T̃ : T2
→ T2 such that

T̃ (x, y)= (x + α, y + h̃(x)).

Then we prove that the measure complexity of (T2, T̃ , ρ̃) is the same as T for any ρ̃ ∈
M(T2, T̃ ), and (T2, T̃ ) is minimal, and thus finish the construction. We remark that to
show the minimality we use the following proposition (Proposition 4.3): if a skew product
map W : T2

→ T2 over an irrational rotation on T is not minimal then it is equicontinuous.
To conclude the introduction we make the following remarks.
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Remark 1.1. Define a skew product map T : T2
→ T2 with T (x, y)= (x + α, y + k(x)),

where α is irrational and k : T→ R is continuous.
(1) If k(x)= β, and α and β are rationally independent, then T is minimal and uniquely

ergodic. Thus, the measure complexity is bounded for the unique measure (in [4] the
authors construct a uniquely ergodic, minimal, distal and non-equicontinuous map
on T2 with bounded measure complexity for the unique measure).

(2) If k is a homotopically trivial C∞-function, Huang, Wang and Ye [5] showed
that the measure complexity is sub-polynomial (i.e. for any ε > 0 and any τ > 0,
lim infn→∞ (log Sn(d, ρ, ε)/nτ )= 0) for any ρ ∈M(T2, T ).

(3) If k has a bounded variation, Qiao [12] showed that the measure complexity is
polynomial.

(4) If k = h̃, then the measure complexity is sub-exponential.
This indicates that the simple system (T2, T ) (depending on k) may have various measure
complexities, from the simplest to the most complicated (for a zero-entropy system). Thus,
the system is a good touchstone to study the Sarnak conjecture.

Remark 1.2. Let (T2, T̃ ) be the system we defined above and

dn(x, y)= max
0≤i≤n−1

d(T̃ i x, T̃ i y).

It is clear that d̄n(x, y)≤ dn(x, y) for x, y ∈ T2. Thus, Bdn (x, ε)⊂ Bd̄n
(x, ε). Define

r K
n (d, ρ, ε)=min

{
m ∈ N : ∃x1, x2, . . . , xm ∈ X s.t. ρ

( m⋃
i=1

Bdn (xi , ε)

)
> 1− ε

}
.

It is easy to see that Sn(d, ρ, ε)≤ r K
n (d, ρ, ε) for any n ∈ N. So the measure complexity

of (T2, T̃ , ρ, d) is also sub-exponential in Katok’s sense if ρ is ergodic (see [7]).
Topologically, we may also define the complexity in the same fashion. Namely, let

rn(d, ε)=min
{

m ∈ N : ∃x1, x2, . . . , xm ∈ X s.t.
m⋃

i=1

Bdn (xi , ε)= X
}

and

Sn(d, ε)=min
{

m ∈ N : ∃x1, x2, . . . , xm ∈ X s.t.
m⋃

i=1

Bd̄n
(xi , ε)= X

}
.

Then we have
r K

n (d, ρ, ε)≤ rn(d, ε) and Sn(d, ρ, ε)≤ Sn(d, ε)

for any ρ ∈M(T2, T̃ ). Thus, the topological complexity of (T2, T̃ , d) in both senses is
also sub-exponential, since the topological entropy of (T2, T̃ ) is zero.

This paper is organized as follows. In §2 we construct a measurable map h : R→ {0, 1}
with some properties we will need later. In §3 we compute the measure complexity of the
measurable distal system (X, BX , T, ρ). Then, in the final section, we use Lindenstrauss’s
result to get a t.d.s. (T2, T̃ ) and show that the measure complexity of (T2, T̃ , ρ̃) is sub-
exponential for any ρ̃ ∈M(T2, T̃ ).
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2. The construction of the function h
In this section we will construct a measurable map h : R→ {0, 1} with some properties
we will need later. To do so, we fix an irrational number α and an η ∈ (0, 1

100 ). Let
Rα : T→ T, x 7→ x + α be the rotation on T by α.

2.1. Preparation. Given an interval E = [0, a)⊂ T with 0< a < 1, define

f1 : T→ R with f1(x)= χE (x)χE (Rαx) for any x ∈ T

and fi : T→ R with

fi (x)= χE (x)χEc (Rαx) · · · χEc (Ri−1
α x)χE (Ri

αx) for any x ∈ T,

and for any i = 2, 3, . . . . For given i ∈ N, x ∈ T and n > i , set

s(i, n, E, x)= #{0≤ j ≤ n − i − 1 : fi (R j
αx)= 1}. (2.1)

LEMMA 2.1. For a fixed i ∈ N, the sequence {(1/n)s(i, n, E, x)}∞n=i+1 uniformly
converges to a constant ρi (E) for all x ∈ T. Moreover,

{i ∈ N : ρi (E) > 0}

is a finite set and
+∞∑
i=1

iρi (E)= 1.

Proof. Set E1 = E ∩ R−1
α E and

Ei = E ∩ R−1
α Ec

∩ · · · ∩ R−(i−1)
α Ec

∩ R−i
α E,

for i = 2, 3, . . . . Clearly, Ei is a finite union of disjoint intervals of T or Ei = ∅. Let mT
be the Lebsegue measure on T. For i ∈ N, we put ρi (E)= mT(Ei ). Then, for a fixed
i ∈ N, by the unique ergodicity of Rα ,

1
n

s(i, n, E, x)=
1
n

n−i−1∑
j=0

fi (R j
αx)

=
1
n

n−i−1∑
j=0

χEi (R
j
αx)→

∫
T
χEi dmT = mT(Ei )= ρi (E)

uniformly as n goes to∞ for all x ∈ T, as χEi (R
j
αx)≤ 1 for all n − i ≤ j ≤ n − 1.

In fact, that {i ∈ N : ρi (E) > 0} is finite follows from the fact that Ei = φ for large i .
That is, there exists N ∈ N large enough so that {x, Rαx, . . . , RN−1

α x} is a/2 dense in T
for any x ∈ T. This means that for any x ∈ E , there is 1≤ j = j (x)≤ N − 1 such that
R j
αx ∈ E . Hence, Ei = φ and fi (x)≡ 0 for any x ∈ T and i > N , which implies that there

are only finitely many indices i ∈ N such that ρi (E) > 0.
By the Poincaré recurrence theorem, the map nE : E→ N,

nE (x)= inf{n ≥ 1 : Rn
α(x) ∈ E}
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is well defined for mT-almost every x ∈ E . It is well known that
∫

E nE (x) dmT(x)= 1 by
Kac [6]. Thus

∞∑
i=1

iρi (E)=
∞∑

i=1

imT(Ei )=

∞∑
i=1

∫
Ei

nE (x) dmT(x)=
∫

E
nE (x) dmT(x)= 1.

We conclude that there exists some index i ∈ N such that ρi (E) > 0. �

Set

I(E)= {i ∈ N : ρi (E) > 0} and ρ(E)= 1
2 min{ρi (E) : i ∈ I(E)}.

By Lemma 2.1, it is clear that I(E) is a non-empty finite set and ρ(E) > 0.
For n ∈ Z and k ∈ Z+, the binomial coefficients are given by the formula

Ck
n :=


k∏

i=1

n + 1− i
i

if k ∈ N,

1 if k = 0.

By Stirling’s approximation, there exists C > 0 such that

C [5ηn]
n ≤ Cea(η)n with a(η)=−5η log(5η)− (1− 5η) log(1− 5η), (2.2)

for any n ∈ Z+.

LEMMA 2.2. Let E = [0, a)⊂ T and 0< t < 1. Then there exists N (E, t) ∈ N such that,
for any n ≥ N (E, t), i ∈ I(E) and x ∈ T, one has:
(1) (1/n)

∑
i∈I(E) i · s(i, n, E, x) > 1− η;

(2) (1/n)s(i, n, E, x) > ρ(E);
(3) (1/nt )(nρ(E)(log 2− a(η))− log(10#I(E)Cn)) > 1

2 .

Proof. (1), (2) and (3) follow from Lemma 2.1 and the fact limn→+∞ (n/nt )=+∞. In
fact, since I(E) is a finite set, when n is large we have

1
n

∑
i∈I(E)

i · s(i, n, E, x)=
∑

i∈I(E)
i ·

1
n

s(i, n, E, x) > (1− η)
∑

i∈I(E)
iρi (E)= 1− η. �

Let [a, b)⊆ R. We write

P([a, b))= {1 :1 is a finite partition a = a1 < a2 < · · ·< ak = b of [a, b)}.

For 1 : a = a1 < a2 < · · ·< ak = b ∈ P([a, b)), we define

l∗(1)= max
1≤i≤k−1

{ai+1 − ai } and l∗(1)= min
1≤i≤k−1

{ai+1 − ai }.

We also consider the function ξ1(x) on [a, b):

ξ1(x)=


0 if x ∈

k−1⋃
i=1

[
ai , ai +

ai + ai+1

2

)
,

1 if x ∈
k−1⋃
i=1

[
ai +

ai + ai+1

2
, ai+1

)
.
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For δ > 0, let B ⊂ [a, b) be some disjoint union of intervals with length not less than δ,
and set

B1 =
⋃

1≤i≤k−1 and [ai ,ai+1)⊂B

[ai , ai+1). (2.3)

Then

m(B1)
m(B)

≥
δ − 2l∗(1)

δ
, (2.4)

where m is the Lebesgue measure on R.
For a < b < c, 11 : a = a1 < a2 < · · ·< ak = b ∈ P([a, b)) and 12 : b = b1 < b2 <

· · ·< b` = c ∈ P([b, c)), we combine 11 and 12 to define a new finite partition

11 t12 : a = a1 < a2 < · · ·< ak = b1 < b2 < · · ·< b` = c

of [a, c).

2.2. The construction. Set si = 1− (1/2i ) and Ei = [0, 1/2i ) for i ∈ N. Fix a small
positive real number β such that

∞∏
l=0

(
1
2

)βl+1

>
9
10
.

As in Lemma 2.2, we let Ni = N (Ei , si ) for i ∈ N. Without loss of generality, we assume
that Ni+1 > Ni for i ∈ N.

We now define a real function h(x) on (0, 1) with range {0, 1} by induction for i ∈ N.
To do so, first we choose K1 < K2 < · · · such that, for each k ∈ N,

Nk+1

2Kk−k <
η

2
(2.5)

and

#
{

0≤ i ≤ Nk+1 : Ri
α(x) ∈ y +

[
0,

1
2Kk

)}
≤ 1, (2.6)

for any x, y ∈ T. Recall that η is fixed with η ∈ (0, 1
100 ).

We also define a counting function c(k) such that c(1)= 1 and, for k ≥ 1,

c(k + 1)= c(k)+ 2Kk−k−1.

We are now ready to define h using induction.

Step 1. For i = 1, we put 11 :
1
2 = a1 < a2 = 1 ∈ P([ 12 , 1)) , h|

[
1
2 ,1)
= ξ11 .

Step k. For i = k ≥ 1, suppose h(x) has been defined on [1/2k, 1) with h|[1/2k ,1) = ξ1k for
some defined 1k ∈ P([1/2k, 1)).

We divide Ek = [0, 1/2k) into 2Kk−k subintervals

Ek,l =

[
1
2k −

l + 1
2Kk

,
1
2k −

l
2Kk

)
,
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where 0≤ l ≤ 2Kk−k
− 1 (see Figures 1 and 2 below). Note that

Ek,2Kk−k
−1 =

[
0,

1
2Kk

)
, . . . , Ek,2Kk−k−1

−1 =

[
1

2k+1 ,
1

2k+1 +
1

2Kk

)
, . . . , Ek,0 =

[
1
2k −

1
2Kk

,
1
2k

)
.

Remark 2.3. Since we divided Ek into finitely many intervals Ek,l and 1k is a finite
partition, we can find δk > 0 small enough such that we can find a Borel set Mk ⊆ T
satisfying mT(Mk) > 1− (η/2), and if 0≤ n ≤ Nk+1, x ∈ Mk , then:
(1) Rn

αx ∈ Ek implies [Rn
αx, Rn

αx + δk)⊂ Ek,` for some 0≤ l ≤ 2Kk−k
− 1;

(2) Rn
αx ∈ [1/2k, 1) implies that [Rn

αx, Rn
αx + δk)⊂ [1/2k, 1) and h is constant on

[Rn
αx, Rn

αx + δk).
In fact any δk > 0 with δk(2Kk−k

+ 2#1k)Nk+1 < (η/2) is the number we want.

Step k + 1. Now let1∗k+1,0 =1k and δk,0 =
1
2 min{δk, l∗(1∗k+1,0)}. By (2.4), we can find

1k,0 ∈ P(Ek,0) such that

δk,0 − 2l∗(1k,0)

δk,0
≥

(
1
2

)βc(k)+1

.

Suppose, for ` ∈ [0, 2Kk−k−1
− 2], that we have defined 1k,0 ∈ P(Ek,0), . . . , 1k,` ∈

P(Ek,`) and

1∗k+1,0 =1k, 1∗k+1, j =1k, j−1 t1
∗

k+1, j−1 for 1≤ j ≤ `,

such that, for each 0≤ j ≤ `,

δk, j − 2l∗(1k, j )

δk, j
≥

(
1
2

)β j+c(k)+1

,

where δk, j =
1
2 min{δk, l∗(1∗k+1, j )}.

Next let
1∗k+1,`+1 =1k,` t1

∗

k+1,` =1k,l t · · · t1k,1 t1k

and δk,`+1 =
1
2 min{δk, l∗(1∗k+1,`+1)}. By (2.4), we can find 1k,`+1 ∈ P(Ek,`+1) such

that

δk,`+1 − 2l∗(1k,`+1)

δk,`+1
≥

(
1
2

)β`+1+c(k)+1

.

We repeat the above process until `= 2Kk−k−1
− 1. Then we get

1k,0 ∈ P(Ek,0), 1k,1 ∈ P(Ek,1), . . . , 1k,2Kk−k−1
−1 ∈ P(Ek,2Kk−k−1

−1)

and
1∗k+1,0 =1k, 1∗k+1, j =1k, j−1 t1

∗

k+1, j−1,

for 1≤ j ≤ 2Kk−k−1
− 1, such that, for each 0≤ j ≤ 2Kk−k−1

− 1,

δk, j − 2l∗(1k, j )

δk, j
≥

(
1
2

)β j+c(k)+1

,

where δk, j =
1
2 min{δk, l∗(1∗k+1, j )}.
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FIGURE 1. Ek = [0, 1/2k ).

FIGURE 2. Ek,i .

It is clear that 1∗
k+1,2Kk−k−1

−1
∈ P([1/2k+1, 1)). Now we put

1k+1 =1
∗

k+1,2Kk−k−1
−1 and h|

[
1

2k+1 ,1)
= ξ1k+1 .

Then it is clear that (h1k+1)|[1/2k ,1) = ξ1k .
By the induction, we have defined h(x) on (0, 1) as above. Then we set h(0)= 1 and

by the periodic extension we define

h(x)= h({x})

for any x ∈ R, where {x} is the decimal part of x .
With the above construction, we now define T : T2

→ T2 such that

T (x, y)= (x + α, y + 1
2 h(x))

for (x, y) ∈ T2. It is clear that T is a Borel measurable map from T2 to T2. Note that, for
any n ∈ N,

T n(x, y)=
(

x + nα, y +
1
2

n−1∑
i=0

h(x + iα)
)
.

In the following remark we extend the definition of1k, j for 2Kk−k−1
≤ j ≤ 2Kk−k

− 2.

Remark 2.4. For k > 0 and 0≤ j ≤ 2Kk−k
− 2, there exists a unique partition in

P(Ek, j ) (which will also be denoted by 1k, j when j ≥ 2Kk−k−1) such that h|Ek, j (x)=
ξ1k, j and if B ⊂ Ek, j is any disjoint union of intervals with length not less than
1
2 min{δk, l∗(1k), l∗(1k,i ), 0≤ i ≤ j − 1}, then

mT(B1k, j )

mT(B)
≥

(
1
2

)β j+c(k)+1

. (2.7)

Proof. In fact, given 2Kk−k−1
≤ j ≤ 2Kk−k

− 2, let k( j) be the unique integer such
that (1/2k( j)+1)≤ (1/2k)− ( j + 1)/2Kk < (1/2k( j)). We have k + 1≤ k( j) < Kk since
2Kk−k−1

≤ j ≤ 2Kk−k
− 2. Note that (1/2k( j)) is an endpoint of Ek,2Kk−k

−2Kk−k( j) . One
has

1
2k( j)+1 ≤

1
2k −

j + 1
2Kk

<
1
2k −

j
2Kk
≤

1
2k( j) .
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Set
j1 = 2Kk( j)−k( j)

− 2Kk( j)−k
+ j · 2Kk( j)−Kk and j2 = j1 + 2Kk( j)−Kk .

One has
Ek, j =

⊔
j1≤l< j2

Ek( j),l .

Put
1k, j =1k( j), j1 t1k( j), j1+1 t · · · t1k( j), j2−1.

One has

l∗(1k, j )≤ l∗(1k( j), j1) and 1
2 min

0≤i≤ j−1
{δk, l∗(1k), l∗(1k,i )} = δk( j), j1 .

Hence, if B ⊂ Ek, j is any disjoint union of intervals with length not less than
1
2 min0≤i≤ j−1{δk, l∗(1k), l∗(1k,i )} = δk( j), j1 , then by (2.4) and the construction we have

mT(B1k, j )

mT(B)
≥
δk( j), j1 − 2l∗(1k( j), j1)

δk( j), j1
≥

(
1
2

)β j1+c(k( j))+1

≥

(
1
2

)β j+c(k)+1

.

Moreover, it is clear that h|Ek, j (x)= ξ1k, j . �

3. The measure complexity
For a topological space X , let M(X) be the collection of all Borel probability measures on
X and (X, T ) be the system defined in the previous section. For ρ ∈ M(T2), we say that
ρ is T -invariant, if ρ(T−1 A)= ρ(A) for any Borel set A of T2. We denote by M(T2, T )
the set of all T -invariant measures in M(T2). It is clear that the Haar measure mT2 ∈

M(T2, T ).
For any (x1, y1), (x2, y2) ∈ T2, the metric

d((x1, y1), (x2, y2)) :=max{‖x1 − x2‖, ‖y1 − y2‖},

where ‖z‖ =mink∈Z |z − k| for z ∈ R.
In this section we compute the measure complexity of (X, T, ρ) for any ρ ∈ M(T2, T ).

Since the computation is long we will put the proofs of some technical lemmas in
subsections.

3.1. The computation. Before stating the following proposition, let us recall some
notation. Let si = 1− 1/2i and Ei = [0, 1/2i ) for i ∈ N. Fix a small β > 0 such that∏
∞

l=0(
1
2 )
βl+1

> 9
10 . For each k ∈ N, (Nk+1/2Kk−k) < (η/2) with 0< η < 1/100.

PROPOSITION 3.1. For any ρ ∈ M(T2, T ),

lim
ε→0

lim inf
n→∞

log Sn(d, ρ, ε)
nτ

=+∞ (3.1)

for any 0< τ < 1.

Proof. Let ρ ∈ M(T2, T ). Fix k ∈ N and Nk ≤ n ≤ Nk+1. By the definition of
Sn(d, ρ, η/2), there exist z1, z2, . . . , zSn(d,ρ,η/2) ∈ T2 such that

ρ

(Sn(d,ρ,η/2)⋃
i=1

Bd̄n
(zi , η/2)

)
> 1− η/2.
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FIGURE 3. P̃0 and H = π(P̃0).

Set Pi = T× [i/4, i + 1/4), i = 0, 1, 2, 3 (see Figure 3). There must be some 0≤ i ≤ 3,
such that ρ(Pi )≥

1
4 . Without loss of generality, we suppose ρ(P0)≥

1
4 . Write

P̃0 = P0 ∩

(Sn(d,ρ,η/2)⋃
i=1

Bd̄n
(zi , η/2)

)
.

Clearly, ρ(P̃0) >
1
4 − η. Let π : T2

→ T be the projection of the first coordinate. Notice
that the marginal of ρ on the first coordinate is the Haar measure mT, and we have ρ ◦ π =
mT. Set

H = π(P̃0).

Since P̃0 is a Borel set of T2, H is an analytic subset of T (see [3] for the definition) with
mT(H) > 1

4 − η. Moreover, for any x ∈ H , we fix some z(x) ∈ P̃0 such that π(z(x))= x .
At this point let us explain the main idea of the proof. For x1, x2 ∈ H and j ∈ N, we

have
d(T j (z(x1)), T j (z(x2)))≥

1
2 − ‖y1 − y2‖ ≥

1
4

if z(x1)= (x1, y1), z(x2)= (x2, y2) and
∑ j−1

i=0 h(x1 + iα) 6=
∑ j−1

i=0 h(x2 + iα) (mod 1),
since y1, y2 ∈ P0. This implies that

d̄n(z(x), z(x ′))≥
1

4n
#
{

0≤ l ≤ n − 2 :
l∑

j=0

h(R j
αx) 6=

l∑
j=0

h(R j
αx ′)(mod 1)

}
.

So the computation of the measure complexity can be reduced to the study of properties of
h. To estimate Sn(d, ρ, η/2) we construct a subset Jx0,s ⊂ T and consider

W = {1≤ i ≤ Sn(d, ρ, η/2) : {z(x) : x ∈ Jx0,s ∩ H} ∩ Bd̄n
(zi , η/2) 6= ∅}.

Using results in Claims 1 and 2 below, we may get a lower bound of W which is the one
we need.
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We now begin the proof of the proposition. Setting

J = {x ∈ T : mT([x, x + δk) ∩ H)≥ ( 1
4 − 2η)δk}, (3.2)

we have (
1
4
− η

)
δk <

∫ δk

0

∫
T
χH (x + y) dmT(x) dy

=

∫
T

∫ δk

0
χH (x + y) dy dmT(x)

≤mT(J )δk +

(
1
4
− 2η

)
δk(1− mT(J ))

=mT(J )
(

3
4
+ 2η

)
δk +

(
1
4
− 2η

)
δk,

which implies mT(J ) > (η/(3/4)+ 2η) > η and J ∩ (Mk\
⋃n

i=0 R−i
α [0, 1/2Kk )) 6= ∅ by

(2.5) and the fact that mT(Mk) > 1− (η/2) (see Remark 2.3). Pick x0 ∈ J ∩ (Mk \⋃n
i=0 R−i

α [0, 1/2Kk )) and set Jx0 = [x0, x0 + δk).
Let

J = {0≤ j ≤ n − 1 : R j
αx0 ∈ Ek},

and s = #J − 1. Denote the elements in J by j1, j2, . . . , js+1 with 0≤ j1 < j2 < · · ·<
js+1 ≤ n − 1. Let S = [1, s] ∩ N and

Si = {l : 1≤ l ≤ s and jl+1 − jl = i}.

We remark that by the definition s(i, n, Ek, x0)= #{0≤ j ≤ n − i − 1 : fi (R
j
αx0)=

1}. Thus, we have #Si = s(i, n, Ek, x0) (see (2.1) for the definition).
For a given x ∈ Jx0 , and any x ′ ∈ Jx0 , let

0≤ j1(x, x ′) < j2(x, x ′) < · · ·< js′(x,x ′)(x, x ′)≤ js

be the collection of j ∈ J \ { js+1} such that h(R j
αx) 6= h(R j

αx ′). This means that if
ji (x, x ′) < p < ji+1(x, x ′) for some i , then h(R p

α x)= h(R p
α x ′).

Set js′(x,x ′)+1(x, x ′)= js+1 and put

Kx,x ′ =
⋃

0<2i≤s′(x,x ′)+1

{l : jl ∈ [ j2i−1(x, x ′), j2i (x, x ′)), 1≤ l ≤ s}.

It is clear that Kx,x ′ is a subset of S. We remark that if jl ∈ [ j2i−1(x, x ′), j2i (x, x ′)) then
[ jl , jl+1)⊂ [ j2i−1(x, x ′), j2i (x, x ′)) as j2i (x, x ′) ∈ J . Thus⋃

l∈Kx,x ′

[ jl , jl+1) ∩ N=
⋃

0<2i≤s′(x,x ′)+1

{t ∈ N : t ∈ [ j2i−1(x, x ′), j2i (x, x ′))} (3.3)

is a subset of 0≤ i ≤ n − 2 for which
∑i

j=0 h(R j
αx) 6=

∑i
j=0 h(R j

αx ′)(mod 1) (see
Remark 2.3(2)).
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We have the following claim, whose proof will be given in the next subsection.

CLAIM 1. If x ∈ Jx0 ∩ H, then

#{Kx,x ′ ⊂ S : x ′ ∈ Jx0 ∩ H and d̄n(z(x), z(x ′)) < η}

≤ #I(Ek)C2sne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n .

Let
Lk := {` ∈ [0, 2Kk−k

− 1] : R ji
α (x0) ∈ Ek,` for some i ∈ [1, s]}.

By (2.6),
#{0≤ i ≤ n : Ri

α(x0) ∈ Ek,l} ≤ 1

for any 0≤ l ≤ 2Kk−k
− 1. Hence #Lk = s and we rewrite

Lk = {0≤ `1 < `2 < · · ·< `s ≤ 2Kk−k
− 1}.

By the selection of x0, one has `s 6= 2Kk−k
− 1 (recall that Ek,2Kk−k

−1 = [0, 1/2Kk )).
Moreover, for any l ∈ Lk , we write as j (l) the only element in J \ { js+1} such that
R j (l)
α (x0) ∈ Ek,l .
For i ∈ [1, s], by Remark 2.4 there exists a unique 1k,`i ∈ P(Ek,`i ) such that

h|Ek,`i
(x)= ξ1k,`i

and (2.7) holds. Suppose the partition 1k,li is

ai = ai,1 < ai,2 < · · ·< ai,ki = bi ,

for 1≤ i ≤ s. For i = 1, we let

I1 = { j ∈ [1, k1 − 1] : [a1, j , a1, j+1)⊂ R j (l1)
α Jx0}

and

Jx0,1 = R− j (l1)
α

(⋃
j∈I1

[a1, j , a1, j+1)

)
= R− j (l1)

α (R j (l1)
α Jx0)1k,l1

.

It is clear that
Jx0,1 ⊂ R− j (l1)

α (R j (l1)
α Jx0)= Jx0 .

By induction, for 2≤ i ≤ s, by (2.3), we put

Ii =

{
j ∈ [1, ki − 1] : there exists j ′ ∈ Ii−1 such that

[ai, j , ai, j+1)⊂ R j (li )− j (li−1)
α

([
ai−1, j ′ ,

ai−1, j ′ + ai−1, j ′+1

2

))
or

[ai, j , ai, j+1)⊂ R j (li )− j (li−1)
α

([
ai−1, j ′ + ai−1, j ′+1

2
, ai−1, j ′+1

))}
and

Jx0,i = R− j (li )
α

(⋃
j∈Ii

[ai, j , ai, j+1)

)

= R− j (li )
α

( ⋃
j ′∈Ii−1

(
R j (li )− j (li−1)
α

([
ai−1, j ′ ,

ai−1, j ′ + ai−1, j ′+1

2

)))
1k,li

(3.4)

∪

(
R j (li )− j (li−1)
α

([
ai−1, j ′ + ai−1, j ′+1

2
, ai−1, j ′+1

)))
1k,li

)
.
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It is clear that

Jx0,i ⊂ R− j (li )
α

( ⋃
j ′∈Ii−1

R j (li )− j (li−1)
α ([ai−1, j ′ , ai−1, j ′+1))

)

= R− j (li−1)
α

( ⋃
j ′∈Ii−1

[ai−1, j ′ , ai−1, j ′+1)

)
= Jx0,i−1.

In this way we get Jx0,s ⊂ · · · ⊂ Jx0,1 ⊂ Jx0 . It is clear that each Jx0,i is a finite union
of subintervals of Jx0 .

Next for t = (t ( j))sj=1 ∈ {0, 1}s , we define

Jx0,s(t)= {x
′
∈ Jx0,s : h(R

j (` j )
α x ′)= t ( j), 1≤ j ≤ s}.

We have the following claim whose proof will be presented in the final subsection.

CLAIM 2. The following statements hold.
(1) mT(Jx0,s ∩ H) > 1

10δk .
(2) mT(Jx0,s(t))≤ (1/2

s)δk for any t = (t ( j))sj=1 ∈ {0, 1}s .

Recall that zi is the point defined at the beginning of the proof. We now let

W = {i ∈ [1, Sn(d, ρ, η/2)] : {z(x) : x ∈ Jx0,s ∩ H} ∩ Bd̄n
(zi , η/2) 6= ∅}.

For i ∈W , we put

Jx0,s,H (i) := {x ∈ Jx0,s ∩ H : z(x) ∈ Bd̄n
(zi , η/2)}

and fix a point xi ∈ Jx0,s,H (i). Then let

Bi = {Kxi ,x ′ ⊂ S : x ′ ∈ Jx0 ∩ H and d̄n(z(xi ), z(x ′)) < η}.

For any K ∈ Bi , set
Jx0,K(xi )= {x ′ ∈ Jx0,s :Kxi ,x ′ =K}.

By the definition of h and x0 ∈ Mk , it is clear that Jx0,K(xi ) is a union of finite sub-intervals
of Jx0,s . While x ′ ∈ Jx0,K(xi ), for 1≤ l ≤ s, h(R jl

α x ′) is decided by xi and K, which will
be denoted by hxi ,K, jl . Hence, by Claim 2(2),

mT(Jx0,K(xi ))=mT({x ′ ∈ Jx0,s : h(R
jl
α x ′)= hxi ,K, jl , 1≤ l ≤ s})

≤
1
2s δk . (3.5)

Let
J ∗x0,s,H (i) :=

⋃
K∈Bi

Jx0,K(xi ).

Then J ∗x0,s,H
(i) is also a union of finite sub-intervals of Jx0,s and

mT(J ∗x0,s,H (i))=
∑
K∈Bi

mT(Jx0,K(xi ))

≤
1
2s δk#I(Ek)C2sne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n (3.6)

= δk#I(Ek)Cne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n

by Claim 1 and (3.5).
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Since d̄n(z(xi ), z(x)) < η for any x ∈ Jx0,s,H (i), one has

Jx0,s,H (i)⊆ J ∗x0,s,H (i). (3.7)

Moreover, as

{z(x) : x ∈ Jx0,s ∩ H} ⊆ P̃0 ⊂

Sn(d,ρ,η/2)⋃
i=1

Bd̄n
(zi , η/2),

we have
Jx0,s ∩ H ⊂

⋃
i∈W

Jx0,s,H (i). (3.8)

By (3.7) and (3.8) we obtain

Jx0,s ∩ H ⊂
⋃
i∈W

Jx0,s,H (i)⊆
⋃
i∈W

J ∗x0,s,H (i). (3.9)

Combining (3.9) with (3.6) and Claim 2(1), we have

#W · δk#I(Ek)Cne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n

≥

∑
i∈W

mT(J ∗x0,S,H (i))≥ mT

(⋃
i∈W

J ∗x0,S,H (i)
)

≥ mT(Jx0,s ∩ H) >
δk

10
,

which implies

Sn(d, ρ, η/2)≥ #W ≥
1

10δk

δk#I(Ek)Cne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n

= e(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n−log(10#I(Ek )Cn).

Thus by Lemma 2.2 (3), we deduce that

log Sn(d, ρ, η/2)
nsk

≥
1
2

(3.10)

for Nk ≤ n ≤ Nk+1. Notice that sk ↗ 1 when k goes to infinity, hence

lim
ε→0

lim inf
n→∞

log Sn(d, ρ, ε)
nτ

≥ lim inf
n→∞

log Sn(d, ρ, η/2)
nτ

≥ lim inf
k→+∞

min
Nk≤n≤Nk+1

log Sn(d, ρ, η/2)
nτ

= lim inf
k→+∞

min
Nk≤n≤Nk+1

nsk−τ
log Sn(d, ρ, η/2)

nsk

≥ lim inf
k→+∞

min
Nk≤n≤Nk+1

nsk−τ
1
2

(by (3.10))

=+∞

for any 0< τ < 1. That is, (3.1) holds. �
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3.2. Proof of Claim 1. In this subsection we prove Claim 1.

Proof of Claim 1. Fix x ∈ Jx0 ∩ H . For any x ′ ∈ Jx0 ∩ H , it is clear that

d̄n(z(x), z(x ′)) ≥
1

4n
#
{

0≤ l ≤ n − 2 :
∑̀
j=0

h(R j
αx) 6=

∑̀
j=0

h(R j
αx ′)(mod 1)

}

≥
1

4n
#
{

l ∈ N : l ∈
⋃

0<2i≤s′(x,x ′)+1

[ j2i−1(x, x ′), j2i (x, x ′))
}

(3.3)
=

1
4n

#
⋃

l∈Kx,x ′

[ jl , jl+1) ∩ N.

Now if, in addition, d̄n(z(x), z(x ′)) < η, then
1
n

#
⋃

l∈Kx,x ′

[ jl , jl+1) ∩ N< 4η.

This implies

4η >
1
n

∑
l∈Kx,x ′

jl+1 − jl =
∑

i∈I(Ek )

i
#(Kx,x ′ ∩ Si )

#Si

#Si

n
,

where #Si = s(i, n, Ek, x0). Thus by Lemma 2.2(1),

4η > (1− η)
∑

i∈I(Ek )

#(Kx,x ′ ∩ Si )

#Si

i#Si∑
j∈I(Ek )

j#S j
.

Hence, there exists i ∈ I(Ek) such that
#(Kx,x ′ ∩ Si )

#Si
<

4η
1− η

< 5η

when d̄n(z(x), z(x ′)) < η.

Now, we have the following approximation:

#{Kx,x ′ ⊂ S : x ′ ∈ Jx0 and d̄n(z(x), z(x ′)) < η}

≤

∑
i∈I(Ek )

#
{
Kx,x ′ ⊂ S :

#(Kx,x ′ ∩ Si )

#Si
< 5η, x ′ ∈ Jx0

}

≤

∑
i∈I(Ek )

[5ηs(i,n,Ek ,x0)]∑
j=0

2s−s(i,n,Ek ,x0)C j
s(i,n,Ek ,x0)

≤

∑
i∈I(Ek )

2s−s(i,n,Ek ,x0)[5ηs(i, n, Ek, x0)]C
[5ηs(i,n,Ek ,x0)]
s(i,n,Ek ,x0)

≤

∑
i∈I(Ek )

2s−s(i,n,Ek ,x0)nC [5ηs(i,n,Ek ,x0)]
s(i,n,Ek ,x0)

(2.2)
≤

∑
i∈I(Ek )

C2sne−(log 2+5η log(5η)+(1−5η) log(1−5η))s(i,n,Ek ,x0)

Lem. 2.2(2)
≤ I(Ek)C2sne−(log 2+5η log(5η)+(1−5η) log(1−5η))ρ(Ek )n .

This completes the proof of Claim 1. �
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3.3. Proof of Claim 2. In this subsection we prove Claim 2.

Proof of Claim 2(1). For i = 1, by (2.7) we have

mT(Jx0,1)=mT(R− j (l1)
α (R j (l1)

α Jx0)1k,l1
)

=mT((R j (l1)
α Jx0)1k,l1

)

≥ ( 1
2 )
βl1+c(k)+1

mT(R j (l1)
α Jx0)= (

1
2 )
βl1+c(k)+1

mT(Jx0).

For 2≤ i ≤ s, by (2.7) and (3.4) we have

mT(Jx0,i )=
∑

j ′∈Ii−1

mT

((
R j (li )− j (li−1)
α

([
ai−1, j ′ ,

ai−1, j ′ + ai−1, j ′+1

2

)))
1k,li

)

+

∑
j ′∈Ii−1

mT

((
R j (li )− j (li−1)
α

([
ai−1, j ′ + ai−1, j ′+1

2
, ai−1, j ′+1

)))
1k,li

)

≥

(
1
2

)βli+c(k)+1( ∑
j ′∈Ii−1

mT

(
R j (li )− j (li−1)
α

([
ai−1, j ′ ,

ai−1, j ′ + ai−1, j ′+1

2

)))

+

∑
j ′∈Ii−1

mT

(
R j (li )− j (li−1)
α

([
ai−1, j ′ + ai−1, j ′+1

2
, ai−1, j ′+1

))))
.

It is clear that the right-hand side is equal to(
1
2

)βli+c(k)+1 ∑
j ′∈Ii−1

(ai−1, j ′+1 − ai−1, j ′)

=

(
1
2

)βli+c(k)+1 ∑
j ′∈Ii−1

mT(R
− j (li−1)
α ([ai−1, j ′ , ai−1, j ′+1)))

=

(
1
2

)βli+c(k)+1

mT(Jx0,i−1).

Thus

mT(Jx0,i )≥ mT(Jx0)

i∏
j=1

(
1
2

)βl j+c(k)+1

≥ δk

∞∏
l=0

(
1
2

)βl+c(k)+1

>
9

10
δk

for 1≤ i ≤ s. Hence

mT([x0, x0 + δk) \ Jx0,s)= mT([x0, x0 + δk))− mT(Jx0,s) <
1

10δk .

Moreover, by (3.2), we have

mT(Jx0,s ∩ H)≥mT([x0, x0 + δk) ∩ H)− mT([x0, x0 + δk) \ Jx0,s)

≥

(
1
4
− 2η

)
δk −

1
10
δk >

1
10
δk . (3.11)

�
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Proof of Claim 2(2). Fix t ∈ {0, 1}s . We will prove that mT(Jx0,s(t))≤ (
1
2 )

sδk . First we
let

Jx0,i (t)= {x
′
∈ Jx0,i : h(R

j (`r )
α x ′)= t (i), 1≤ r ≤ i}

for 1≤ i ≤ s.
Next for i = 1, we set

It,1 = I1 = { j ∈ [1, k1 − 1] : [a1, j , a1, j+1)⊂ R j (l1)
α Jx0}.

By induction, for 2≤ i ≤ s, we put

It,i =



{
j ∈ [1, ki − 1] : [ai, j , ai, j+1)⊂ R j (li )− j (li−1)

α

[
ai−1, j ′ ,

ai−1, j ′ + ai−1, j ′+1

2

)
for some j ′ ∈ It,i−1

}
if t (i − 1)= 0{

j ∈ [1, ki − 1] : [ai, j , ai, j+1)⊂ R j (li )− j (li−1)
α

[ai−1, j ′ + ai−1, j ′+1

2
, ai−1, j ′+1

)
for some j ′ ∈ It,i−1

}
if t (i − 1)= 1.

It is clear that
It,i ⊂ Ii

for 1≤ i ≤ s.
Then we will show that

Jx0,i (t)= R− j (li )
α

( ⋃
j∈It,i

I (i, j : t (i))
)

(3.12)

for 1≤ i ≤ s, where

I (i, j; r)=


[

ai, j ,
ai, j + ai, j+1

2

)
if r = 0,[

ai, j + ai, j+1

2
, ai, j+1

)
if r = 1,

for i ∈ [1, s], j ∈ [1, ki − 1] and r ∈ {0, 1}.
First, for i = 1,

Jx0,1(t)=
{

x ′ ∈ R− j (l1)
α

(⋃
j∈I1

[a1, j , a1, j+1)

)
: h(R j (l1)

α x ′)= t (1)
}

= R− j (l1)
α

({
x ∈

⋃
j∈I1

[a1, j , a1, j+1) : h(x)= t (1)
})

=


R− j (l1)
α

(⋃
j∈It,1

[
a1, j ,

a1, j + a1, j+1

2

))
if t (1)= 0,

R− j (l1)
α

(⋃
j∈It,1

[
a1, j + a1, j+1

2
, a1, j+1

))
if t (1)= 1,

= R− j (l1)
α

( ⋃
j∈It,1

I (1, j : t (i))
)
.

That is, (3.12) holds for i = 1.
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Assume that (3.12) holds for i = k ∈ [1, s − 1]. Then, for i = k + 1,

Jx0,k+1(t)

= Jx0,k(t) ∩ {x
′
∈ Jx0,k+1 : h(R

j (`k+1)
α x ′)= t (k + 1)}

= Jx0,k(t) ∩
{

x ′ ∈ R− j (lk+1)
α

( ⋃
j∈Ik+1

[ak+1, j , ak+1, j+1)

)
: h(R j (`k+1)

α x ′)= t (k + 1)
}

= Jx0,k(t) ∩ R− j (lk+1)
α

{
x ∈

⋃
j∈Ik+1

[ak+1, j , ak+1, j+1) : h(x)= t (k + 1)
})

= R− j (lk )
α

( ⋃
j∈It,k

I (k, j : t (k))
)
∩ R− j (lk+1)

α

( ⋃
j∈Ik+1

I (k + 1, j : t (k + 1))
)

= R− j (lk+1)
α

(( ⋃
j∈It,k

R j (lk+1)− j (lk )
α I (k, j : t (k))

)
∩

( ⋃
j∈Ik+1

I (k + 1, j : t (k + 1))
))

= R− j (lk+1)
α

( ⋃
j∈It,k+1

I (k + 1, j : t (k + 1))
)
.

That is, (3.12) holds for i = k + 1. Thus by induction, we obtain (3.12) holds for 1≤ i ≤ s.

Next,
mT(Jx0,1(t))=

1
2 mT(Jx0,1)≤

1
2 mT(Jx0)=

1
2δk .

We suppose
mT(Jx0,i (t))≤ (

1
2 )

iδk,

for some 1≤ i ≤ s − 1. Then

mT(Jx0,i+1(t))=



mT

(
R− j (li+1)
α

( ⋃
j∈It,i+1

[
ai+1, j ,

ai+1, j + ai+1, j+1

2

)))
if t (i + 1)= 0,

mT

(
R− j (li+1)
α

( ⋃
j∈It,i+1

[
ai+1, j + ai+1, j+1

2
, ai+1, j+1

)))
if t (i + 1)= 1.

By induction, we have

mT(Jx0,i+1(t))=
∑

j∈It,i+1

1
2
(ai+1, j+1 − ai+1, j )≤

1
2

∑
j ′∈It,i

(ai, j ′+1 − ai, j ′)

2

=
1
2

mT(Jx0,i (t))≤
(

1
2

)i+1

δk .

This implies mT(Jx0,s(t))≤ (
1
2 )

sδk .

4. The final construction: sub-exponential measure complexity
As in §2, we fix an irrational number α and an η ∈ (0, 1

100 ). Let Rα : T→ T, z 7→ z + α
be the irrational rotation of T by α. Let h be the function defined in §2.2. Then we set

T (x, y)= (x + α, y + 1
2 h(x))
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for (x, y) ∈ T2. The following result was first proved by Kočergin [8] (one can also
see Lindenstrauss [9, Theorem 3.1] for a more general setting): there exist a measurable
function p : T→ T and a continuous function h̃ : T→ T such that

h̃(x)= 1
2 h(x)+ p(x + α)− p(x)

for mT-almost every x ∈ T.
We now define a skew product T̃ : T2

→ T2 such that T̃ (x, y)= (x + α, y + h̃(x)) for
(x, y) ∈ T2.

THEOREM 4.1. (T2, BT2 , ρ̃, T̃ ) has sub-exponential measure complexity for any ρ̃ ∈
M(T2, T̃ ),

Proof. We follow the arguments in the proof of [5, Proposition 2.2]. Let ρ̃ ∈ M(T2, T̃ ).
Denote φ : (x, y)→ (x, y − p(x)) and ρ = π∗(ρ̃)= ρ̃ ◦ φ−1. It is not too hard to
see that ρ ∈ M(T2, T ) and φ : (T2, BT2 , ρ̃, T̃ )→ (T2, BT2 , ρ, T ) is a measure-theoretic
isomorphism.

We choose a Borel subset B of T such that mT(B)= 1, Rα(B)= B and

h̃(x)= 1
2 h(x)+ p(x + α)− p(x)

for any x ∈ B. Let Z̃ = Z = B × T. Then T̃ (Z̃)= Z̃ , T (Z)= Z , φ(Z̃)= Z and φ ◦
T̃ (z̃)= T ◦ φ(z̃) for all z̃ ∈ Z̃ .

Fix ε > 0. By Lusin’s theorem there exists a compact subset A of Z̃ such that ρ̃(A) >
1− (ε/4)2 and φ|A is a continuous function. Choose δ ∈ (0, ε/2) such that

√
2δ < (ε/6)

and
d(φ(z̃), φ(z̃′)) <

ε

3
for any z̃, z̃′ ∈ A with d(z̃, z̃′) <

√
2δ. (4.1)

Now we show that Sn(d, ρ̃, δ)≥ Sn(d, ρ, ε) for all n ∈ N.
Fix n ∈ N. For z̃ ∈ A, let E(z̃)= {i ≥ 0 : T̃ i z̃ ∈ A} and let

En =

{
z̃ ∈ A :

|E(z̃) ∩ [0, n − 1]|
n

≤ 1− ε/4
}
.

Note that∫
T2

|E(x) ∩ [0, n − 1]|
n

dρ̃(z̃)=
∫
T2

1
n

n−1∑
i=0

1A(T̃ i z̃) dρ̃(z̃)= ρ̃(A) > 1− (ε/4)2.

We have

(1− ε/4)ρ̃(En)+ 1− ρ̃(En)≥

∫
T2

|E(z̃) ∩ [0, n − 1]|
n

dρ̃(z̃) > 1− (ε/4)2

which implies that ρ̃(En) < ε/4.
For z̃, z̃′ ∈ A, if dn(z̃, z̃′)= (1/n)

∑n−1
i=0 d(T̃ i z̃, T̃ i z̃′) < 2δ then it is easy to see that

1
n

#{i ∈ [0, n − 1] : d(T̃ i z̃, T̃ i z̃′)≥
√

2δ}<
√

2δ,
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and so, for z̃, z̃′ ∈ A′ =: A \ En with dn(z̃, z̃′) < 2δ (note that ρ(A′) > 1− (ε/4)2 −
(ε/4) > 1− (ε/2)), one has

dn(φ(z̃), φ(z̃′))=
1
n

n−1∑
i=0

d(T iφ(z̃), T iφ(z̃′))=
1
n

n−1∑
i=0

d(φ(T̃ i z̃), φ(T̃ i z̃′))

≤
1
n
(#{i ∈ [0, n − 1] : d(T i z̃, T i z̃′)≥

√
2δ}

+
1
n

(
#{i ∈ [0, n − 1] : T̃ i z̃ 6∈ A or T̃ i z̃′ 6∈ A}

+
ε

3
#{i ∈ [0, n − 1] : d(T̃ i z̃, T̃ i z̃′) <

√
2δ}
)
(by (4.1))

≤
√

2δ +
ε

2
+
ε

3
< ε.

Pick z̃1, z̃2, . . . , z̃m ∈ T2 such that m = Sn(d, ρ̃, δ) and

ρ̃

( m⋃
i=1

Bdn
(z̃i , δ)

)
> 1− δ.

Let In = {r ∈ [1, m] : Bdn
(z̃r , δ) ∩ A′ 6= ∅}. For r ∈ In , we choose z̃n

r ∈ Bdn
(z̃r , δ) ∩ A′.

Then ⋃
r∈In

(Bdn
(z̃n

r , 2δ) ∩ A′)⊇
⋃
r∈In

(Bdn
(z̃r , δ) ∩ A′)=

( m⋃
i=1

Bdn
(z̃i , δ)

)
∩ A′.

Thus

ρ̃

( ⋃
r∈In

(Bdn
(z̃n

r , 2δ) ∩ A′)
)
≥ ρ̃

(( m⋃
i=1

Bdn
(z̃i , δ)

)
∩ A′

)
> 1− δ −

(
ε

4

)2

−
ε

4
> 1− ε.

Since dn(φ(z̃), φ(z̃′)) < ε for z̃, z̃′ ∈ A′ with dn(z̃, z̃′) < 2δ, one has

φ(Bdn
(z̃n

r , 2δ) ∩ A′)⊆ Bdn
(φ(z̃n

r ), ε)

for r ∈ In . Thus

ρ

( ⋃
r∈In

Bdn
(φ(z̃n

r ), ε)

)
≥ ρ

( ⋃
r∈In

φ(Bdn
(z̃n

r , 2δ) ∩ A′)
)

= ρ

(
φ

( ⋃
r∈In

Bdn
(z̃n

r , 2δ) ∩ A′
))

= ρ̃

( ⋃
r∈In

Bdn
(z̃n

r , 2δ) ∩ A′
)
> 1− ε.

Hence Sn(d, ρ, ε)≤ |In| ≤ m = Sn(d, ρ̃, δ). This implies

lim
ε→0

lim inf
n→∞

log Sn(d, ρ, ε)
nτ

≤ lim
δ→0

lim inf
n→∞

log Sn(d, ρ̃, δ)
nτ

for any 0< τ < 1. Moreover, by Proposition 3.1 we have

lim
ε→0

lim inf
n→∞

log Sn(d, ρ, ε)
nτ

=+∞,

https://doi.org/10.1017/etds.2018.57 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2018.57


A minimal distal map on the torus 973

for any 0< τ < 1. It follows that

lim
δ→0

lim inf
n→∞

log Sn(d, ρ̃, δ)
nτ

=+∞,

for any 0< τ < 1.
Finally, since (T2, T̃ ) is distal, the topological entropy of (T2, T̃ ) is zero [11]. This

implies

lim
δ→0

lim sup
n→∞

log Sn(d, ρ̃, δ)
n

= 0.

Hence, (T2, BT2 , ρ̃, T̃ ) has sub-exponential measure complexity. �

Remark 4.2. (1) In general, it is true that sub-exponential measure complexity is a
measure-theoretic invariant. One can see this by using the methods in [5]. (2) The
topological complexity of the system (T2, T̃h) is also sub-exponential, since the system
has zero topological entropy and the topological complexity is not less than the measure
complexity.

We have the following proposition related to skew product maps on T2.

PROPOSITION 4.3. If a skew product map W : T2
→ T2 over an irrational rotation on T

is not minimal then it is equicontinuous.

Proof. Let W : T2
→ T2 be a skew product map on T2 such that W (x, y)= (x + α, y +

k(x)) for any (x, y) ∈ T2, where α is irrational and k : T→ T is continuous.
Let Y be a minimal subset of (T2, W ). Then Y 6= T2. First, we consider that T acts on

T2 by Sh(x, y)= (x, y + h) for any h ∈ T. It is clear that Sh ◦W =W ◦ Sh for any h ∈ T.
Thus if h ∈ T, then Sh(Y ) is a minimal subset of T2 and Sh(Y )= Y or Sh(Y ) ∩ Y = ∅.

Let H = {h ∈ T : Sh(Y )= Y }. Then H is a non-empty closed subgroup of T. Moreover,
H 6= T since Y 6= T2. This implies that H is a finite subgroup, since a closed subgroup of
T is T or a finite group.

Next, for x ∈ T, put Y (x)= {y ∈ T : (x, y) ∈ Y }. Then Y (x) is a closed subset of T and

Y (x)− Y (x)= H.

In fact, for h ∈ H , one has Y (x)+ h = Y (x) since Sh(Y )= Y . Thus h ∈ Y (x)− Y (x)
when h ∈ H . Conversely, let h ∈ Y (x)− Y (x). Then h = y1 − y2 for some y1, y2 ∈ Y (x)
and so (x, y2) ∈ Sh(Y ) ∩ Y . This implies Sh(Y )= Y , that is, h ∈ H .

Combining the fact that Y (x)− Y (x)= H and the fact that H is a finite closed subgroup
of T, we know that Y (x) is a finite set and #Y (x)= #H .

Let π : Y → T be the projection π(x, y)= x for (x, y) ∈ Y . Then π : (Y, W )→

(T, Rα) is a factor map between two minimal systems. Since (T, Rα) is minimal
equicontinuous and π is a #H -to-1 extension, that is, #Y (x)= #H for any x ∈ T, one
has that (Y, W ) is also a minimal equicontinuous t.d.s. by [13, Theorem 2].

We now show that (T2, W ) is equicontinuous itself. Let ε > 0. By the
equicontinuity of (Y, W ), there is 0< δ1 < ε/4 such that if (x1, y1), (x2, y2) ∈ Y and
d((x1, y1), (x2, y2)) < δ1 then d(W n(x1, y1), W n(x2, y2)) < ε/2 for all n ∈ Z. It is clear
that π ′ : X→ 2H , x 7→ π−1(x) is continuous since π is a distal extension. This means
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that there is δ2 > 0 such that if ‖x1 − x2‖< δ2 then dH (π
′(x1), π

′(x2)) < δ1, where dH is
the Hausdorff distance. Let δ =min{δ1, δ2}.

Assume that d((x1, y1), (x2, y2)) < δ. There is h ∈ T such that (x1, y1 − h) ∈ Y . This
implies that there is y∗2 ∈ T such that (x2, y∗2 − h) ∈ Y and ‖(y1 − h)− (y∗2 − h)‖< δ1,
since ‖x1 − x2‖< δ2. Thus, d((x1, y1 − h), (x2, y∗2 − h)) < δ1. Then, for any n ∈ Z,

d(W n(x1, y1), W n(x2, y2))

= d(W n(x1, y1 − h), W n(x2, y2 − h))

≤ d(W n(x1, y1 − h), W n(x2, y∗2 − h))+ d(W n(x2, y∗2 − h), W n(x2, y2 − h))

< ε/2+ 2δ1 < ε.

We conclude that (T2, W ) is equicontinuous. �

As a corollary we have the following statement.

COROLLARY 4.4. (T2, T̃ ) is a minimal distal system with sub-exponential measure
complexity for any invariant measure in M(T2, T̃ ).

Proof. The corollary follows by the fact that any equicontinuous t.d.s. has bounded
complexity. �
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