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Introduction
Climate change threatens human health and well-
being, creating escalating challenges for public health 
institutions through its direct and indirect threats to 
population health and widening of health inequities. 
Without appropriate mitigation, the World Health 
Organization (WHO) projects that 250,000 deaths 
will occur globally every year from 2030 to 2050 due 
to hazards including climate-related heat exposure, 
the spread of infectious disease, coastal flooding, and 
malnutrition.1 More will suffer from various morbidi-
ties during that time. Public health agencies at every 
level of government will be responsible for building 
robust health resilience and adapting to the hazards 
of a changing climate. Yet, adaptation efforts may suf-
fer from barriers such as insufficient resources or com-
prehension of the systemic and community-specific 
health impacts of climate change. 

Amid this mounting crisis, “precision” public health 
(PPH) is emerging among next generation approaches 
to public health practice.2 These novel methods prom-
ise to augment public health operations by using ever 
larger and more robust health datasets combined 
with new tools for collecting and analyzing data. In 
a changing climate, PPH approaches could support 
or optimize public health surveillance, distribution 
of services and resources, and resiliency and emer-
gency preparedness. Yet, the nebulous concept of PPH 
remains difficult to define and experts contest what 
it should prioritize. Even if technical and definitional 
obstacles could be removed, focusing on precision and 
emphasizing technological solutions present their 
own challenges that could undermine the effective-
ness or legitimacy of public health interventions on 
climate change.

This article will begin by reviewing the systemic 
health threats posed by climate change and the poten-
tial value of big data-based strategies. The concept 
of PPH and its potential uses for climate change will 
then be discussed. Finally, the article will anticipate 
potential legal and ethical challenges to the use of 
PPH in the climate response and argues that a health 
justice perspective can promote more responsible 
PPH implementation. 

Systemic Threats, Scarce Resources
Climate change poses largely systemic health hazards. 
These systemic threats gradually and globally make 

Walter G. Johnson, J.D. M.S.T.P., is a research fellow at the 
Sandra Day O’Connor College of Law, Arizona State Univer-
sity. He received a J.D. from the Sandra Day O’Connor College 
of Law in 2020 and a Master of Science and Technology Policy 
(M.S.T.P.) from Arizona State University in 2017.

https://doi.org/10.1177/1073110520979374 Published online by Cambridge University Press

https://doi.org/10.1177/1073110520979374


682	 journal of law, medicine & ethics

SYMPOSIUM

The Journal of Law, Medicine & Ethics, 48 (2020): 681-693. © 2020 The Author(s)

the world’s many environments more dangerous to 
live in and increase social and psychological stress on 
its inhabitants. Haines and Ebi identify four primary 
drivers of climate-related health hazards: air pollut-
ants, rising temperature, rising sea levels, and increas-
ing extreme weather events.3 

These mechanisms create various public health 
risks.4 Exposure to extreme temperatures and air pol-
lution as a result of climate change can adversely affect 
cardiovascular, respiratory, and mortality outcomes.5 
A warming climate will expand the habitats of disease-

bearing vectors such as mosquitos and promote grow-
ing conditions for food- and water-borne pathogens.6 
Changing weather patterns will gradually inflame the 
severity of droughts, food insecurity, sea level rise, 
floods, and landslides, displacing entire communities 
and destroying resources.7 Extreme weather events 
such as fires and hurricanes also become more likely, 
causing acute damage and psychosocial stressors and 
potentially leading to social unrest that could under-
mine human security by driving political instability, 
forced migration, or violence. 

The climate crisis will impose these systemic health 
burdens unevenly, often falling hardest on the most 
vulnerable populations in low- and middle-income 
countries (LMICs). In identifying vulnerable popula-
tions, the WHO lists children and elderly populations; 
people with pre-existing health issues; those living in 
coastal, mountainous, or polar environments or dense 
urban areas; and those living in regions with “weak 
health infrastructure.”8 Migrants represent another 
vulnerable group and face compounding hardships 
including insufficient access to services and relegation 
to living in higher-risk areas when they reach a desti-
nation.9 Within populations, climate-related threats 
will likely cause the greatest harm to marginalized 
groups, including racial and ethnic minorities and low 
socioeconomic status individuals.

These systemic, insidious health threats demand 
robust responses from public health agencies and non-
state actors. Wiley argues the diffuse and incremental 
health hazards of climate change require a shift from 

preparedness towards resilience in public health law 
and policy.10 Ultimately, building effective resilience to 
complex climate threats will involve multiple public 
health instruments deployed in concert by state and 
nonstate actors in furtherance of the ten essential 
public health services, such as surveillance, prepared-
ness, and adaptation of the built environment.11

Successfully deploying many of these instruments 
to build health resilience will rely heavily on data and 
require substantial public and private resources. The 
WHO points to multiple roles and types of model-

ing, assessment, and surveillance required for cli-
mate responses.12 These include climate modeling for 
early warning of extreme weather events, monitor-
ing dynamic environmental determinants of health 
such as air and water quality, surveillance of climate-
related infectious disease, tracking morbidity and 
mortality, and determining the vulnerability of and 
risks for individual communities. Such data-intensive 
tools will also require appropriate health communica-
tion to ensure that policymakers and affected commu-
nities can make informed decisions about preparing 
and responding to climate-related hazards. 

Data informing decision-making about where to 
distribute resources and support health services will 
also play critical roles in responding to climate change 
in the most effective way, with the fewest errors, and at 
the lowest cost.13 Emergency preparedness will remain 
critical for responding to climate-related extreme 
weather events and disease outbreaks, and can call on 
traditional public health tools such as social distancing 
measures and epidemiology. Beyond traditional emer-
gency preparedness tools, adaptation of infrastructure 
and the built environment to the needs of specific com-
munities will also be necessary to manage risk.14 Infor-
mation on the health impacts of climate change in real-
time may provide a foundation for considering policy 
options, coordinating responses, assessing the inter-
sections of environmental and social determinants of 
health, or evaluating interventions deployed.15 These 
data can then enable public health interventions to be 
refined for greater effectiveness and efficiency. 

The COVID-19 pandemic has illustrated how a confluence of factors  
such as structural racism, disagreement over whether and how to use digital 

contact tracing, and misalignments between the interests of for-profit 
technology firms and the public health can complicate and problematize  

the implementation of digital technologies to serve the public health.
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Notably, however, even though data-driven deci-
sions may reduce costs in the long term, LMICs may 
lack the initial resources necessary to adopt these tools 
and techniques that could benefit the highly vulner-
able groups there. Nor will using big data offer a pana-
cea. The COVID-19 pandemic has illustrated how a 
confluence of factors such as structural racism, dis-
agreement over whether and how to use digital con-
tact tracing, and misalignments between the interests 
of for-profit technology firms and the public health 
can complicate and problematize the implementation 
of digital technologies to serve the public health.16

Precision Public Health 
Amid the systemic challenges to public health incited 
by climate change and the need for more and higher 
quality data, scholars and policymakers have begun 
discussing new and bold strategies for more “precise” 
public and global health.17 The growing interest in 
precision public health (PPH) interventions may soon 
capture the attention of climate-driven public health 
decision-makers seeking improved use of data. 

The concept of PPH is new and remains contested, 
in both its definition and its application.18 Broadly 
construed, PPH seeks to improve current public 
health practices and capacities by infusing them with 
emerging science and technologies. The term itself 
has begun to collect hype with substantial PPH proj-

ects recently announced by the Bill and Melinda Gates 
Foundation and the Rockefeller Foundation. How-
ever, PPH can mean different policies and measures 
to different audiences. Despite heightened interest in 
the last four to five years, plans for how PPH should 
achieve its broader goals and its underlying rationale 
remain imprecise. The PPH discourse has given rise 
to two similar but distinct ideologies backing the con-
cept, and Figure I aims to distinguish the two. 

The first model focuses on applying ideas from 
precision medicine to population health. In preci-
sion medicine, physicians integrate insights from an 
individual’s genomics with their symptoms, behav-
iors, and environment to generate tailored treatment 
plans. The discipline of “public health genomics” aims 
to convert this precision medicine approach into pop-
ulation-level strategies, and gave rise to the earlier 
depictions of PPH.19 Officials at the Western Austra-
lian Department of Health and US Centers for Disease 
Control and Prevention both pushed the expansion 
of public health genomics into a broader concept of 
PPH.20 As an outcrop of precision medicine, this first 
model would describe PPH as providing “the right 
intervention at the right time, every time to the right 
population.”21 

Encoded in this definition and its roots in precision 
medicine is the promise of extrapolating insights about 
prevention and population health from new informa-

Figure 1
Two Models of Precision Public/Population Health
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tion about individuals’ health and interventions on indi-
viduals.22 The US All of Us program and UK 100,000 
Genomes Project, and several translational medical 
programs which proceeded them,23 embody this vision 
of PPH by asserting that population wellbeing can be 
increased by learning more about the health of indi-
viduals through genomic, clinical, and behavioral data. 
While this first vision of PPH does seek to draw on 
human genomic information, its advocates describe a 
broader focus on big data and an emphasis on preven-
tion by methods such as surveillance using pathogen 
genomics or electronic health records (EHR).24 The 
interest in using EHR during the COVID-19 pandemic 
illustrates this first model through its assumption that 
data on individuals can scale up to provide information 
on which groups have the greatest vulnerabilities and 
require the most assistance.25

Critics of this first concept of PPH have expressed 
concern that scaling up insights about individuals’ 
treatment and disease vulnerability will inevitably 
miss the social structures in which individuals exist.26 
Part of the problem arises from the reality that most 
genomic data available for analysis comes from popu-
lations of European descent, potentially exacerbating 
health inequities by providing low quality analysis for 
communities of color which may lead to under- or 
over- diagnosis or treatment. Proponents of precision 
medicine based PPH call for data collection on social 
and environmental determinants of health, while 
retaining a strong interest in genomics.27 However, 
genomic myopia in methods could potentially result 
in overlooking non-genomic determinants of health 
and downgrade ongoing, successful public health 
efforts to address these roots of health.28 

The second model specifically declines to use pre-
cision medicine as a starting point for defining PPH. 
Indeed, the most recognized definition of this second 
variant of PPH came from an article responding to 
critics of the first model, describing PPH as using “the 
best available data to target more effectively and effi-
ciently interventions … to those most in need.”29 

This second vision of PPH emphasizes using big data 
beyond genomics, data science, and related technolog-
ical tools to analyze health outcomes for the smallest 
subpopulations possible under those methodologies. 
Proponents argue that rapidly collecting more precise 
data on populations and using powerful data analysis 
tools will enable public health officials to allocate scare 
resources more efficiently, thereby resolving problems 
more effectively.30 The promise of methods such as 
geospatial modeling and artificial intelligence (AI), in 
combination with data collection from novel sources 
such as smartphones, internet of things (IoT), and 
smart infrastructure, buttress this vision. Prioritizing 

big data and data science also creates an emphasis on 
data sharing and interoperability within the vision.31 
For this second model, genomic data can play a role 
but is deemphasized relative to proponents of the first 
vision of PPH. Recent studies have deployed this ver-
sion of PPH by creating high resolution maps of child 
mortality in LMICs.32 By combining and processing 
vast amounts of health and location data with geo-
statistical modeling tools, the researchers could map 
mortality rates to 5 km x 5 km zones, instead of at the 
country-level. 

Criticisms of this second model of PPH have focused 
more on the reality that these new methods merely 
bolster traditional public health functions, suggesting 
that the moniker “precision” is redundant in public 
health practice and risks overhyping tools with inevi-
table limitations.33 This criticism manifested during 
the COVID-19 pandemic with debates over whether 
to use digital contact tracing, which epitomizes this 
second model of PPH in its top-down approach of 
parsing larger populations for relevant subpopula-
tions, or to proceed with more traditional methods of 
contact tracing which do not directly rely on private 
technology firms and geolocation data from mobile 
phones. Commentators noted public health agencies 
have established methods of providing contact trac-
ing, which still act on the individual level without 
raising data privacy concerns and using rapidly devel-
oped tools which may have technical errors or issues.34 
While empirical data will be needed to assess whether 
digital contact tracing may have increased the effec-
tiveness of pandemic responses, this example demon-
strates both that precision tools often merely augment 
existing methods rather than creating new ones and 
that using digital technologies because of their “preci-
sion” can be contested when other public health meth-
ods exist which still operate on subpopulations or 
individuals. Yet, lessons from other emerging technol-
ogies suggests that appealing catch-all terms, such as 
“nanotechnology,” help aggregate policy conversations 
and additional funding for multidisciplinary spaces.35 
The term PPH may therefore come to act as more of 
an organizational principle to capture existing policy 
tools and prove durable in the coming years, despite 
the contestability of viewing digital technologies as 
inherently precise or more precise than other tools. 

Overall, both narratives of PPH may support simi-
lar projects and espouse the use of new technologies 
in public health, though they carry different underly-
ing assumptions and values. These can be divided into 
three core differences: (1) the rationale behind the 
approach, (2) how subpopulations are conceived, and 
(3) how to use data. 
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First, the two models adopt different approaches to 
PPH, where the first vision aims to begin with indi-
viduals and build up to insights about subpopulations 
while the second strives to begin with populations 
and narrow down progressively smaller subpopula-
tions within the larger group. Second, the first vision 
of PPH defines populations as a group with the same 
disease or disease vulnerability, whereas the second 
model views populations as geographic entities dis-
tinct from larger political jurisdictions. 

Third, both visions rely on emerging technologies 
for data collection and analysis but with slightly dif-
ferent scopes. The first model of PPH places greater 
value on research and identifying new routes for pre-
vention through genomic and other types of investi-
gation, whereas the second model instead places less 
emphasis on knowledge creation and stresses opti-
mizing the use of available tools and best practices to 
address widespread public health issues. Additionally, 
while both concepts originate in Western countries, 
the precision medicine based PPH model grew out of 
use cases in industrialized countries while the second 
PPH model has been more grounded in applications 
in LMICs and global health.

Opportunities for PPH in Climate Change
The concept of PPH has multiple potential benefits 
and opportunities for use in augmenting the public 
health response to climate change. Various emerging 
technologies and tools have begun to create oppor-
tunities to use big datasets in public health practice, 
which may be necessary for responding to the sys-
temic, insidious threats of climate change. Already, 
the idea of infusing “precision” into climate-related 
public health approaches has entered the academic 
literature.36 

PPH in climate responses could draw on new data 
sources, collection and aggregation methods, and 
analytical tools to bolster improved health resilience 
through preparedness and adaptation. First, new data 
sources such as social media posts, electronic medi-
cal records, and mobile health (mHealth) devices may 
prompt insights into location-specific morbidity from 
climate-driven outbreaks, heat waves, food scarcity, 
or social unrest. Falling prices of genomic sequenc-
ing techniques could also boost efforts to determine 
the origin or epicenter of an outbreak, especially as 
a warming climate permits greater vector travel and 
pathogen proliferation. 

Second, emerging methods of collecting data, from 
social media scraping to IoT sensor networks, offer 
methods of collecting data and aggregating multiple 
types of data for novel insights. Collecting mortality 
and morbidity data with geolocation-enabled mobile 

phones could offer more accurate and swift informa-
tion on where climate-related harms occur and where 
interventions could be targeted.37 Already, some local-
ities such as Chicago have installed IoT sensor net-
works to measure spatial differences in air pollution.38 
Officials at the US National Institute of standards and 
Technology have suggested embedding a diffuse sensor 
network to measure sea level rise and flooding at tight 
intervals along coastal regions.39 Distributed sensor 
networks deployed in coastal regions and small island 
states could prompt improved models, identify time-
frames for decision-making, and determine the most 
vulnerable communities for intervention. Distributed 
ledger technologies including blockchain could boost 
the security and reliability of climate-related public 
health data collected and allow for related data to be 
more readily linked and traced.40

Third, using new data sources and collection meth-
ods, analytical tools such as geospatial mapping and AI  
can assist in processing data, modeling, and decision-
making around the health impacts of climate change 
and assessing interventions deployed. For instance, 
AI systems played a role in early detection and moni-
toring of the COVID-19 pandemic by incorporating 
various data sources, including scouring social media 
posts for depictions of illness and symptomatology 
clustered in geographic proximity.41 Similar tools could 
potentially monitor for outbreaks of vector-, food-, or 
water-borne disease. AI may also enable modeling, 
predicting, and preparing for extreme weather events 
and their likely impacts on specific localities.42

Given the systemic scope of the public and global 
health challenges posed by climate change, the first 
vision of PPH grounded in precision medicine will not 
likely offer an appropriate strategy in the near future. 
The precision medicine based approach of extrapolat-
ing insights from individuals will likely break down if 
taken to the global level, as the sheer scale of varia-
tions between individuals, in their environmental and 
social settings, will likely render this approach prohib-
itively costly and time consuming. Further, too little 
genomic data on populations outside of developed 
countries appears to be available to make appropriate 
use of genomic insights at the global level. The pro-
spective value of human genomic insights for adapt-
ing to climate change in the near- to mid-term term is 
similarly limited. These “individual-up” approaches to 
climate PPH may instead be most effective when com-
bined with other individual-centric public health ini-
tiatives such community-based participatory research 
or citizen science, though difficulties may remain in 
generalizing these data to the national or global levels.

Instead, the second, more data science driven model 
of PPH fits better with climate applications. Using 
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any type of data, rather than looking first to human 
genomics, should enable PPH interventions to be 
deployed globally, not solely in high-income nations. 
The view of populations on which to intervene as geo-
graphic communities also suits climate change well, 
as hazards from heat waves, rising sea levels, and viral 
vectors will depend strongly on location and geogra-
phy (though higher resolution climate models may 
also be needed43). The even newer idea of “precision” 
global health (PGH) is more consistent with the sec-
ond vision of PPH and climate-related applications 
more generally, as PGH emphasizes characterizing 
and intervening on health determinants and dispari-
ties in precisely drawn locations across the globe.44

Multiple technical barriers remain before these 
tools can be fully appreciated, such as improving the 
capacities of AI and better understanding how digi-
tal data can model human behavior and behavioral 
change.45 Further, data sources from laypersons such 
as social media posts and search terms will need to be 
carefully assessed and processed, as these data may 
report sign, symptom, and disease terms incorrectly 
or interchangeably. Learning lessons from missteps 
with resources such as Google Flu Trends will require 
carefully interrogating datasets and the structure 
and outputs of data processing tools to avoid over- or 
under-estimations based on faulty assumptions or 
meaningless patterns.46 Yet, overall, adopting PPH and 
PGH strategies for addressing climate change offers 
the possibility of matching systemic hazards with 
broad-based, evidence-based responses. Whether by 

better prediction and preparedness for greater effec-
tiveness, coordinating services for increased efficiency, 
targeting interventions to reduce liberty infringe-
ments, or automating some public health tasks to free 
up scare resources, PPH strategies could have promis-
ing benefits in the climate context. 

Ethical and Legal Challenges for PPH in 
Climate Responses
Advocates of the models of PPH (and PGH) presented 
above appear to assume that infusing public health 
with “precision” would inherently lead to better inter-
ventions in any public health arena, including climate 
change. Within this narrative, the opportunities of 
PPH may soon appeal to practitioners and policymak-
ers seeking robust answers to the systemic challenges 
imposed by the changing climate. However, whether 
adopting PPH strategies in the climate context will 
improve public health outcomes is uncertain and 
presents both empirical and normative questions. The 
empirical question cannot be answered at this time, 
but the normative dimension requires asking whether 
precision will likely further the core goals of public 
health for addressing climate-related threats and, if 
so, for whom?

By emphasizing data and efficiency, PPH strategies 
may create opportunities but could also pose ethical 
and legal challenges or corrode the core purposes of 
public health policy. Pragmatic issues of implemen-
tation also arise, especially in LMICs where climate 
vulnerabilities are highest while digital resources and 

Figure 2
Opportunities and Challenges for PPH in Climate Change
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infrastructure with which to collect data are sparser. 
These potential pitfalls are discussed below in the 
emerging data sources, collection methods, and pro-
cessing tools PPH strategies would promote in climate 
responses, reflected in Figure II. 

Data Sources and Social Determinants of Health
PPH strategies would use data to define subpopula-
tions to draw insights on how to deploy public health 
measures to efficiently build resilience to climate 
change. Yet, how to define a population for public 
health purposes is a contested process that reflects 
human values, which data science may obscure but 
will not eliminate. Parmet illustrates that “popula-
tions” are always constructed and can indicate differ-
ent things to different people, noting the tight connec-
tion between population health and socioeconomic 
status and systems.47 

Defining subpopulations based primarily on the 
types of data of interest for PPH risks painting over 
the social determinants of health. Myriad social deter-
minants exist within highly complex systems, which 
vary by region and culture, and may prove recalcitrant 
to attempts at quantifying its effects in an algorith-
mic model of a large health dataset. When failing to 
accurately measure or correctly quantify social, eco-
nomic, or cultural phenomena, and their complex 
intersections with health, PPH approaches can lead 
to uninformed or underinformed population health 
decisions.48 Such decisions based on incomplete or 
inaccurate data may harm marginalized communi-
ties most by underreacting to a public health hazard 
or providing an intervention for a perceived problem, 
described by datasets, which poorly reflects the real 
health issues experienced by communities. 

For example, many PPH proponents have raised 
interest in using smartphones or wearables as data 
sources to obtain information on location and health 
outcomes, especially in low-income countries where 
fewer data sources are available. However, particu-
larly in low-income countries, men have access to and 
use mobile phones and the internet at higher rates 
than do women.49 Similarly, the COVID-19 pandemic 
raised interest in high-income countries of using data 
from IoT sources such as thermometers with inter-
net connectivity or smartphone geolocation tracking 
to monitor local infection rates. Yet collecting data 
and constructing subpopulations through smart ther-
mometers, watches, or phones raises concerns about 
who has access to these devices and what structural 
conditions have resulted in the digital divide.50 

Effectiveness or equity issues in the response to cli-
mate change could therefore result if PPH data sourc-
ing fails to account for digital disparities and under-

lying social inequities, such as structural racism in 
the US and the perilous ways it pervades health care 
and health data.51 When decision-makers have an 
insufficient understanding of the health struggles of 
less visible communities, public health interventions 
can overlook these marginalized groups, especially in 
times of crisis.52 Women, children, migrants, and peo-
ple experiencing homelessness are already vulnerable 
groups in a changing climate,53 so PPH climate strat-
egies that cannot account for their underrepresenta-
tion in datasets may underserve or entirely miss the 
needs of such subpopulations. Poorly designed PPH 
datasets could therefore result in fewer public health 
resources going to the groups most vulnerable to cli-
mate change. Decisions about what to measure, how 
to quantify social phenomenon, and what data to use, 
all become critical determinations of whether PPH 
strategies will be effective, and for whom, in the cli-
mate response. 

Data Collection, Processing, and Privacy 
PPH approaches would aim to efficiently tailor cli-
mate responses by collecting and aggregating many 
types of data on population health and climate indi-
cators to discern the relative need of interventions.54 
While these methods could provide powerful insights 
on subpopulations, they also raise data privacy and 
security concerns. 

Privacy harms can arise when irresponsible data col-
lection, processing, or disclosure exposes individuals 
to various injuries including anxiety, discrimination, 
or exploitation.55 For example, organizations such 
as Amnesty International have raised concerns that 
expanded digital surveillance during COVID-19 could 
lead to increased human rights violations by govern-
ments and private actors.56 Proper data protection is 
therefore critical to successful public health practice, 
since individuals could resist undergoing diagnostics, 
treatment, or research or provide false or only partial 
information should they fear privacy harms.57 Public 
health agencies that cannot deliver on privacy pro-
tections for the populations whose data they use may 
suffer public distrust and lose perceived legitimacy, 
potentially undermining the interventions that could 
aid those populations. 

In the setting of climate change, poor privacy prac-
tices could thwart the potential benefits of PPH in 
addressing systemic health threats. For instance, 
aggregating many varieties of data may allow new 
and more nuanced insights about how climate change 
affects health. However, aggregation can also reveal or 
predict highly sensitive information about individu-
als, possibly including sexual orientation, immigra-
tion status, or substance use.58 These extra insights 
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heighten the costs of secondary use, where data is used 
for non-public health purposes such as law enforce-
ment.59 Should public health datasets be shared with 
private sector actors like Google or Apple, second-
ary use concerns will also follow.60 Big data methods 
increase the risk of reidentifying individuals and data-
sets may become the targets of cyberattacks, raising 
issues of how to adequately secure and anonymize 
health and climate data. New technologies such as AI 
complicate these privacy and security issues further 
by enhancing the power of data collection and aggre-
gation — and through bias concerns described below 
— though emerging privacy-enhancing technologies 
including “differential privacy” also show promise for 
safeguarding data and its use.61

Regulatory norms around data privacy vary heav-
ily across jurisdictions, but generally provide some 
degree of exception to public health agencies.62 Public 
health institutions may instead need to develop robust 
best practices regarding big data to fulfill ethical or 
statutory duties to protect privacy.63 Private entities 
collecting or processing climate-related public health 
data could pose legal issues as well, especially under 
more rigorous regulatory regimes. Yet, in jurisdictions 
such as the US, many new types of health-related 
data collected with IoT sensors, mHealth devices, and 
social media have uncertain legal and regulatory sta-
tus when captured by private actors.64

Data Processing and Algorithmic Bias
Building on data sourcing and collection issues, PPH 
methods could also provide a platform for algorithmic 
bias to enter the public health processes for adapting 
to climate change. Many AI algorithms learn to per-
form various functions by parsing data in search of 
patterns, which the AI can then use to interpret and 
make decisions about new data it encounters.65 How-
ever, AI platforms do not understand broader con-
cepts such as health or social systems and generally 
cannot explain what factors or patterns they used to 
make a decision, described as the “black box” prob-
lem. If the datasets AI tools learn from reflect human 
biases against marginalized groups, such as racial 
and sexual minorities, the algorithm may incorporate 
that prejudice without readily explaining so to human 
observers.66 Accounting for existing biases in the data 
AI learn from is a challenging process and even efforts 
to correct for biases in underlying data can exacer-
bate or confound algorithmic bias if not carefully and 
thoughtfully implemented.67

When AI platforms learn from population health 
data that do not represent its target population or do 
not account for social and structural issues, these algo-
rithms can propagate human biases against under-

served populations.68 For example, a recent study of 
a proprietary AI platform used in US hospitals found 
that using the algorithm resulted in up to 46 percent 
of Black patients receiving less medical attention 
than white patients with similar health needs.69 The 
algorithm used health care expenses as a heuristic for 
health outcomes, but failed to recognize that the US 
health industry systematically spends fewer resources 
on Black patients due to implicit or overt individual 
and structural biases. Accordingly, the algorithm rec-
ommended that Black patients who needed greater 
medical attention receive only as much care as their 
comparatively healthier white counterparts.70 

Adopting a PPH strategy for climate hazards could 
similarly contribute to inequitable outcomes. If public 
health officials use AI to assist in decisions about what 
communities are in the greatest need of climate adap-
tation measures, algorithms driven by biased data 
could widen resilience gaps rather than close them. By 
basing decisions or recommendations, at least in part, 
on incomplete or unrepresentative datasets and fac-
tors such as the extent of resources communities have 
received in the past, AI could amplify inequities pro-
duced by climate change by diverting resources away 
from marginalized communities. Through such “digi-
tal redlining,” biased emergency preparedness and 
response efforts could leave already vulnerable com-
munities more exposed to extreme weather events or 
outbreaks of climate-related infectious disease.71

Public health agencies relying on potentially biased 
algorithms for climate adaptation efforts could trig-
ger legal challenges as well as ethical and governance 
issues. Constitutional and human rights norms includ-
ing due process, nondiscrimination, data privacy, and 
effective remedies each provide some grounds for 
objection to algorithms making decisions about pub-
lic benefits, such as public health.72 Liability for pub-
lic health agencies could also arise should biased AI 
platforms make decisions on behalf of agencies which 
lead to inequitable outcomes. However, in practice, 
governments have been slow to respond to these con-
cerns and the limited litigation on these norms has 
struggled to make significant impacts.73 Statutory and 
regulatory privacy or civil rights protections could 
also be engaged, with results likely varying across 
jurisdictions.

Health Justice as a Guide for PPH Climate 
Responses
As an emerging strategy, PPH presents both opportu-
nities and challenges. If PPH can deliver significant 
communal benefits, then these challenges alone may 
not provide sufficient reason to categorically prohibit 
precision climate responses.74 However, social justice 
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and good governance principles demand attention 
to health inequities in any current or proposed pub-
lic health policy. Avoiding challenges identified above 
may also prevent potential legal challenges to PPH 
interventions, enabling swifter implementation. Justi-
fying the use of PPH tools in the climate response will 
require anticipating disparities before they occur and 
modifying the design of proposed PPH interventions 
to mitigate such disparities.

Health justice offers a promising framework for 
guiding more equitable uses of PPH for responding to 
climate-driven health hazards. The concept of health 
justice embodies both a theoretical and pragmatic ori-
entation towards equitably promoting health for all 
through understanding health as a product of myriad 
factors outside individuals’ control.75 Wiley describes 
health justice as a lens for critically evaluating (1) how 
various social determinants of health will mediate 
public health interventions, (2) how systemic biases 
and structural barriers necessitate collective respon-
sibility for public health, and (3) how to encourage 
meaningful community participation in designing and 
deploying interventions.76 In previous work, health 
justice has been used to diagnose health inequities in 
existing systems, primarily in the US, and prescribe 
solutions.77 

The recent advent of health justice builds on lessons 
learned from environmental justice and complements 
other social justice frameworks applicable to the health 
hazards of a changing climate, most notably climate 
justice. Various conceptualizations of climate justice 
stress a rights-based approach to ensuring multigen-
erational wellbeing, development rights for LMICs, 
accountability for historic contributors, and equity in 
efforts to transition towards a more sustainable global 
economy.78 This article emphasizes a health justice 
approach to center the health consequences of cli-
mate change and identify potential solutions trained 
on health, rather than climate justice’s broader focus 
on development and sustainable economies. However, 
the climate justice tenants of multigenerational well-
being and equitable treatment of LMICs must aug-
ment any health justice approach applied to climate 
change, especially as development and economic sta-
bility are intimately linked with health. Gostin calls 
for a more global health justice to animate global 
governance, one which declares that “human health 
is a globally shared responsibility, reflecting common 
risks and vulnerabilities — an obligation of health jus-
tice that demands a fair contribution from everyone.”79 
Health justice for climate change and its systemic 
risks will require characterizing social determinants 
of health, collective responsibility, and participatory 

action as concepts which extend beyond any one gen-
eration or jurisdiction. 

Here, Wiley’s three elements of health justice can 
help anticipate how PPH could most likely create or 
worsen health inequities in the future and illuminate 
opportunities for mitigating inequitable outcomes. 
This method is used below to identify two examples of 
how health justice can guide more responsible PPH in 
climate responses.

Representation in Data as a Determinant of Health
With the advent of precision climate interventions, 
the capacity to contribute to and be reflected in public 
health datasets will become a determinant of health 
alongside access to health care. As discussed above, 
decisions on how to collect data and what to measure 
can have deep significance for who is represented 
in the resulting datasets, in turn controlling whose 
needs will become visible targets for interventions 
and whether that visibility reflects the actual level of 
need.80 

Accordingly, public health officials collecting and 
aggregating PPH data for climate responses must con-
sider how access to the internet, a mobile phone, or an 
IoT device will result in underrepresentation, and for 
whom, and either modify data collection or data inter-
pretation methods accordingly. Deploying health in 
all policies (HiAP)81 could support better representa-
tion in PPH data by coordinating various government 
actors to close the digital divide and consider these 
and other social factors when collecting data with 
potential relevance to PPH. Especially at the regional, 
supranational, and global levels, policymakers should 
recall historic and structural barriers to accessing dig-
ital infrastructure and ensure LMICs receive needed 
support in implementing best practices in PPH. 

Ensuring representative samples in climate-health 
datasets will also require securing the public’s trust, 
especially marginalized groups, that their data will 
not be used to harm them or their communities. PPH 
projects may build legitimacy by engaging with local 
communities to identify their privacy concerns and 
striving to include underrepresented groups in the 
intervention design process. Notably, the timescale of 
climate change will require public officials to regularly 
engage with communities to build trust and capacity 
over time and across generations. Strong and trans-
parent privacy controls on PPH endeavors could con-
tribute to building trust by collecting no more data 
than is needed and notifying the public on all intended 
uses for particular types of data, and what entities will 
have access to the datasets.82 Adopting a collective 
responsibility mentality requires realizing that plac-
ing the onus of privacy protections on individuals, 
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such as through opt in or out tools, will never be suf-
ficient to engender trust because of the limited power 
and options individuals have over their data.83 

Health justice encourages looking beyond solely 
access to health care as a determinant of health, 
though universal and affordable care remains criti-
cal to health justice and a robust climate response.84 
Further, universal health care offers potential benefits 
for more equitable PPH, as potential data sources 
such as medical records will become more inclusive 
when underrepresented groups gain improved access 
to health services. Pushing towards robust universal 
health care remains a challenging feat for any state 

and may require considerable structural reform in 
arenas beyond health, including finance and intellec-
tual property.85 Strategies to wield or construct consti-
tutional and human rights to health care and public 
health services may contribute to these efforts.86

Collective Responsibility, Participatory Action for 
Algorithmic Bias
Algorithmic bias is a result of not only systemic under-
representation, but misrepresentation in datasets, 
developer biases, and failure to account for social and 
environmental determinants of health during data 
processing. Black box problems obscure which data 
and factors AI rely on to make decisions, which can 
conceal bias in datasets and data collection methods. 
Further, many algorithms procured for public uses, 
such as for recommendations on criminal sentencing, 
have involved proprietary software or datasets which 
can deny individuals an explanation of their out-
comes.87 Mitigating these issues of algorithmic bias in 
any proposed PPH climate tool extends beyond any 
individual or group’s capacity to change their behav-
iors, instead militating a collective responsibility and 
participatory approach.

To fulfill health justice’s call for collective respon-
sibility, public health agencies can strive to promote 
explainability in algorithms for PPH climate interven-

tions. Technical efforts to render AI more explainable 
or interpretable hold promise for probing an algo-
rithm’s otherwise opaque reasoning.88 For climate 
PPH purposes, officials can consider emerging options 
and best practices which may include using algorithms 
designed to be “inherently interpretable” or calling on 
methods to break down the decision-making steps 
which occur within an AI’s black box.89 Using more 
explainable AI for PPH purposes could assist officials 
in detecting whether an algorithm uses biased data or 
discriminatory assumptions arising from data, allow-
ing them to better evaluate AI output and improve 
the algorithms. Full explainability in AI remains an 

aspirational and contestable goal,90 but public health 
agencies should prioritize developing or procuring AI 
crafted with explainability or interpretability as core 
goals. Public health agencies should also avoid procur-
ing and using proprietary software for PPH interven-
tions, as proprietary software will frustrate efforts to 
review AI platforms for bias and could undercut pub-
lic trust in climate resilience efforts. 

Health justice’s call for community participation 
would also support taking affirmative measures to 
include community members in the PPH product 
development and assessment processes, in addition 
to including public health officials with an under-
standing of how technological tools and community 
participation both affect public health interventions. 
A majority of professionals working on AI and other 
emerging digital technologies are white, male, and 
from wealthy backgrounds.91 This paucity of experi-
ences may increase the risk of bias or inaccuracy in 
PPH tools through systemically neglecting to account 
for various determinants of health related to climate 
change. For example, during the 2014-2016 West 
African Ebola crisis, a US-based team made the faulty 
assumption — based on American culture — that indi-
viduals in Sierra Leone would consistently use a single 
mobile phone. Instead, mobile devices were “traded, 
loaned, and passed among family and friends,” which 

Precision strategies for protecting the public health could more effectively 
or efficiently address the systemic threats of climate change, but may also 

propagate or exacerbate health disparities for populations most vulnerable 
in a changing climate. Rather than discarding the idea of PPH altogether,  
the lens of health justice — when situated in a broader climate and social 

justice approach — offers promise for guiding responsible uses of PPH  
to alleviate climate-related mortality and morbidity.
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severely complicated the use of phone-based location 
data to track and intervene on individuals.92 

Health justice principles therefore call for develop-
ers to directly engage with communities who would 
be affected by their PPH tools to ensure local con-
cerns are built into the resulting algorithms and fer-
ret out bias in training data or outcomes. Especially 
in the setting of climate applications of PPH, devel-
opers should repeatedly engage with communities 
after implementation to ensure outcomes are con-
sistent with the needs and interests of communities 
over time and across generations. Promoting diversity 
and inclusion in software engineers, project manag-
ers, and other digital professionals may also support 
this goal by shepherding different insights on climate 
and health into algorithmic development.93 Attention 
to community participation should be heightened 
further when Western entities develop PGH tools for 
lower-income countries. Here, engagement with com-
munity members and decision-makers will be critical 
for creating useful interventions which local groups 
can find acceptable.94 Indeed, rather than develop-
ing tools “for” populations in low-income countries, 
a global health justice framework calls for develop-
ing potential PGH tools “with” those who would be 
impacted by their use. 

Conclusion and Recommendations
Precision strategies for protecting the public health 
could more effectively or efficiently address the sys-
temic threats of climate change, but may also propa-
gate or exacerbate health disparities for populations 
most vulnerable in a changing climate. Rather than 
discarding the idea of PPH altogether, the lens of 
health justice — when situated in a broader climate 
and social justice approach — offers promise for 
guiding responsible uses of PPH to alleviate climate-
related mortality and morbidity. Critically, efforts to 
anticipate PPH challenges and modify interventions 
to ensure that benefits are enjoyed equitably must 
begin early in the development of PPH tools and 
strategies and continue across generations. Emerg-
ing efforts in the governance of big data, AI, and other 
digital technologies at all levels of government should 
specifically consider the unique policy facets of these 
budding technologies as applied to public health and 
climate change, and public health agencies should 
build capacity accordingly. Mobilizing public health 
law, policy, and ethics through lenses akin to health 
justice can guide these efforts to forecast and alleviate 
PPH challenges with the participation of communities 
who could benefit the most from these interventions.
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