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Abstract

The blockchain is an emerging technology which has the potential to improve many information systems.
In this regard, the applications and the platform they are built on must be able to connect and commu-
nicate with each other. However, the current blockchain platforms have several limitations, such as lack
of interoperability among different systems. The existing platforms of blockchain applications operate
only within their own networks. Even though the underlying technology is similar, it relies on centralized
third-party mediators to exchange or retrieve information from other blockchain networks. The current
third-party intermediaries establish trust and security by preserving a centralized ledger to track ‘account
balances’ and vouch for a transaction’s authenticity. The inability for independent blockchains to com-
municate with one another is an inherent problem in the decentralized systems. Lack of appropriate
inter-blockchain communication puts a strain on the mainstream adoption of blockchain. It is evident
that blockchain technology has the potential to become a suitable solution for some systems if it can
scale and is able to cross communicate with other systems. For the multisystem blockchain concept to
become a reality, a mechanism is required that would connect and communicate with multiple entities’
blockchain systems in a distributed fashion (without any intermediary), while maintaining the property of
trust and integrity built by individual blockchains. In this article, we propose a mechanism that provides
cross-chain interoperability using transactions.

1 Introduction

Blockchain technology has revealed another dimension of the power of decentralization (Kaill, 2018). In
future, many information infrastructures will be built on decentralized networks, and blockchain tech-
nology will play a vital role in this area (Bahri & Girdzijauskas, 2019; Zheng et al., 2017). In principle,
blockchains may be considered as new global systems that operate like the Internet (Tasca & Tessone,
2017). However, instead of transmitting packets of information, blockchains move values or digital
assets. It should be noted that their interaction is currently limited within the network they are operating
on. Moreover, the models of blockchain systems are fragmented with progress being achieved in silos,
whereas today’s digital economy demands multiple systems to communicate with each other. However,
there is no unified standard in blockchain designs yet, and this leads to the need for research regard-
ing interoperability between chains (Buterin, 2016; Hardjono et al., 2018). The main purpose of cross
communication among blockchain systems is to enable exchange or to retrieve information between dif-
ferent networks. Although interoperability of records between systems is a must, the current architecture
of blockchain including other limitations such as scalability and latency (Zheng et al., 2017) does not
support cross communication between two systems (Tasca & Tessone, 2017).

Introducing interoperability without violating the underlying structure and assumptions is a key
challenge. It is expected that cross communication between systems should not alter any fundamental
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behavior of the blockchain system. Therefore, the proposed mechanism is required to protect the unique
characteristics of each blockchain by effectively managing the ‘state change’ (data append and valida-
tion) process. Moreover, the cross-communication process must follow the protocol employed by the
corresponding blockchain system such as a consensus mechanism. To address these issues, this article
proposes a cross-communication model that works on the application layer.

In the context of this article, we assume that the blockchain system operates on a consensus mechanism
with N number of nodes. At any given time ¢, a subset of nodes B (f) C N are Byzantine fault and their
mining power m (b) is less than 50% of the total compute power.

Vi Z m(b)<50%Zm(n)

beB(1) neN

This article proposes a simplified solution to address cross communication between blockchain-based
systems without an intermediary. Being user driven and transaction based, this process ensures the
authenticity of the information generated and will not alter the heterogeneous nature of the blockchain
system.

We are looking into a future where, in a network, many types of blockchains will be operated by
different enterprises (both public and private blockchains) that need to interact with each other. It is
evident that blockchain will change the way we interact with governments, banks, institutions, and each
other (Zheng et al., 2016). Many services including government will run blockchain systems solely to
have an advantage of the decentralized immutable database, but not necessarily run and hold the data by
some arbiter nodes instead, in the custody of multiple nodes within the organization. So having multiple
blockchains that can interoperate may possibly unlock the full potential of the blockchain technology. In
future, we may be able to communicate to a blockchain system just like how we send an e-mail between
different networks.

The rest of the article is organized as follows. Section 2 describes the related works on blockchain
interoperability. Section 3 provides a brief description about interoperability. Section 4 presents the pro-
posed cross-communication model for blockchain-based systems. Section 5 analyzes the proposed model
and finally Section 6 concludes the article.

2 Related works

Both industry and academia are actively performing research on blockchain architecture and proto-
cols that would allow blockchains to cross communicate between different networks and facilitate the
exchange of transactions. Especially, many start-up companies are working to build an interoperable
blockchain platform to enable instant transfer and recording of data and value between two systems.

Li et al. (2017) have proposed a model of multi-blockchain architecture forming interconnected
blockchain that is fit for industrial requirements. The model consists of a number of satellite chains
which are individual blockchains having their own consensus protocols and access mechanisms con-
nected together to form a network of blockchains. The assets are transferred between satellite chains
through a transaction process based on the policies. These chains cross communicate with each other
through special nodes that facilitate the transactions for the connected satellite chains. Thus, the sys-
tem addresses the scalability problem by interconnecting multiple blockchains where each blockchain is
secured by its own consensus mechanism. Furthermore, the system achieves ‘governance’ by employing
‘regulators’ connected to each satellite chain to enforce policies that are deployed in the form of smart
contract and auditors linked to the satellite chains to monitor the transaction activities.

Wang et al. (2017) have proposed an application known as a blockchain router to connect differ-
ent blockchains through a router mechanism that is similar to the basic concepts of the Internet router.
Independent blockchain systems are connected to a ‘sub-chain’, and the sub-chain holds a copy of the
connected blockchain data. These sub-chains then connect to the ‘router’ through a connector. The
‘connector’ is the link between sub-chain and the router that operates as a blockchain using the practical
Byzantine fault tolerance algorithm and powered by a token called ‘zac’.
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A HyperServices (Liu et al., 2019) project proposes interoperability platform for building and exe-
cuting decentralized applications (dApps) across heterogeneous network of blockchains. The platform
consists of many dApps interacting with a verifiable execution systems (VESes) that process and exe-
cute the request from dApp to the corresponding network of blockchain. Both the dApps and VESec
operate on a cryptography protocol to securely execute the transactions across different blockchains.
Here the VESes operate as the mother blockchain. Similarly, Greenspan (2015) proposed an off-the-shelf
configurable platform called multichain but can only work with homogeneous network.

Kan et al. (2018) proposed a multiple blockchain architectures that can transact across a heterogeneous
network. In their model, cross-chain communication happens through an inter-blockchain connecter of a
routing management system. The router system maintains routing information of the involved blockchain
system. A network must choose a router node to communicate with other networks. These router nodes
establish the network and obtain neighbors network information. Once the router information is updated,
all router nodes consent the newest routing table. In this way, the router blockchain system records the
validated address of each participating blockchain. When a transaction between chain N; and chain N,
is generated, chain N; can establish a connection with chain N,, transferring the data according to the
routing information written in router blockchain. The article also introduced a unified packet for the
transaction and routing.

Weber et al. (2019) propose platform architecture of a multi-tenant systems. Each tenant will have
its own private network and all those networks are anchored into a main public blockchain. The system
achieves data integrity by anchoring the tenant chains data to the public chain. Such an architecture is
more useful for a long-living and a short-lived blockchain for long- and short-running business needs or
a separate blockchain per year.

Ding et al. propose ‘InterChain’ a blockchain framework that supports interoperability between
blockchain networks. The architecture consists of a number of networks called sub-chains (the chain that
need to be connected) and a mother blockchain called InterChain that connects all sub-chains together.
The InterChain consists of validators (that participate in the connected interchain) and gateway nodes
(that participate in both the chain). The gateway node relays the cross-chain transactions to the InterChain,
thus the InterChain validate cross-chain transactions. This proposal is lacking details on the consensus
algorithm of that InterChain.

The Cosmos' project aims at creating an Internet of blockchain that connects different chains through
the inter-blockchain communication protocol. Interoperability is achieved through the shared Cosmos
Hub powered by the Tendermint (Kwon, 2014) consensus protocol which keeps track of the number of
tokens in each connected chain and manages transfers between them. Similar to the Cosmos project, the
Polkadot project aims to address cross-chain communication and transfer of values. In addition, Polkadot
aims to address the transfer of data between blockchains. In a Polkadot? network, the main blockchain is
called a ‘relay chain’, and the connected chains are called ‘parachain’. In this network, all the parachains
have to adopt a pool consensus operated by the main relay chain. This allows each parachain and the relay
chain to utilize the entire network’s validators to secure the overall network. If a parachain is compatible
with Polkadot, it can connect and leverage the security of Polkadot’s consensus mechanism. Otherwise,
they must use a bridge to connect to the Polkadot network.

Overledger® is another proposal for a multi-blockchain application. Rather than making another
blockchain to support interconnection among many blockchains, a blockchain operating system is intro-
duced to operate with other connected ledgers. The overledger is based on the concept of Multi-Chain
Applications. They propose an application layer information exchange protocol, where the application
can communicate, migrate, and exchange information and value regardless of the ledger on which they
have been deployed.

The current research on interoperable chains, where value can be transferred from one chain to another,
is only a concept and not yet tested in practice. In addition, these proposed models need to either adopt

' https://cosmos.network/ (last accessed 12 March 2020)
https://polkadot.network (last accessed 12 March 2020)

3 https://quality.coinpaper.io/files/whitepapers/qnt-quant_whitepaper.pdf (last accessed 12 March 2020)
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a private blockchain or customize the design to interconnect through third-party bridges. In order to
evaluate, these systems should be put into practice. However, there is no such system in the space of
private blockchain that has been adopted on a vast scale in order to test these concepts in practice.

3 Interoperability

Interoperability refers to the ability of two or more systems to provide or accept service from the other sys-
tem and to utilize the service of a common exchange effectively together (Vernadat, 2006). The linkage
should allow these connected systems to exchange data accurately, effectively, and consistently (Geraci
et al., 1991). The purpose of cross communication among blockchain systems is to enable ‘exchange’
or to ‘retrieve’ information or value between different networks. This deals with information obtained
from another system and makes a change in the state of that system based on the received informa-
tion. However, inherently the blockchain is an ‘append-only’ model, and the state can only be appended
through transactions, by nodes within its own network using their consensus mechanism (Algassem &
Svetinovic, 2014; de Kruijff & Weigand, 2017; Tasca & Tessone, 2017; Xu et al., 2017; Zheng et al.,
2017). Therefore, here the underlying assumption is that “cross-communication is not intended to make
direct state changes to another blockchain system. Instead, a cross-communication should trigger some
set of functionalities on the other system that is expected to perform an operation within its own network”,
as an example, verifying the authenticity of information requested within its own network.

Transactions are the functional property (Xu et al., 2017) of blockchain-based system that serves as an
input request to the network in an attempt to update the state (de Kruijff & Weigand, 2017). A transaction-
based cross-communication process will ensure the authenticity of the information generated through the
request. Therefore, a smart contract-based cross-communication transaction mechanism between differ-
ent networks of blockchain systems will not alter its heterogeneous nature. Considering the decentralized
architecture, where multiple nodes participate in the process to reach finality, nodes must retain the same
result. For that, nodes must have or be given the information in order to process the transaction. However,
if the nodes are set to fetch data from other blockchain systems, the dynamic nature of values would inter-
fere with the consensus. Therefore, a user-driven process for cross communication using transactions is
proposed.

4 The proposed cross-communication model

To provide cross communication for blockchain-based systems, we propose an application-level cross-
communication model. The proposed cross-communication model has two stages. The first stage retrieves
information from a blockchain system through a process called ‘information query’. In this stage, the
recipient can request blocks from a client and verify the blocks. However, in a distributed system, there is
no guarantee that every node is reliable. Therefore, getting information through full consensus is required.
In the second stage, the state of the system is updated by adding data to the blockchain and this process is
called state changes. This is achieved through the transaction, verification, and validation process of the
blockchain system.

In this article, the cross-communication transaction refers to the transaction that calls a smart
contract specifically designed for executing the functional requirements (Xu et al., 2017) of the cross-
communication process. Our approach is to treat each blockchain as individual network and such network
may deal with records of financial transactions or ownership of assets. These individual blockchains can
be customized and designed to suit their own specific requirements, which include aspects such as net-
work participants’ access permission and consensus protocol. The cross-communication process between
different blockchain is established from an application through the user’s account.

4.1 Assumptions

Our work aims to provide a simple mechanism for cross-chain asset verification and transfer. The pro-
cess should ensure transfers are performed in a decentralized and trustworthy manner. Assets can be
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represented on blockchains in various ways. Apart from native currencies such as BTC on Bitcoin and
ETH on Ethereum network, there are other types of crypto assets created on top of a blockchain that
represent a wide range of assets beyond crypto currencies. In the recent past, various asset types with
different properties have been discussed, such as crypto coins, asset tokens, and utility tokens. We refer
to our previous work for a thorough analysis (Pillai et al., 2019).

The following assumptions are made for the proposed model.

v Both the networks involved in the cross-communication process recognize and form a common
understanding of the crypto assets they are holding.

v' Each participating blockchain networks’ security will entirely depend on their system’s design.

v' The users involved in the cross-communication process ‘trust’ each other to a required level and
are willing to process the transaction if valid proof is presented by the other party.

v" Correspond blockchain systems are being able to run a smart contracts.

4.2 Method of cross communication

In our model, the cross communication among blockchains is established through the user’s account.
First, a cross-communication transaction is triggered in the source blockchain; later, with the confirmed
block from the source blockchain, a transaction is triggered in the destination blockchain in order to com-
plete the cross-communication process. The consensus mechanisms of the corresponding blockchains
verify each such transaction, so that the protocols can maintain the integrity and security aspects of
the system. This consensus process includes the economic incentive model, the verification process,
and access control for the participants on the network. Although these blockchains operate on different
networks, the assumption is that they accept transfer from one to another by having a fully verified trans-
action in a block. Unlike other methods of inter-communication using an intermediary, this approach
provides inbuilt authenticity for the exchanged information.

Figure 1 demonstrates an overall high-level view of the proposed model. The diagram represents a
process of exchanging information from one blockchain system to another. The vertical lines represent
the actors and the horizontal arrows represent communications with the network. The source blockchain
system where the information is exchanged or retrieved is referred to as the ‘sender’ system, and the sec-
ond blockchain system that updates its state based on received information is referred to as the ‘recipient’
system. The horizontal arrow represents the direction of communication between the entities.*

The cross-communication process begins with an information query transaction in sender blockchain
initiated by the user. The transaction triggers a cross-communication function within the sender
blockchain and reaches finality with full consensus of the nodes within that network. The user then
communicates through a wallet software or application with the recipient blockchain’s user and provides
the confirmed block as a proof of the transaction. The next step is the state change transaction process,
which takes place in the recipient blockchain. In this step, a cross-communication transaction will be trig-
gered within the recipient blockchain by its user on the basis of the information provided by the sender.
Once this transaction goes through and reaches finality, the cross-communication process is marked as
completed.

In our design, the user initiates both the cross-communication process and information exchange as
part of cross-communication process. We considered a user as a light client, running a smart app or wal-
let software capable of sending the transaction to the blockchain system to which they are connected.
We presume a wallet software or smart app can be developed to create these cross-communication pro-
cesses using web3.js to communicate with the Ethereum network, similar to a MetaMask®> extension. We
have chosen the Ethereum platform for our experiments since it is currently the most widely used smart
contract platform.

https://www.itu.int/rec/T-REC-Z.120 (last accessed 12 March 2020)
5 https://metamask.io/ (last accessed 12 March 2020)
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Figure 1 Overview of the proposed model.

4.3 Information query—transaction

The operation of the proposed cross-communication model begins with an information query when
retrieving information from a blockchain system. For example, a blockchain system holding asset records
facilitates users from another blockchain system that is able to query the ownership (details) of the assets.
In the information query phase, to facilitate the information query, the sender blockchain system should
deploy a cross-communication smart contract that is capable of verifying the asset records belonging to
that blockchain. The information query process is performed on the sender blockchain in three steps:

a) Set up the query: The user will create a transaction 7, requesting information 7 and broadcast it to
the network N;. This transaction query M is addressed to the cross-communication smart contract
deployed on the corresponding blockchain.

M=T. )

b) Verify the query: Any receiving node belonging to the corresponding blockchain treats this transac-
tion as standard transaction; then the node processes and propagates to other nodes within the network
to include this transaction in the next block. Thereby the transaction T, will be verified by n number
of nodes in network N; and included in the next block B, along with other verified transactions.

c) Verify the result: Once the transaction is verified and included in a block, the sender can verify the
result and use it as proof of a valid transaction. The user receives the B,, as proof of T, which has the
information /.

Ry=HH M,),H M), ...... HM,))
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Figure 2 Information query—message sequence chart.

Ry denotes the root hash of the transaction obtained from the hash of all transaction hashes included in
that block.

Figure 2 demonstrates a concept model of a sender blockchain system that records asset ownership.
The vertical line represents the actors and the horizontal arrow with header represents the direction of
communication between the entities. The numbers in circles indicate the time order of actions. This
blockchain system has deployed the cross-communication smart contract and published the smart contract
address to the relevant parties.

A brief high-level description of how the communication process interacts with the system is described
below.

1. The user broadcasts a cross-communication transaction that is addressed to the smart contract
deployed on the blockchain network Nj.

2. Nodes belonging to this blockchain treat this as a standard transaction that calls the smart contract.
Each node then processes the transaction and propagates to other nodes in the network to be included
in the next block.

3. Nodes verify the transaction by executing the smart contract, which carries out the asset verification

process. After that, the transaction result will be included on the next block they form.

The network comes to a consensus and selects the next block on the chain.

The user waits for ‘n” number of confirmed blocks on top of the block.

The user’s wallet will make an API® call to monitor the progress.

The wallet will notify the user once it reaches the desired block height.

Nk

The underlying assumption here is that this blockchain has a smart contract that is capable of running
the information query transaction. This transaction does not make any state changes. Instead, it verifies
the status of the state and records the result in the next block, so that the sender can use it as a proof.
This is a simple verification service that can have several use cases. Since a confirmed block contains the
state of the transactions hashed into its block header, for a given block, one can compute and prove that
a transaction was included in that block’s Merkle tree.

4.4 State change—transaction

The state change process is responsible for updating the state of the blockchain system based on the
retrieved information. Referring to the above assumption, this blockchain system and its users accept a
transaction if it is included in the block. The communication process is very similar to the information
query model, except that the user who is invoking the state change process must belong to that blockchain
and authorize the state change by signing the transaction.

6 API refer to application programming interfaces that help the wallets to subscribe events on a blockchain

network.
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Figure 3 State change—message sequence chart.

The following activities take place in the recipient blockchain.

a. Set up the state change request: The user creates a transaction 7, attaching information / obtained
through the information query transaction. The transaction is encrypted by the private key K, of the
user and broadcasts to the network N,. The message generated in this phase is given by

M’ =T (D],

b. Verify the request: The n number of nodes on the network N, verifies the received encrypted message
with the public key K, and validates the transaction. Once validated, the transaction 7, will be included
in the next block B', along with other verified transactions as follows.

m
B/n = Z M/i
i=1
c. Verify the result: The user gets the B';, as proof of T, which has information about the state change.
Ry=H(H (M), H(M>), ..., H(M,))

Once the transaction is verified and added in a block, the state will be updated and the sender can verify
the result and use it as proof of a valid transaction. Figure 3 demonstrates a concept model of a recipient
blockchain system that processes the state change. The vertical line represents the actors and the hori-
zontal arrow with header represents the direction of communication between the entities. The numbers
in circles indicate the time order of actions.

The following is a high-level description of how the communication process interacts with the system:

1. The user broadcasts a cross-communication transaction addressing the smart contract deployed on the
blockchain network N, Here the user must include the proof (block) of information query transaction
received from the sender blockchain and the user has to sign the transaction with his private key.

2. Nodes process the transaction and propagate to other nodes (as with the information query).

3. Nodes will check the signature and validate the transaction, which executes the smart contract to carry

out the asset verification process. The transaction result will be included on the next block of the node

form. The nodes verifying the transaction will verify the transaction root hash of the given block, and
they will not store the block itself; instead they only store the hash of the block header.

The network comes to a consensus about the next block (as with the information query).

The user can wait for n number of confirmed blocks on top of this block.

The user’s wallet software will make an API call to monitor the progress.

The wallet software will notify the user once it reaches the desired block height.

Now s

The model assumes that the system will trust and accept a verified transaction in a block as proof, pro-
vided it meets the predefined requirements such as block height and majority consensus. Moreover, each
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transaction log is recorded in the corresponding blockchain systems and are thereby verifiable by the
users.

5 Testing and analysis

For testing and analysis purposes, we demonstrate a high-level conceptual model of a multi-blockchain
cross-communication scenario. The goal is to measure the total processing time 7 for a cross-
communication process carried out between two distinct blockchain systems. These are independent
networks of blockchains, running their own consensus protocols. However, it is assumed that the value
of information processing is the same and known by both the systems. The analysis is performed at a
high-level abstraction: we consider interactions existing between the system and its environment and
between its components without taking data security into consideration.

5.1 Application testing

Potentially, this technology can have applications in areas such as finance, economics, and digital assets
management. In general, from an application perspective, one of the main performance measures corre-
sponds to how fast a blockchain system performs for a given operation, for example, confirmation of a
transaction. However, due to the distributed nature of the system, the performance measures resemble the
collective nodes’ response time. On top of such design constraints, there also exist other factors belonging
to the distributed systems, especially the network propagation time which is dependent on the network
topology and hardware configuration of the participating nodes. Therefore, evaluating the performance
based on a single parameter is not ideal (Hileman & Rauchs, 2017).

In order to verify the feasibility of the proposed model, we have used an asset enquiry application
and conducted the experiment. The application is part of the cross-communication process, where a user
verifies the ownership of an asset registered on the blockchain and updates the state. For this process,
an application layer comparison is used, such as the performance of the transaction process. A couple
of performance metrics, ‘transaction deployment latency’ and ‘block confirmation latency’ are chosen to
evaluate the model.

Currently, most of the tests performed to evaluate blockchain systems are on a simulated network
that consists of a few user nodes, mining nodes, and one or more network topologies (Kan et al., 2018).
However, the real network is not as steady as the simulated network. Therefore, we decided to experiment
with three shared public Ethereum blockchain test networks that are configured to simulate blockchain
systems, such as Ropsten’, Rinkeby,® and Kovan®. The tests were conducted over the period of 2 days on
each network, and the data were collected for the following activities: smart contract deployment—the
time required to deploy the smart contract on the network; and asset verification and block confirmation
process—the time it took to commit the asset verification transaction and include it in a block. Smart
contracts were deployed using the Truffle framework through Infura'®, a gateway which provides a con-
nection to a full node. Testing of asset verification and state change transaction was done through a
JavaScript browser!! interface with web3!2 API and Metamask'?, a chrome extension that interacts with
the Ethereum network.

The test was performed as a user requesting a piece of information through a transaction about an asset
to a targeted blockchain network N. Each transaction was sent in a synchronous manner, that is, one after
the other one was confirmed. This is because the intention was only to measure the time latency ¢ for the
given transactions. Moreover, the network used was as close as possible to the real network; therefore,

https://ropsten.etherscan.io. (last accessed 12 March 2020)

8 https://www.rinkeby.io (last accessed 12 March 2020)

®  https://authorities kovan.network. (last accessed 12 March 2020)

10 https://infura.io/ (last accessed 12 March 2020)

11 hitps://github.com/b-pillai/KER2019.git (last accessed 12 March 2020)

12 https://web3js.readthedocs.io/en/1.0/index.html (last accessed 12 March 2020)
13" https://metamask.io/ (last accessed 12 March 2020)
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Figure 4 Smart contract deployment latency across Ethereum-based testnets.

the only requirement was to measure how this application performs in different networks. At the time
of our test, these networks had 100 nodes participating in the verification process, using Proof of Work
consensus for Ropsten network, Proof of Authority consensus for Rinkeby network, and Proof Authority
consensus for Kovan network.

5.1.1 Smart contract deployment

Smart contracts are programmed logics, that are deployed on the blockchain, and have to be executed
by every consensus node. As in the context of blockchain, smart contracts are agreements in the form of
computer code stored on the blockchain (Sklaroff, 2017). These smart contracts not only define the rules,
they also enforce those rules automatically. This enables the developers to write their own contracts in a
logical code that includes contractual terms of each party and enforces to self-execute. Given results show
the latency in deployment of smart contracts, while the other parameters such as gas limit and mining
difficulty remain constant.

Figure 4 has been plotted from smart contract deployment latency across Ropsten, Rinkeby, and Kovan
testnets. The tests were conducted using a Dell Inspiron 15 7000 series laptop with a 16-GB RAM running
on an Intel i7 processor. The resultant mean latency is shown in seconds for different test networks.
Ropsten network recorded the highest latency of 17.10 s, and Kovan recorded the lowest of 10.80 s. Even
though the parameters used, such as gas variant and limit related to the smart contract, are the same, the
latency variation may be due to the consensus model employed by the network and network propagation
delay.

5.1.2 Transaction process

After deploying the smart contract, we interacted with it through a transaction or call function. The
‘transaction’ goes through the consensus process of mining and, if valid, will be included on the next
block, whereas a ‘call’ is a local request of a contract function that does not broadcast or publish anything
on the blockchain. Any interaction that makes a state change has to be a transaction. For our experiment,
we have used transaction, because we wanted the result to be validated by the network. Given results
show the latency of information query and state change transactions across Ropsten, Rinkeby, and Kovan
testnets using the same system configuration as above. The other parameters such as gas limit and mining
difficulty remain constant for each test.

Table 1 shows the mean and standard deviation measurements obtained from the test data. For the
information query process, the results indicate a slightly higher standard deviation for Ropsten network
than for other networks. This indicates that some information query transactions experience higher net-
work propagation delay, which may have been due to network congestion. The overall average (across
three networks) transaction deployment time of 13.26 s and block creation time of 18.88 s were obtained
from the information query. For the state change process, the results indicate a somewhat consistent
latency across the network. For this, the overall average transaction deployment time of 21.46s and
block creation time of 51.46 s were obtained.
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Table 1 Mean (M) latency (s) and standard deviation (SD) of the transaction process

Information query State change
Transaction Block Transaction Block
deployment creation deployment creation

Network M SD M SD M SD M SD

Ropsten 16.46 3.52 2200 501 2120 391 48.06 541
Rinkeby  12.53 3.04 19.60 4.59 20.66 4.04 50.26 5.83
Kovan 10.80 3.07 15.06 3.15 2253 4.08 56.06 5.16

The state change process had a higher latency than the information query process. This was as
expected, mainly because the state change process has a different smart contract which performs a state
change operation. The state change process involves more computation; therefore, it takes more time and
uses more gas. It was also noticed that when different networks were compared, these transactions had
different latency. Even though these transactions referred to the same smart contract code and format,
their response time was different based on the actual network. These results indicate the general nature of
a blockchain-based system, where every transaction response time varies depending on the factors such
as network latency, consensus protocol, gas limit, number of mining nodes, and transaction size.

From the above analysis, for this given situation, a mean block creation time was of 18.88 s for infor-
mation query and 51.46 s for state change transaction were obtained. These results were used as typical
values to estimate the cost of a cross-communication process. However, the cost assumption will vary
according to the operational task of the smart contract, and the time constraint will depend on the net-
work. Our aim was to study the cost of cross communication, with a specific configuration under the
information query process. Full implementation and testing of the proposed model will be for our future
work.

5.2 Theoretical analysis

We modeled two networks of systems, namely N; and N,. The following variables were defined.

v 1 is the transaction function call time.
v’ 1, is the average transaction propagation time on a network.

The time 7, is dependent on a number of factors and can be expressed as

h=fi(sc,eb)

where s corresponds to the contribution factor due to the execution of a smart contract function, c corre-
sponds to constrains contribution factor due to the blockchain’s consensus protocol, e corresponds to the
economics incentive model, and b corresponds to the block size.

v t3 is the transaction validation time.
v t4 is the block confirmation time.

The block confirmation time is dependent on a number of factors and can be expressed as
ty=f (s, c, b)

v’ 15 is the API callback time to get the confirmed results.
v’ T is the total time for the whole process to be completed and is therefore given by

T=t1+tH+t3+14+1.
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Figure 5 Message sequence chart of proposed model.

5.3 Activity sequence of the proposed model

Figure 5 represents an activity sequence diagram of our proposed model for a multi blockchain cross-
communication scenario. The diagram represents the process of information exchange between two
blockchain systems initiated through a user’s account. The horizontal arrow with header represents the
direction of communication and vertical line represents the entities. We considered the users to be running
a light client such as a wallet software to initiate the transaction call.

The first half of the cross-communication process began with the user initiating a transaction function
call to the sender’s blockchain network, and we measured the time it took in each iteration of the process
for the transaction call to reach finality and to be included in a block. As briefly stated above, #; is the time
taken to broadcast a transaction function call; #, is the time taken to propagate the transaction call to the
network, #3 is the time it takes to verify the transaction by a miner, #4 is the block confirmation time, and
ts is the time to call the API and receive the results from the network. Once the network reaches finality,
the user can send the confirmed block to the user belonging to the recipient’s blockchain. Then the second
half of the process of cross communication begins. At this stage, the user initiates a transaction function
call to the recipient’s blockchain network, attaching the confirmed block from the sender blockchain as a
proof to process the request. Similar to the first half, ¢, is the time taken to broadcast a transaction function
call, 7, is the time a transaction call takes to propagate to the network, and #;" is the time a transaction
takes to be verified by a mining node. Here the timing will be different because both the processes run
different smart contracts. The time complexity of processing a single transaction on a single node is a
function of the code whose execution is triggered by the given transaction. #, is the time taken to confirm
a block. #s is the time an API call to the network takes to get the results.

T = information query time + information exchange time + state change time.

T=t+h+B+h+u+t)+te+ O+ +6"+0+ 1+ 15)
=2t + 4t + t5 + t3' + 214 + 215.

In order to get an overall understanding, we use the average latency obtained from our testing, then
the total time would be as shown in Table 2.
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Table 2 Proposed model—application latency

Information State Total time
Networks query (V1) change (N;) T(Ni+N3)
Ropsten (V) to Rinkeby (N>) 22.00 50.26 72.26
Rinkeby (V) to Kovan (N;) 19.60 56.06 75.66
Kovan (N;) to Ropsten (N;) 15.06 48.06 63.12
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Figure 6 Message sequence chart of a mother blockchain model.

N and N, denoted the corresponding networks, and the time 7 indicates an approximate time to
complete the cross-communication process for the application. However, this time may be reduced or
increased depending on the actual time it would take for each operation.

5.4 Activity sequence of the existing models

As proposed by Li et al. (2017), Wang et al. (2017), and other fintech start-up companies (Cosmos,
Polkadot, Comit,'* and Aion'), we developed a generic high-level conceptual model of the multi
blockchain cross-communication model using a mother blockchain. Figure 6 represents the process of
information exchange between two blockchain systems using this model. The horizontal arrow with
header represents the direction of communication, and vertical line represents the entities. In this model,

4 http://www.comit.network/ (last accessed 12 March 2020)
15 https://aion.network/ (last accessed 12 March 2020)
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Table 3 Mother blockchain model—application latency

Source Mother Designation Total time
Networks blockchain (N;) blockchain blockchain (NV;) T(Ni+ N3)
Ropsten (V) to Rinkeby (N») 22.00 50.26 50.26 122.52
Rinkeby (V1) to Kovan (N,) 16.60 56.06 56.06 128.72
Kovan (V) to Ropsten (N>) 15.06 48.06 48.06 111.18

the participating blockchains are connected to a mother blockchain through a bridge, and the mother
blockchain validates the transfer process.

The cross-communication process begins with the user initiating a transaction function call to the
sender’s blockchain network. The bridge connected to the sender’s blockchain network monitors the
status of this transaction. As the transaction gets validated (and included in a block), the bridge initiates a
transfer transaction request to the mother blockchain. The mother blockchain then validates the transfer
request from the bridge and includes the result in the next block (here the assumption is that the mother
blockchain also functions as a blockchain system). Similar to the sender blockchain network, the bridge
connected to the recipient’s blockchain monitors the transfer request transaction. Once that transaction
gets approved in the mother blockchain, the bridge initiates a transaction to the recipient blockchain
network, where it goes through, updates the state, and completes the cross-communication process.

Here we were using the same scenario of a cross-communication process and determined the timing
for each process to complete. We aimed to use the same time factors and process as above, beginning with
¢ as cross-communication transaction broadcast time, #, as the time a transaction call takes to propagate
to the network, 73 as the time a transaction takes to be verified by a mining node, and #; as the time it
takes to confirm a block.

A user from the sender blockchain processes a transaction function call, and it takes #; time, which
is the time taken for the transaction to propagate through the network, #; is the time it takes for a trans-
action to be verified by a mining node, and #4 is the time it takes to confirm a block. Here begins the
second stage of the cross-communication process, based on the above transaction. The bridge node, con-
nected to the sender and mother blockchain, creates and broadcasts a transfer transaction request to the
mother blockchain. Here we assume the process of propagation, verification, and confirmation of the
transactions are the same as f, f, 3. and #4. Once the transaction is verified and included in a block,
the third stage begins. Based on this transaction, the bridge connection between the mother blockchain
and the receiving blockchain creates and broadcasts a cross-communication transaction to the recipient
blockchain network. Similar to the state change process, this transaction carries out a state change that
makes the cross-communication processes complete. Here we assume the processes involved are t1, 13,
and #4.

T = (source blockchain 4+ mother blockchain + designation blockchain)

T=Mt4+30+t+t)+ O +30+6"+t)+ O +2t+6" +t4+ts)
=3+ 8t +t3 4+t + 137 + 3ty +t5

In order to keep things consistent, we applied the same timing used in our model, that is, the latency
obtained from our test. We assumed the mother blockchain would take the same time as the state change
transaction, because both processes involve state change. Therefore, the total time would be, as shown in
Table 3. Ny and N, denote the corresponding networks, and the time 7 indicates an approximate time to
complete the cross-communication process.

Based on the above analysis, our proposed model takes an average of 70s to complete the cross-
communication process compared to the mother blockchain model, which takes an average of 120s.
Therefore, for this given condition, our model can perform more efficiently than other mother blockchain-
based models. Further, our proposed methodology of cross communication for blockchain systems can
be extensively used for scenarios such as asset ownership and identity verification. In our model, both
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the participating blockchains need not be interconnected. Instead, the participating blockchain systems
have to accept and execute a transaction that is capable of verifying the state of the asset (this will depend
on what type of asset the corresponding blockchain is holding) and report response. The complexity and
cost of the proposed system is expected to be reasonable. This is because our model proposes cross-
communication function through a smart contract, which is easy to deploy on any blockchain system
supporting smart contracts. Thus, the cross-communication process eliminates the need for modifying
the blockchain client. Updating or modifying a native blockchain is quite expensive. Instead, forking
an existing blockchain by writing a smart contract to support the design requirement, such as cross-
communication function, is one of the best ways for creating simple blockchain applications.

5.5 Summary

The proposed model presents a generalized form of cross communication with a blockchain system
that has the potential for extensive use in scenarios such as asset ownership and identity verification
across multiple platforms. In the scenarios where the user can be an agency, they are able to verify asset
ownership or identity details from a blockchain system. In this model, both the cross-communication
processes are executed through transactions. Each such transaction is verified based on the correspond-
ing blockchain system’s consensus protocol. Thus, this model is not altering any fundamental operation
of the blockchain system. The user initiates these cross-communication transactions and the exchange of
information (block) between the blockchain systems. Thus, we are not introducing any intermediary.

First, we run the cross-communication transaction on the sender blockchain to obtain the informa-
tion. Here the purpose of obtaining information through cross-communication transaction function is to
protect the correctness of the information. Formal verification of correctness of the obtained information
can be modeled, assuming that the system enforces its own consensus mechanism. To be clear, a thor-
ough understanding of potential security threats is crucial. This is particularly important when dealing
with a blockchain-based system, where the database is replicated, and any single node can be corrupted.
We address this by enforcing a full consensus to obtain the information. Thus, unlike other methods of
inter-communication using an intermediary, this approach provides the authenticity for the exchanged
information. Then, we pass this fully confirmed block which includes the information to the recipient
blockchain’s users.

Second, we run the cross-communication transaction on the recipient blockchain system. This trans-
action includes an update request and carries the proof as to the transaction from the sender’s blockchain.
Here the user who creates and broadcasts the cross-communication transaction must authorize the state
change by signing the transaction with his/her private key. This will allow only the account owner to
operate state changes to the account. The rest of the verification and state change process follows in line
with the blockchain’s system.

As this is an early stage of the proposed model, it has some limitations. At this stage, we are not
addressing any security concerns of the exchanged information. We assume the existing digital signatures
or encryption mechanisms may address this issue. It is also noted that our proposed model employs
cross-communication transactions using smart contracts. However, smart contracts are currently heavily
researched; there may be vulnerabilities found in the code or even in the structure of the code itself
(Delmolino et al., 2016). Therefore, before deploying a contract, the code has to be thoroughly examined
for any such issues.

6. Conclusion

We are looking into a future where, in a network, many types of blockchains will be operated by different
enterprises (both public and private blockchains) that need to interact with each other. It is evident that
blockchain technology will change the way we interact with governments, businesses, and institutions.
Many organizations will run blockchain systems to harvest the advantage of the decentralized immutable
database. Therefore, multiple blockchains that can interoperate would be able to unlock the full potential
of the blockchain technology. In the future, it is likely that we should be able to exchange crypto assets
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between blockchain system in a seamless manner, just as we now transfer an e-mail or message from one
system to another.

We have theoretically analyzed the performance of the proposed model and briefly compared with
other proposed systems that employ a mother blockchain as an intermediary. The goal is to measure and
compare the total processing time 7 for a cross-communication process carried out between two dis-
tinct blockchain systems. In our proposed model, two major steps of operations have to be performed to
complete the cross-communication process; first, on the sender blockchain, and second on the recipient
blockchain. In contrast, in the mother blockchain model, for a cross-communication process to be com-
pleted, it has to go through three major steps of operations; first, on the sender blockchain, second on the
mother blockchain, and finally on the recipient blockchain. Our proposed model is relatively simple to
implement in any blockchain system that supports smart contract. The experimental results show that our
model achieves relatively better performance than the mother blockchain-based models.

The future works aim to implement the proposed model in a single application environment connecting
two different networks of blockchains. Since blockchain technology, more broadly distributed ledger
technology, is continually evolving, both in the private and public sectors, we believe this research can
serve as a foundation for further studies on interoperability issues in blockchain.
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