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Abstract. Given a Polish group G, let E(G) be the right coset e-
quivalence relation Gω/c(G), where c(G) is the group of all convergent
sequences in G. We first established two results:

(1) Let G,H be two Polish groups. If H is TSI but G is not, then
E(G) 6≤B E(H).

(2) Let G be a Polish group. Then the following are equivalent: (a)
G is TSI non-archimedean; (b)E(G) ≤B Eω0 ; and (c) E(G) ≤B
Rω/c0. In particular, E(G) ∼B Eω0 iff G is TSI uncountable non-
archimedean.

A critical theorem presented in this article is as follows: Let G be a
TSI Polish group, and let H be a closed subgroup of the product of a
sequence of TSI strongly NSS Polish groups. If E(G) ≤B E(H), then
there exists a continuous homomorphism S : G0 → H such that ker(S) is
non-archimedean, where G0 is the connected component of the identity
of G. The converse holds if G is connected, S(G) is closed in H, and
the interval [0, 1] can be embedded into H.

As its applications, we prove several Rigid theorems for TSI Lie
groups, locally compact Polish groups, separable Banach spaces, and
separable Fréchet spaces, respectively.

1. Introduction

In recent years, logicians have achieved remarkable research outcomes in
descriptive set theory, specifically in the investigation of the relative com-
plexity among equivalence relations originating from various branches of
mathematics, utilizing Borel reducibility. Polish groups and their actions
play a crucial role in this research direction. Concurrently, researchers also
aim to employ Borel reducibility among equivalence relations to characterize
the properties of Polish groups.

The authors introduced in [5] the notion of equivalence relations induced
by Polish groups: given a Polish group G, the equivalence relation E(G) is
defined on Gω as:

xE(G)y ⇐⇒ lim
n
x(n)y(n)−1 converges in G,
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for x, y ∈ Gω. These equivalence relations have shown great potential in
characterizing properties of Polish groups. In fact, based on the results on
Borel reducibility involving the equivalence relation E(G), we can accurately
determine the classes to which certain Polish groups G belong. For instance,
(1) G is countable discrete iff E(G) ∼B E0; (2) G is non-archimedean iff
E(G) ≤B=+; and (3) if H is CLI but G is not, then E(G) �B E(H)
(see [5]). Additionally, the authors further established results in [6] on Borel
reducibility among equivalence relations induced by locally compact abelian
Polish groups, including a Rigid Theorem:

Theorem 1.1 (Rigid Theorem, [6, Theorem 2.8]). Let G be a compact
connected abelian Polish group and H a locally compact abelian Polish group.
Then E(G) ≤B E(H) iff there is a continuous homomorphism S : G → H
such that ker(S) is non-archimedean.

In this article, we shift our focus to TSI Polish groups, i.e., those that
admit compatible complete two-sided invariant metrics. Firstly, the Borel
reducibility among equivalence relations induced by Polish groups can ac-
curately distinguish non-TSI and TSI Polish groups. Actually, we have
concluded that:

Theorem 1.2. Let G,H be two Polish groups. If H is TSI but G is not,
then E(G) 6≤B E(H).

To elucidate the research significance of equivalence relations induced by
Polish groups, we compare them with benchmark equivalence relations such
as E0, E

ω
0 , Rω/c0, etc. (definitions of these benchmark equivalence relations

can be found in the next section).
Surprisingly, we prove that there is NO Polish group G such that

Eω0 <B E(G) ≤B Rω/c0.

In stark contrast, Farah proved that the partially ordered set P (ω)/Fin can
be embedded into Borel equivalence relations between Eω0 and Rω/c0 (see [7,
Theorem 5.4]).

The above results stem from the following more precise theorem.

Theorem 1.3. Let G be a Polish group. Then the following are equivalent:

(1) G is TSI non-archimedean;
(2) E(G) ≤B Eω0 ; and
(3) E(G) ≤B Rω/c0.

In particular, E(G) ∼B Eω0 iff G is TSI uncountable non-archimedean.

To generalize the Rigid Theorem for locally compact abelian Polish groups
mentioned above, we shall first generalize [5, Theorem 6.13] to a highly tech-
nical theorem, namely the Pre-rigid Theorem (the statement of this theorem
is too lengthy to include in the introduction). The Pre-rigid Theorem and
all its applications involve a notion named strongly NSS Polish groups. A
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Polish group G is called strongly NSS if there exists an open neighborhood
V of 1G in G such that

∀(gn) ∈ Gω (gn 9 1G ⇒ ∃n0 < · · · < nk (gn0 · · · gnk /∈ V )).

We employ the Pre-rigid Theorem to prove the following theorem, where
G0 is the connected component of 1G in G.

Theorem 1.4. Let G be a TSI Polish group, and let H be a closed subgroup
of the product of a sequence of TSI strongly NSS Polish groups. If E(G) ≤B
E(H), then there exists a continuous homomorphism S : W → H such that
ker(S) is non-archimedean, where W ⊇ G0 is a countable intersection of
clopen subgroups in G.

Moreover, the converse holds if G = W , S(G) is closed in H, and the
interval [0, 1] can be embedded into H.

Several applications of the Pre-rigid Theorem and the above theorem are
listed below.

Theorem 1.5. Let G be a TSI Polish group, and let H be a closed subgroup
of the product of a sequence of TSI strongly NSS Polish groups. If H is
totally disconnected but G is not, then E(G) �B E(H).

Recall that a Lie group is a group which is also a smooth manifold such
that the group operations are smooth functions. Let G be a Lie group, then
G0 is an open normal subgroup of G. A completely metrizable topological
group G is called a pro-Lie group if every open neighborhood of 1G contains
a normal subgroup N such that G/N is a Lie group (see [9, Definition 1]).

Theorem 1.6. Let G,H be two TSI Polish groups such that H is a pro-Lie
group. If E(G) ≤B E(H), then there exists a continuous homomorphism
S : G0 → H such that ker(S) is non-archimedean.

Moreover, the converse holds if G is connected and S(G) is closed in H.

The following theorem is a generalization of Theorem 1.1. It should be
emphasized that all locally compact TSI groups are pro-Lie groups.

Theorem 1.7 (Rigid Theorem for locally compact TSI groups). Let G be
a locally compact connected TSI Polish group and H a TSI pro-Lie Polish
group. Then E(G) ≤B E(H) iff there exists a continuous homomorphism
S : G→ H such that ker(S) is non-archimedean.

Note that a topological group G is a Lie group iff it is locally compact
and there exists an open neighborhood V of 1G in G such that no non-trivial
subgroup of G is contained in V . This leads to a positive answer to Question
7.4 of [5] as follows:

Theorem 1.8 (Rigid Theorem for TSI Lie groups). Let G,H be two sep-
arable TSI Lie groups such that G is connected. Then E(G) ≤B E(H) iff
there exists a continuous locally injective homomorphism S : G→ H.
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All separable Fréchet spaces, i.e., separable completely metrizable topo-
logical vector spaces, can be viewed as abelian Polish groups under the
addition operation.

Theorem 1.9 (Rigid Theorem for Fréchet spaces). Let X,Y be two sep-
arable Fréchet spaces such that Y is a closed subgroup of the product of a
sequence of TSI strongly NSS Polish groups. Then E(X) ≤B E(Y ) iff X is
topologically isomorphic to a closed linear subspace of Y .

All Banach spaces are Fréchet spaces. We point out that a separable
Banach space X is not strongly NSS iff it has a closed linear subspace
topologically isomorphic to c0. This implies that:

Theorem 1.10 (Rigid Theorem for Banach spaces). Let X,Y be two sep-
arable Banach spaces such that Y contains no closed linear subspaces topo-
logically isomorphic to c0. Then E(X) ≤B E(Y ) iff X is topologically iso-
morphic to a closed linear subspace of Y .

In addition, we attempt to study some examples induced by totally dis-
connected TSI Polish groups. For p ∈ [1,+∞) and a ∈ c0, let

Ia = {n ∈ ω : a(n) 6= 0}, Ap,a = {v ∈ lp : ∀n (v(n) ∈ a(n)Z)}.
If Ia is infinite, then Ap,a is a totally disconnected, strongly NSS abelian
Polish group, but is not non-archimedean. In particular, we let d(n) = 2−n,
and define

Ap = Ap,d = {v ∈ lp : ∀n (v(n) ∈ 2−nZ)}.

Theorem 1.11. For p, q ∈ [1,+∞) and a ∈ c0, the following hold:

(1) if Ia is a nonempty finite set, then E(Ap,a) ∼B E0;
(2) if Ia is infinite, then E(Ap,a) ∼B E(Ap);
(3) E(Ap) <B E(lp);
(4) E(Ap) ≤B E(lq) ⇐⇒ p = q; and
(5) E(Ap) ≤B E(Aq) ⇐⇒ p = q.

This article is organized as follows. In section 2, we recall some notions
in descriptive set theory and also recall some notions and results originated
from [5] that will be repeatedly used in this article. In section 3, we prove
Theorem 1.2. It is worth noting that some notation defined in this section
will continue to be used in Section 5. In section 4, we prove Theorem 1.3. In
section 5, we prove the Pre-rigid Theorem, which will serve as the founda-
tion for the subsequent sections. In section 6, we prove theorems 1.4–1.10.
Finally, in section 7, we prove Theorem 1.11.

2. Preliminaries

In this article, all groups are assumed to contain at least two elements.
Any linear space can be viewed as an abelian group. The addition operation
in it, as well as in all its subgroups, is denoted by +, and its identity element
is denoted by 0. Unless otherwise specified, for any abstract topological
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group G, we use multiplicative notation to express the group operation, and
1G to express the identity element of G.

Given a topological group G, the connected component of 1G is denoted
by G0, which is clearly a closed normal subgroup of G. Note that G is totally
disconnected iff G0 = {1G}. It is worth noting that any open subgroup H
of G is also closed, since H = G \ {gH : g /∈ H}.

A topological space is Polish if it is separable and completely metrizable.
For further details in descriptive set theory, we refer to [13]. We say a
topological group is Polish if its topology is Polish. Consider a Polish group
G and a Polish space X. A continuous action of G on X, denoted by Gy X,
is a continuous map a : G ×X → X which satisfies that a(1G, x) = x and
a(gh, x) = a(g, a(h, x)) for g, h ∈ G and x ∈ X. For brevity, we write gx in
place of a(g, x). The orbit equivalence relation EXG is defined as

xEXG y ⇐⇒ ∃g ∈ G (gx = y).

A Polish group is non-archimedean if it has a neighborhood basis of the
identity element consisting of open subgroups. A metric d on a group G is
left-invariant if d(gh, gk) = d(h, k) for all g, h, k ∈ G; we also define right-
invariant metric similarly. We say that d is two-sided invariant if it is both
left-invariant and right-invariant. The Birkhoff-Kakutani theorem asserts
that every metrizable topological group admits a compatible left-invariant
metric (see [8, Theorem 2.1.1]). We say a Polish group G is CLI if it admits
a compatible complete left-invariant metric; and say G is TSI if it admits
a compatible two-sided invariant metric. A compatible two-sided invariant
metric on a Polish group is necessarily complete (see [8, Corollary 2.2.2]).
Clearly, every TSI Polish group is also CLI. All compact or abelian Polish
groups are TSI, and all locally compact Polish groups are CLI (see exercises
2.1.8 and 2.2.5 of [8]).

Given two equivalence relations E and F on two setsX and Y respectively,
we say a map f : X → Y is an (E,F )-homomorphism if

xEy ⇒ f(x)Ff(y)

for any x, y ∈ X. Moreover, f is called a reduction of E to F if

xEy ⇐⇒ f(x)Ff(y)

for all x, y ∈ X. In particular, if both X,Y are Polish spaces, we say E is
Borel reducible to F , denoted by E ≤B F , if there exists a Borel reduction
of E to F . We write E ∼B F if both E ≤B F and F ≤B E hold; and write
E <B F if E ≤B F and F �B E. We refer to [8] for background on Borel
reducibility.

We recall some benchmark equivalence relations in the research of Borel
reducibility. The equivalence relation E0 on 2ω is defined as

xE0y ⇐⇒ ∃m∀n > m (x(n) = y(n)).
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If E is an equivalence relation on a Polish space X, we define an equivalence
relation Eω on Xω as

xEωy ⇐⇒ ∀n (x(n)Ey(n)).

The equivalence relation Rω/c0 on Rω is defined as

xRω/c0y ⇐⇒ lim
n
x(n)− y(n) = 0.

Now we recall the definition of equivalence relations induced by Polish
groups as below, and list some relevant notions and results that will be
repeatedly used throughout the rest of this article.

Definition 2.1 ([5, Definition 3.1]). Let G be a Polish group. We define an
equivalence relation E(G) on Gω as: for x, y ∈ Gω,

xE(G)y ⇐⇒ lim
n
x(n)y(n)−1 converges.

We say E(G) is the equivalence relation induced by G. Moreover, we define
c(G) = {x ∈ Gω : limn x(n) converges}. Then we have

xE(G)y ⇐⇒ xy−1 ∈ c(G) ⇐⇒ c(G)x = c(G)y.

For TSI Polish groups G, it is more convenient to take the following E∗(G)
as research object than E(G).

Definition 2.2 ([5, Definition 6.1]). Let G be a Polish group. We define an
equivalence relation E∗(G) on Gω as: for x, y ∈ Gω,

xE∗(G)y ⇐⇒ lim
n
x(0)x(1) . . . x(n)y(n)−1 . . . y(1)−1y(0)−1 converges.

It is trivial that E(G) ∼B E∗(G) (see [6, Proposition 2.2]). In this article,
we will use these two equivalence relations interchangeably without further
explanation.

For brevity, we define

(x, y)|nm = x(m) · · ·x(n)y(n)−1 · · · y(m)−1

for x, y ∈ Gω and m ≤ n. It is clear that

xE∗(G)y ⇐⇒ lim
n

(x, y)|n0 converges.

Let G be a TSI Polish group and d a compatible complete two-sided
invariant metric on G. Define for the sake of brevity

d(x, y)|[m,n+1) = d(x, y)|[m,n] = d(x(m) . . . x(n), y(m) . . . y(n))

for x, y ∈ Gω and m ≤ n. Clearly, we have d(x, y)|[m,n] = d(1G, (x, y)|nm).

Proposition 2.3 ([5, Proposition 3.4]). Let G,H be two Polish groups. If G
is topologically isomorphic to a closed subgroup of H, then E(G) ≤B E(H).

Lemma 2.4 ([5, Lemma 6.2]). Let G be a TSI Polish group, d a compatible
complete two-sided invariant metric on G.
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(1) For g0, · · · , gn, h0, · · · , hn ∈ G, we have

d(g0 · · · gn, h0 · · ·hn) = d(g0 · · · gnh−1n · · ·h−10 , 1G) ≤
n∑
k=0

d(gk, hk).

(2) For x, y ∈ Gω, we have

xE∗(G)y ⇐⇒ lim
m

sup
n>m

d(x, y)|[m,n] = 0.

(3) For x, y ∈ Gω, if xE∗(G)y, then limn d(x(n), y(n)) = 0.

Now we recall the notion of additive reduction and a powerful lemma
which converts a Borel reduction to an additive reduction.

Definition 2.5 (Farah [7]). (1) A map ψ :
∏
nXn →

∏
nX

′
n is additive

if there exist 0 = l0 < l1 < · · · < lj < · · · and maps Tj : Xj →∏
n∈[lj ,lj+1)

X ′n such that, for x ∈
∏
nXn,

ψ(x) = T0(x(0))aT1(x(1))aT2(x(2))a · · · .

(2) Let E and F be two equivalence relations on
∏
nXn and

∏
nX

′
n

respectively, we say that E is additive reducible to F , denote by
E ≤A F , if there exists an additive reduction of E to F .

Let E be an equivalence relation on
∏
nXn, and let I ⊆ ω be infinite.

Fix an element w ∈
∏
n/∈I Xn. For x ∈

∏
n∈I Xn, define x⊕ w ∈

∏
nXn as:

(x ⊕ w)(n) = x(n) for n ∈ I and (x ⊕ w)(n) = w(n) for n /∈ I. We define
E|wI on

∏
n∈I Xn as: for x, y ∈

∏
n∈I Xn,

xE|wI y ⇐⇒ (x⊕ w)E(y ⊕ w).

Let (Fn) be a sequence of finite sets. A special equivalence relation
E0(
∏
n Fn) defined as: for x, y ∈

∏
n Fn,

xE0(
∏
n

Fn)y ⇐⇒ ∃m∀n > m (x(n) = y(n)).

Lemma 2.6 ([5, Lemma 6.9]). Let E be a Borel equivalence relation on∏
n Fn with E0(

∏
n Fn) ⊆ E, where all Fn are finite sets. Let H be a TSI

Polish group. If E ≤B E∗(H), then there exist an infinite set I ⊆ ω and a
w ∈

∏
n/∈I Fn such that E|wI ≤A E∗(H). In other words, there are natural

numbers 0 = n0 < n1 < n2 < · · · with I = {nj : j ∈ ω}, 0 = l0 < l1 < l2 <

· · · , maps Tnj : Fnj → H lj+1−lj , and ψ :
∏
n∈I Fn → Hω with

ψ(x) = Tn0(x(n0))
aTn1(x(n1))

aTn2(x(n2))
a · · · ,

such that ψ is an additive reduction of E|wI to E∗(H).

The following notions and results are not directly presented in [5], but
ideas of them have already appeared in it.
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Definition 2.7. Given two sets X,Y and a map S : X → Y , we define two
maps Sω : Xω → Y ω and S# : Xω → Y ω ×Xω as: for x ∈ Xω and n ∈ ω,

Sω(x)(n) = S(x(n)),

S#(x) = (Sω(x), x).

For any metric space (M,d), recall that E(M ; 0) is an equivalence relation
on Mω (see [3, Definition 3.2]) defined as: for x, y ∈Mω,

xE(M ; 0)y ⇐⇒ lim
n
d(x(n), y(n)) = 0.

Note that, for any Polish group G, the equivalence relation E(G; 0) is in-
dependent of any choice of left-invariant compatible metric d on G, since
d(x(n), y(n))→ 0 iff x(n)−1y(n)→ 1G.

Proposition 2.8. Let G,H be two TSI Polish groups, and let S : G→ H.
Then the following are equivalent:

(1) For all x, y ∈ Gω, if limn x(n)−1y(n) = 1G, then

xE∗(G)y ⇐⇒ Sω(x)E∗(H)Sω(y).

(2) S# is a reduction of E∗(G) to E∗(H)× E(G; 0).

Proof. This is an easy corollary of Lemma 2.4(3). �

Lemma 2.9. Let G,H be two TSI Polish groups such that E∗(G) ≤B
E∗(H)×E(G; 0). If the interval [0, 1] can be embedded into H, or E(G; 0) ≤B
E(H; 0) holds, then we have E∗(G) ≤B E∗(H).

Proof. By [3, Theorem 3.4(ii)], we have E(G; 0) ≤B E([0, 1]; 0).
Let f : [0, 1] → H be an embedding. By the uniformly continuity of f

and f−1 : f([0, 1]) → [0, 1], we see that E([0, 1]; 0) ∼B E(f([0, 1]); 0) ≤B
E(H; 0). So E∗(G) ≤B E∗(H)× E(H; 0).

Finally, by [5, Lemma 6.3], we obtain E∗(H)× E(H; 0) ≤B E∗(H). �

3. Non-TSI vs TSI Polish groups

In this section, we show that we can use Borel reducibility among equiv-
alence relations induced by Polish groups to characterize the class of TSI
Polish groups.

Let G be a CLI Polish group, H a TSI Polish group. Suppose that d′G
is a compatible complete left-invariant metric on G and dH is a compatible
complete two-sided invariant metric on H. Put dG(g, g′) = d′G(g−1, (g′)−1)
for g, g′ ∈ G. It is trivial to check that dG is a compatible complete right-
invariant metric on G.

Assume that E∗(G) ≤B E∗(H). Let (Fn) be a sequence of finite subsets
of G such that

(i) 1G ∈ Fn = F−1n ;
(ii) Fnn−1 ⊆ Fn; and

(iii)
⋃
n Fn is dense in G.
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Denote by E the restriction of E∗(G) on
∏
n Fn. By Lemma 2.6, there

exist a w ∈
∏
n/∈I Fn and natural numbers 0 = n0 < n1 < n2 < · · · with

I = {nj : j ∈ ω}, 0 = l0 < l1 < l2 < · · · , maps Tnj : Fnj → H lj+1−lj , and
ψ :
∏
n∈I Fn → Hω with

ψ(x) = Tn0(x(n0))
aTn1(x(n1))

aTn2(x(n2))
a · · · ,

such that ψ is an additive reduction of E|wI to E∗(H).
Put un0 = 1G, and for j > 0, let

unj = w(nj−1 + 1) · · ·w(nj − 1).

By (i) and (ii), u−1nj ∈ Fnj for each j ∈ ω.

Define x0 ∈
∏
n∈I Fn as

x0(nj) = u−1nj (∀j ∈ ω).

We may assume that ψ(x0) = 1Hω , otherwise we can replace ψ with the
following ψ′: for x ∈

∏
n∈I Fn and k ∈ ω,

ψ′(x)(k) = ψ(x0)(0) · · ·ψ(x0)(k − 1)ψ(x)(k)ψ(x0)(k)−1 · · ·ψ(x0)(0)−1.

Clearly, (ψ(x), ψ(y))|k0 = (ψ′(x), ψ′(y))|k0, so we have

ψ(x)E∗(H)ψ(y) ⇐⇒ ψ′(x)E∗(H)ψ′(y)

holds for x, y ∈
∏
n∈I Fn. Hence ψ′ is an additive reduction of E|wI to E∗(H)

with ψ′(x0) = 1Hω , as desired.
For s = (h0, . . . , hl−1) and t = (h′0, . . . , h

′
l−1) in H l, we define

d∞H (s, t) = max
0≤i≤m<l

dH(hi · · ·hm, h′i · · ·h′m).

For any integer j > 0 and g ∈ Fnj−1, it is worth noting that

u−1nj g = w(nj − 1)−1 · · ·w(nj−1 + 1)−1g ∈ Fnjnj−1 ⊆ Fnj .

Lemma 3.1. For any q ∈ ω, there exists a δq > 0 such that

∀∞n ∈ I ∀g, g′ ∈ Fn−1 (dG(g, g′) < δq ⇒ d∞H (Tn(u−1n g), Tn(u−1n g′)) < 2−q).

Proof. If not, then there exist an ε0 > 0, a strictly increasing sequence (jk),
and gk, g

′
k ∈ Fnjk−1 for each k, such that

dG(gk, g
′
k) < 2−(k+1), d∞H (Tnjk (u−1njk

gk), Tnjk (u−1njk
g′k)) ≥ ε0.

Since dG is right-invariant, we have limk g
′
kg
−1
k = 1G. We shall inductively

find a strictly increasing sequence of natural numbers k0 < k1 < · · · so that

dG(g′k0 · · · g
′
kp−1

g−1kp−1
· · · g−1k0 , g

′
k0 · · · g

′
kpg
−1
kp
· · · g−1k0 ) < 2−p

for each integer p > 0. Put k0 = 0 first. Assume that k0, . . . , kp−1 have been
found. By the continuity of group operations, there is some δ > 0 such that,
for g, g′ ∈ G with dG(1G, g

′g−1) < δ, we have

dG(g′k0 · · · g
′
kp−1

1Gg
−1
kp−1
· · · g−1k0 , g

′
k0 · · · g

′
kp−1

g′g−1g−1kp−1
· · · g−1k0 ) < 2−p.
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Then we can find a kp > kp−1 large enough so that dG(1G, g
′
kp
g−1kp ) < δ. This

completes the induction. It follows that, for m > p, we have

dG(g′k0 · · · g
′
kpg
−1
kp
· · · g−1k0 , g

′
k0 · · · g

′
kmg

−1
km
· · · g−1k0 ) <

m∑
i=p+1

2−i < 2−p.

Since dG is complete, we get that

lim
p
g′k0 · · · g

′
kpg
−1
kp
· · · g−1k0 converges.

For each n ∈ I, put

x(n) =

{
u−1n g′kp , n = njkp ,

u−1n , otherwise,
y(n) =

{
u−1n gkp , n = njkp ,

u−1n , otherwise.

For any n ≥ njk0 , let pn be the largest p such that njkp ≤ n. Note that

(x⊕ w, y ⊕ w)|n0 = g′k0 · · · g
′
kpn

g−1kpn
· · · g−1k0 ,

so (x⊕ w)E∗(G)(y ⊕ w). But for each p ∈ ω, if k = kp, then

max
ljk≤i≤m<ljk+1

dH(ψ(x), ψ(y))|[i,m] = d∞H (Tnjk (u−1njk
g′k), Tnjk (u−1njk

gk)) ≥ ε0.

So ψ(x)E∗(H)ψ(y) fails, contradicting that ψ is a reduction. �

Definition 3.2. For any g ∈
⋃
n Fn, if g ∈ Fn for some n < nj , then

u−1nj g ∈ Fnj , so Tnj (u
−1
nj g) ∈ H lj+1−lj . This allows us to define

Snj (g) = Tnj (u
−1
nj g)(0) · · ·Tnj (u−1nj g)(lj+1 − lj − 1) ∈ H.

Recall that ψ(x0) = 1Hω , this implies that

Snj (1G) = Tnj (u
−1
nj )(0) · · ·Tnj (u−1nj )(lj+1 − lj − 1) = 1H

for all j ∈ ω. It is clear that, for g, g′ ∈ Fn with n < nj ,

dH(Snj (g), Snj (g
′)) ≤ d∞H (Tnj (u

−1
nj g), Tnj (u

−1
nj g
′)).

Lemma 3.3. Let x, y ∈
∏
n∈I Fn such that limj dG(x(nj), y(nj)) = 0 and

x(nj), y(nj) ∈ Fnj−1 for all j > 0. Then

ψ(x′)E∗(H)ψ(y′) ⇐⇒ lim
j

(ψ(x′), ψ(y′))|lj−10 converges,

where x′(n) = u−1n x(n), y′(n) = u−1n y(n) for all n ∈ I.

Proof. If ψ(x′)E∗(H)ψ(y′), then limp(ψ(x′), ψ(y′))|p0 converges. In particu-

lar, limj(ψ(x′), ψ(y′))|lj−10 converges.

Conversely, suppose limj(ψ(x′), ψ(y′))|lj−10 converges. For any q ∈ ω, by
Lemma 3.1, there is a δq ∈ ω such that

∀∞n ∈ I ∀g, g′ ∈ Fn−1 (dG(g, g′) < δq ⇒ d∞H (Tn(u−1n g), Tn(u−1n g′)) < 2−q).
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Since limj dG(x(nj), y(nj)) = 0 and x(nj), y(nj) ∈ Fnj−1 for any integer
j > 0, there exists a j0 ∈ ω such that

∀j > j0 (d∞H (Tnj (u
−1
nj x(nj)), Tnj (u

−1
nj y(nj))) < 2−q).

Then for any j, k ∈ ω with j > j0 and lj ≤ k < lj+1, since dH is two-sided
invariant, we have

dH((ψ(x′), ψ(y′))|lj−10 , (ψ(x′), ψ(y′))|k0) = dH(ψ(x′), ψ(y′))|[lj ,k]
≤ d∞H (Tnj (x

′(nj)), Tnj (y
′(nj)))

< 2−q.

So by the convergency of limj(ψ(x′), ψ(y′))|lj−10 , we obtain that

lim
k

(ψ(x′), ψ(y′))|k0 converges,

and hence ψ(x′)E∗(H)ψ(y′). �

The following proposition may be well known. We provide a proof here
for the convenience of readers.

Proposition 3.4 (folklore). Let G be a Polish group. Then G is TSI iff for
all sequences (gp) and (g′p) in G, we have

lim
p
gpg
′
p = 1G ⇐⇒ lim

p
g′pgp = 1G.

Proof. Suppose G is TSI, and let dG be a compatible complete two-sided in-
variant metric onG. Then we have dG(1G, gpg

′
p) = dG(g−1p , g′p) = dG(1G, g

′
pgp),

so limp gpg
′
p = 1G ⇐⇒ limp g

′
pgp = 1G.

On the other hand, fix an open neighborhood basis (Vn) of 1G. We claim
that

∀n ∃mn ∀g ∈ G (gVmng
−1 ⊆ Vn).

If not, there exist an n0 and two sequences (gp), (hp) in G such that limp hp =
1G, but gphpg

−1
p /∈ Vn0 for each p ∈ ω. Put g′p = hpg

−1
p . It is clear that

limp g
′
pgp = 1G, but gpg

′
p 9 1G, which is a contradiction.

Now we put Un =
⋃
g∈G gVmng

−1. Note that Un ⊆ Vn for each n ∈ ω.

Therefore, (Un) is also an open neighborhood basis of 1G with gUng
−1 = Un

for all g ∈ G and n ∈ ω. By [8, Exercise 2.1.4], G admits a compatible
two-sided invariant metric. Hence G is TSI (see [2, Corollary 1.2.2]). �

Theorem 3.5. Let G,H be two Polish groups. If H is TSI but G is not,
then E(G) 6≤B E(H).

Proof. Assume toward a contradiction that E(G) ≤B E(H). By Theorem
4.3 of [5], it suffices to consider the case thatG is CLI. Let dG be a compatible
complete right-invariant metric on G and dH a compatible complete two-
sided invariant metric on H.

We use the notation defined earlier in this section.
Since G is not TSI, by Proposition 3.4, there are two sequences (gp), (g

′
p)

of elements of G such that limp g
′
pgp = 1G, but gpg

′
p 9 1G. Since dG is
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right-invariant, limp dG(g′p, g
−1
p ) = 0. By transferring to a subsequence, we

may assume that, there is a δ > 0 such that infp dG(1G, gpg
′
p) > δ.

Since
⋃
n Fn is dense, by perturbation, we may assume that {gp, g′p : p ∈

ω} ⊆
⋃
n Fn. By Lemma 3.1 and Definition 3.2, we can find two sequence

(p(i)) and (q(i)) of natural numbers so that

(i) gp(i), g
′
p(i) ∈ Fnq(i)−1;

(ii) dH(Snq(i)+1
(g′p(i)), Snq(i)+1

(g−1p(i))) < 2−i; and

(iii) for each i ∈ ω, 0 < p(i) < q(i) < q(i) + 1 < p(i+ 1).

For each n ∈ I, define

x(n) =


u−1n gp(i), n = nq(i),
u−1n g′p(i), n = nq(i)+1,

u−1n , otherwise,

y(n) =


u−1n gp(i), n = nq(i),

u−1n g−1p(i), n = nq(i)+1,

u−1n , otherwise.

For j ∈ ω, by letting h′j = Snj (unjx(nj)) and hj = Snj (unjy(nj)), we have

(ψ(x), ψ(y))|lj+1−1
0 = h′0 · · ·h′jh−1j · · ·h

−1
0 .

For i ∈ ω and m > j > q(i) + 1, it follows from (ii) and Lemma 2.4(1) that

dH(h′j · · ·h′m, hj · · ·hm) <
∑
k>i

2−k < 2−i.

Now by Lemma 2.4(2),

lim
j

(ψ(x), ψ(y))|lj+1−1
0 = lim

j
h′0 · · ·h′jh−1j · · ·h

−1
0 converges.

Note that limi dG(g′p(i), g
−1
p(i)) = 0. So by Lemma 3.3, we have

ψ(x)E∗(H)ψ(y),

and hence (x⊕ w)E∗(G)(y ⊕ w). In particular,

lim
i

(x⊕ w, y ⊕ w)|nq(i)+1

0 = lim
i
gp(0)g

′
p(0) · · · gp(i)g

′
p(i) converges.

Therefore, it follows that

lim
i
gp(i)g

′
p(i) = lim

i
(gp(0)g

′
p(0) · · · gp(i−1)g

′
p(i−1))

−1gp(0)g
′
p(0) · · · gp(i)g

′
p(i) = 1G.

We obtain a contradiction. �

4. A gap between Eω0 and Rω/c0
In this section, we prove that there is NO Polish group G satisfying that

Eω0 <B E(G) ≤B Rω/c0.
To do so, we need the following notions. The author [4] defined equivalence
relations E(X, (xn)) and Rω/cs. Let (xn) be a sequence in a Banach space
X. We define an equivalence relation E(X, (xn)) on Rω as: for any a, b ∈ Rω,

(a, b) ∈ E(X, (xn)) ⇐⇒
∑
n

(a(n)− b(n))xn converges in X.
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The equivalence relation Rω/cs is defined as: for any a, b ∈ Rω,

(a, b) ∈ Rω/cs ⇐⇒
∑
n

(a(n)− b(n)) converges in R.

The following lemma is an easy corollary of [4, Lemma 4.2].

Lemma 4.1. Let E be a Borel equivalence relation on
∏
n Fn with E0(

∏
n Fn) ⊆

E, where all (Fn) are finite sets. If E ≤B Rω/c0, then there exist an infinite
set I ⊆ ω and a w ∈

∏
n/∈I Fn such that E|wI ≤A Rω/c0.

Proof. Let en = (0, . . . , 0,
n
1, 0, . . .) for each integer n > 0. Then (en) is

the canonical Schauder basis of c0. Note that E(c0, (en)) = Rω/c0. By
applying [4, Lemma 4.2] to E(c0, (en)), we conclude the proof. �

Theorem 4.2. Let G be a Polish group. If E(G) ≤B Rω/c0, then G is TSI
non-archimedean.

Proof. Suppose E(G) ≤B Rω/c0. Note that Rω/c0 <B Rω/cs = E∗(R)
(see [4, Theorem 5.9(i)]). By Theorem 3.5, G is also TSI. Let dG be a
compatible complete two-sided invariant metric on G. Put Vk = {g ∈ G :
dG(1G, g) < 2−k}.

Assume for contradiction that G is not non-archimedean. Then there
is a K ∈ ω such that VK contains no open subgroups of G. It is clear
that Vk = V −1k and

⋃
m V

m
k is an open subgroup which is not contained

in VK . So there exists mk > 0 with V mk
k 6⊆ VK for each k. We can find

gk,0, . . . , gk,mk−1 ∈ Vk such that gk,0 · · · gk,mk−1 /∈ VK . Put hj = gk,i for
j =

∑
l<kml + i with i < mk. Then we have limj hj = 1G. By Cauchy

Criterion,

lim
j
h0 · · ·hj diverges.

Assume that E∗(G) ≤B Rω/c0. Let (Fn) be a sequence of finite subsets
of G such that

(i) 1G, h0 ∈ Fn = F−1n ;
(ii) Fnn−1 ⊆ Fn; and

(iii) for n > 0, hn ∈ Fn−1.
Denote by E the restriction of E∗(G) on

∏
n Fn. By Lemma 4.1, there exist

an infinite set I ⊆ ω and a w ∈
∏
n/∈I Fn such that E|wI ≤A Rω/c0. So

there are natural numbers 0 = n0 < n1 < n2 < · · · with I = {nj : j ∈ ω},
0 = l0 < l1 < l2 < · · · , maps Tnj : Fnj → Rlj+1−lj , and ψ :

∏
n∈I Fn → Rω

with

ψ(x) = Tn0(x(n0))
aTn1(x(n1))

aTn2(x(n2))
a · · · ,

such that ψ is an additive reduction of E|wI to Rω/c0.
Put un0 = 1G, and for j > 0, let

unj = w(nj−1 + 1) · · ·w(nj − 1).
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Assume again for contradiction that there are ε0 > 0 and natural numbers
0 < j(0) < j(1) < · · · < j(p) < · · · such that

max
0≤k<lj(p)+1−lj(p)

|Tnj(p)(u
−1
nj(p)

hj(p))(k)− Tnj(p)(u
−1
nj(p)

)(k)| ≥ ε0.

By limp hj(p) = 1G, we can find natural numbers p0 < p1 < · · · < pi < · · · so

that dG(1G, hj(pi)) < 2−i for each i ∈ ω. Thus (hj(p0) · · ·hj(pi)) is dG-Cauchy,

so limi hj(p0) · · ·hj(pi) converges. For each n ∈ I, put x0(n) = u−1n and

y′0(n) =

{
u−1n hj(pi), n = nj(pi),
u−1n , otherwise.

For any n > nj(p0), let in be the largest i with nj(pi) ≤ n. Then

(y′0 ⊕ w, x0 ⊕ w)|n0 = hj(p0) · · ·hj(pin ),

and thus (y′0 ⊕ w)E∗(G)(x0 ⊕ w). Note that for all i ∈ ω,

max
lj(pi)≤k<lj(pi)+1

|ψ(y′0)(k)− ψ(x0)(k)| ≥ ε0.

So ψ(y′0)Rω/c0ψ(x0) fails, which is a contradiction.
Therefore, for all ε > 0, we have

∀∞j ∀k ∈ [0, lj+1 − lj) (|Tnj (u−1nj hj)(k)− Tnj (u−1nj )(k)| < ε).

For each n ∈ I, put y0(n) = u−1n hj , where n = nj . Then we have

ψ(y0)Rω/c0ψ(x0),

and hence (y0 ⊕ w)E∗(G)(x0 ⊕ w). In particular,

lim
j

(y0 ⊕ w, x0 ⊕ w)|nj0 = lim
j
h0 · · ·hj converges.

This leads to a contradiction. �

Building upon previous results, we establish the following theorem.

Theorem 4.3. Let G be a Polish group. Then the following are equivalent:

(1) G is TSI non-archimedean;
(2) E(G) ≤B Eω0 ; and
(3) E(G) ≤B Rω/c0.

In particular, E(G) ∼B Eω0 iff G is TSI uncountable non-archimedean.

Proof. (1) ⇒ (2) follows from [5, Theorem 3.5]. (2) ⇒ (3) follows from [8,
Lemma 8.5.3]. (3)⇒ (1) follows from Theorem 4.2.

Again by [5, Theorem 3.5], we see that E(G) ∼B Eω0 iff G is TSI uncount-
able non-archimedean. �

The equivalence relation Rω/c on Rω is defined as

(a, b) ∈ Rω/c ⇐⇒ lim
n
a(n)− b(n) exists.
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Note that Rω/c0 <B Rω/cs = E∗(R) (see [4, Theorem 5.9(i)]) and E(R) =
Rω/c. The results of this section make the following question very interest-
ing.

Question 4.4. For any Polish group G, does it hold that

E(G) <B E(R) ⇐⇒ E(G) ≤B Eω0 ?

5. The Pre-rigid Theorem on TSI Polish groups

In this section, we prove a highly technical theorem, namely the Pre-rigid
Theorem, which will serve as the foundation for the subsequent sections.

We say that a topological group G has no small subgroups, or is NSS, if
there exists an open subset V 3 1G in G such that no non-trivial subgroup
of G is contained in V .

To generalize Theorem 6.13 of [5], we introduce the following definition.

Definition 5.1. A Polish group G is called strongly NSS if there exists an
open set V 3 1G in G such that

∀(gn) ∈ Gω (gn 9 1G ⇒ ∃n0 < · · · < nk (gn0 · · · gnk /∈ V )),

where the set V is called an unenclosed set of G.

Proposition 5.2. Let G be a Polish group. The following hold:

(1) if G is strongly NSS, then G is NSS; and
(2) if G is locally compact, then G is strongly NSS iff G is NSS.

Proof. (1) Let V be an unenclosed set of G. We have

∀g ∈ G (g 6= 1G ⇒ ∃m (gm /∈ V )).

Thus V contains no non-trivial subgroups of G, so G is NSS.
(2) By (1), we only need to prove another direction. Suppose that G is

NSS and locally compact. Let V 3 1G be an open subset of G such that V
is compact and contains no non-trivial subgroups of G. Then

∀g ∈ V (g 6= 1G ⇒ ∃m (gm /∈ V )).

We claim that V is an unenclosed set of G. Fix a (gn) ∈ Gω with gn 9 1G.
By the definition of unenclosed set, it suffices to consider the case that
(gn) ∈ V ω. Since V is compact, there exist a subsequence (gni) of (gn)
and an element 1G 6= h ∈ V such that limi gni = h. Then we can find
an m ∈ ω with hm /∈ V . By the continuity of group operations, there are
i0 < i1 < · · · < im−1 such that gni0gni1 · · · gnim−1

/∈ V . Therefore G is

strongly NSS. �

The addition group Rω with the product topology is not strongly NSS
because it is not NSS. Let (en) be the canonical basis in c0. For any r > 0,
the sequence ( r2en) witnesses that the open set {x ∈ c0 : ‖x‖ < r} is not an
unenclosed set of c0. On the other hand, for any x ∈ c0 with ‖x‖ 6= 0, we
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have limn ‖nx‖ → +∞. Thus the Banach space c0 is NSS, but not strongly
NSS, under the addition operation.

Now, we are ready to prove the Pre-rigid Theorem. Let us recall that the
definitions of the maps (πSm)ω and S# appearing in the following theorem
can be found in Definition 2.7.

Theorem 5.3 (Pre-rigid Theorem). Let G be a TSI Polish group, and let
H be a closed subgroup of the product of a sequence of TSI strongly NSS
Polish groups (Hm). If E(G) ≤B E(H), then for each m ∈ ω, there exist
an open subgroup Wm of G and a continuous map πSm : Wm → Hm with
πSm(1G) = 1Hm satisfying the following:

(i) The map (πSm)ω : Wω
m → Hω

m is an (E∗(Wm), E∗(Hm))-homomorphism.
(ii) Define S : W =

⋂
mWm → H as: for g ∈W ,

S(g) = (πS0 (g), πS1 (g), . . . , πSm(g), . . .),

then the map S# : Wω → Hω × Wω is a reduction of E∗(W ) to
E∗(H)× E(W ; 0).

Moreover, the converse holds if G = W and the interval [0, 1] can be
embedded into H.

Proof. Let dG, dHm ≤ 1 be compatible complete two-sided invariant met-
rics on G and Hm respectively. A compatible complete two-sided invariant
metric dH on H is defined as

dH(h, h′) =
∞∑
m=0

2−mdHm(h(m), h′(m))

for h, h′ ∈ H. Assume that E∗(G) ≤B E∗(H).
We use the notation defined in the arguments before Lemma 3.1 and

before Lemma 3.3.
For m ∈ ω, let πm :

∏
nHn → Hm be the canonical projection map,

so πm(h) = h(m) for each h. It is clear that every πm is a continuous
homomorphism.

It is worth noting that

∀h, h′ ∈ H (dHm(πm(h), πm(h′)) ≤ 2mdH(h, h′)).

For m ∈ ω, let Xm be the set of all g ∈
⋃
n Fn such that:

∀δ > 0∃jδ (g ∈ Fnjδ−1∧∀j
′ > j ≥ jδ (dHm(1Hm , πm(Snj (g)Snj′ (g

−1))) < δ)).

Note that Snj (1G) = 1H for all j ∈ ω, so 1G ∈ Xm.

Claim 1. For any m ∈ ω, there is an rm > 0 such that

∀g, g′ ∈
⋃
n

Fn ((dG(g, g′) < rm ∧ g ∈ Xm)⇒ g′ ∈ Xm).

Proof of Claim 1. If not, there are an m0 ∈ ω and two sequences (gi), (g
′
i) ∈⋃

n Fn such that
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(i) dG(gi, g
′
i) < 2−i; and

(ii) gi ∈ Xm0 and g′i /∈ Xm0 .

Note that Hm0 is strongly NSS. Let open set V 3 1Hm0
be an unenclosed

set of Hm0 . Put p(−1, 2M−1−1) = 0. For any i ∈ ω, we will find an Mi ∈ ω
and natural numbers 0 < p(i, 0) < p(i, 1) < · · · < p(i, 2Mi − 1) so that

(1) p(i− 1, 2Mi−1 − 1) < p(i, 0);
(2) gi, g

′
i ∈ Fnp(i,0)−1

;

(3) for i ∈ ω,

πm0(Snp(i,0)(g
′
i)Snp(i,1)((g

′
i)
−1) · · ·Snp(i,2Mi−2)

(g′i)Snp(i,2Mi−1)
((g′i)

−1)) /∈ V ;

(4) for i ∈ ω,

Mi−1∑
l=0

dHm0
(1Hm0

, πm0(Snp(i,2l)(gi)Snp(i,2l+1)
(g−1i ))) < 2−i.

Let us begin with i = 0. Since g′0 /∈ Xm0 , there are a δ0 > 0 and natural
numbers p(0) < p(1) < · · · < p(j) < · · · such that g′0 ∈ Fnp(0)−1 and for each
j ∈ ω,

dHm0
(1Hm0

, πm0(Snp(2j)(g
′
0)Snp(2j+1)

((g′0)
−1))) ≥ δ0.

By the definition of Xm0 and g0 ∈ Xm0 , there exists a strictly increasing
sequence (jk) of natural numbers such that g0 ∈ Fnp(j0)−1 and for each k ∈ ω,

dHm0
(1Hm0

, πm0(Snp(2jk)
(g0)Snp(2jk+1)

(g−10 ))) < 2−(k+1).

Let h ∈ Hω
m0

be such that

h(k) = πm0(Snp(2jk)
(g′0)Snp(2jk+1)

((g′0)
−1))

for each k ∈ ω. Then h(k) 9 1Hm0
. Since V is an unenclosed set of Hm0 ,

there are finitely many natural numbers k0 < k1 < · · · < kq such that
h(k0) · · ·h(kq) /∈ V , i.e.,

πm0(Snp(2jk0 )
(g′0)Snp(2jk0+1)

((g′0)
−1) · · ·Snp(2jkq )(g

′
0)Snp(2jkq+1)

((g′0)
−1)) /∈ V.

Now we put M0 = q+ 1, p(0, 2l) = p(2jkl), and p(0, 2l+ 1) = p(2jkl + 1) for
all l < q + 1. Then we have g0, g

′
0 ∈ Fnp(j0)−1 ⊆ Fnp(0,0)−1, and

q∑
l=0

dHm0
(1Hm0

, πm0(Snp(0,2l)(g0)Snp(0,2l+1)
(g−10 ))) <

q∑
l=0

2−(kl+1) < 1.

We can see that clauses (1)–(4) hold for i = 0.
Now assume that M0, . . . ,Mi and p(0, 0) < · · · < p(0, 2M0 − 1) < · · · <

p(i, 0) < · · · < p(i, 2Mi − 1) have been defined. Using similar arguments as
those presented in the preceding paragraph, pick a p′ > p(i, 2Mi − 1) with
gi+1, g

′
i+1 ∈ Fnp′−1, then we can find an Mi+1 ∈ ω and natural numbers

p′ ≤ p(i+ 1, 0) < · · · < p(i+ 1, 2Mi+1 − 1) so that clauses (1)–(4) hold.
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18 LONGYUN DING AND YANG ZHENG

For each n ∈ I, define

x(n) =


u−1n g′i, n = np(i,2k), 0 ≤ k < Mi,

u−1n (g′i)
−1, n = np(i,2k+1), 0 ≤ k < Mi,

u−1n , otherwise,

y(n) =


u−1n gi, n = np(i,2k), 0 ≤ k < Mi,

u−1n g−1i , n = np(i,2k+1), 0 ≤ k < Mi,
u−1n , otherwise.

Then for q ∈ ω, the following equality holds:

(x⊕ w, y ⊕ w)|q0 =

{
g′ig
−1
i , np(i,2k) ≤ q < np(i,2k+1), 0 ≤ k < Mi,

1G, otherwise.

By (i), we have
lim
q

(x⊕ w, y ⊕ w)|q0 = 1G.

So (x ⊕ w)E∗(G)(y ⊕ w), and thus ψ(x)E∗(H)ψ(y) holds. It follows from
Lemma 2.4(2) that

lim
i
dH(ψ(x), ψ(y))|[lp(i,0), lp(i,2Mi−1)+1) = 0.

For each j ∈ ω, let h′j = Snj (unjx(nj)) and hj = Snj (unjy(nj)). Note that

Snj (1G) = 1H for all j > 0, so

(ψ(x), ψ(y))|lp(i,2Mi−1)+1−1
lp(i,0)

= h′p(i,0)h
′
p(i,1) · · ·h

′
p(i,2Mi−1)(hp(i,0)hp(i,1) · · ·hp(i,2Mi−1))

−1.

Now we have

lim
i
dH(h′p(i,0)h

′
p(i,1) · · ·h

′
p(i,2Mi−1), hp(i,0)hp(i,1) · · ·hp(i,2Mi−1)) = 0,

and hence

lim
i
h′p(i,0)h

′
p(i,1) · · ·h

′
p(i,2Mi−1)(hp(i,0)hp(i,1) · · ·hp(i,2Mi−1))

−1 = 1H .

Let V1 3 1Hm0
be an open subset of Hm0 with V 2

1 ⊆ V . Since πm0 is a
continuous homomorphism, there exists an i0 ∈ ω such that

πm0(h′p(i,0)h
′
p(i,1) · · ·h

′
p(i,2Mi−1))πm0(hp(i,0)hp(i,1) · · ·hp(i,2Mi−1))

−1 ∈ V1
holds for any i > i0. By (4), we have

lim
i
dHm0

(1Hm0
, πm0(hp(i,0)hp(i,1) · · ·hp(i,2Mi−1))) ≤ lim

i
2−i = 0.

Therefore, for i large enough,

πm0(hp(i,0)hp(i,1) · · ·hp(i,2Mi−1)) ∈ V1.
It follows that

πm0(h′p(i,0)h
′
p(i,1) · · ·h

′
p(i,2Mi−1)) ∈ V,

i.e.,

πm0(Snp(i,0)(g
′
i)Snp(i,1)((g

′
i)
−1) · · ·Snp(i,2Mi−2)

(g′i)Snp(i,2Mi−1)
((g′i)

−1)) ∈ V,
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contradicting (3). Claim 1. �

For any m ∈ ω, let Vm = {g ∈ G : dG(1G, g) < rm} and Wm =
⋃
i V

i
m.

Note that V −1m = Vm. It is clear that Wm is an open, and thus a clopen
subgroup of G. We claim that Wm∩

⋃
n Fn ⊆ Xm. For i = 0, note that 1G ∈

Xm, so Claim 1 gives that Vm∩
⋃
n Fn ⊆ Xm. Assume that V i

m∩
⋃
n Fn ⊆ Xm.

Let h ∈ V i+1
m ∩

⋃
n Fn with h = gg′, where g ∈ V i

m and g′ ∈ Vm. Note that⋃
n Fn is a dense subgroup of G. We can find ĝ, ĝ′ ∈

⋃
n Fn such that

dG(h, ĝĝ′) < rm with ĝ ∈ V i
m and ĝ′ ∈ Vm. Since dG(ĝ, ĝĝ′) = dG(1G, ĝ

′) <
rm and ĝ ∈ Xm, we have ĝĝ′ ∈ Xm, and thus h ∈ Xm. So Wm∩

⋃
n Fn ⊆ Xm.

Let g ∈ Wm ∩
⋃
n Fn ⊆ Xm. Pick a jg ∈ ω with g ∈ Fnjg−1. For any

δ > 0, by the definition of Xm, there exists a jδ ≥ jg such that

∀j′ > j ≥ jδ (dHm(1Hm , πm(Snj (g)Snj′ (g
−1))) < δ).

Let j, k ∈ ω with jδ < j < k. Fix a k′ > k. Since πm is a homomorphism,
we have

dHm(1Hm , πm(Snj (g))πm(Snk′ (g
−1))) < δ,

dHm(1Hm , πm(Snk(g))πm(Snk′ (g
−1))) < δ.

So dHm(πm(Snj (g)), πm(Snk(g))) < 2δ. Thus (πm(Snj (g))) is a Cauchy se-
quence in Hm. By the completeness of dHm , we can define

πSm(g) = lim
j
πm(Snj (g)) ∈ Hm.

Note that for g, g′ ∈ Fn with n < nj ,

dH(Snj (g), Snj (g
′)) ≤ d∞H (Tnj (u

−1
nj g), Tnj (u

−1
nj g
′)),

and
∀h, h′ ∈ H (dHm(πm(h), πm(h′)) ≤ 2mdH(h, h′)).

By Lemma 3.1, πSm is uniformly continuous on Wm ∩
⋃
n Fn, which can be

uniquely extended to a uniformly continuous map from Wm to Hm, still
denoted by πSm. Put W =

⋂
mWm, for any g ∈W , we let

S(g) = (πS0 (g), πS1 (g), . . . , πSm(g), . . .).

We claim that S(g) ∈ H. Indeed, fix a g ∈W and an arbitrary neighborhood
O of S(g), then there are ε > 0 and natural number L such that{

h ∈
∏
m

Hm : ∀m ≤ L (dHm(πm(h), πSm(g)) < ε)

}
⊆ O.

Clearly g ∈
⋂
m≤LWm. Since

⋃
n Fn is dense in G, by the continuity of πSm,

we can find some g′ ∈
⋂
m≤LWm ∩

⋃
n Fn so that dHm(πSm(g′), πSm(g)) < ε

for m ≤ L. Note that πSm(g′) = limj πm(Snj (g
′)) ∈ Hm holds for any m ≤ L.

So there is a j′ ∈ ω such that Snj′ (g
′) ∈ H ∩O. Thus S(g) ∈ H by the fact

that H is closed in
∏
mHm. The map S is a continuous map from W to H.

It is worth noting that S(1G) = 1H and W is a closed subgroup of G.
Now we prove clause (ii) first:
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Claim 2. The map S# is a reduction of E∗(W ) to E∗(H)× E(W ; 0).

Proof of Claim 2. Let x, y ∈Wω. Note that xE∗(G)y ⇐⇒ xE∗(W )y as W
is a closed subgroup of G. By Proposition 2.8, we only need to show that

xE∗(G)y ⇐⇒ Sω(x)E∗(H)Sω(y)

holds whenever limp dG(x(p), y(p)) = 0. Since
⋃
n Fn is dense, by the defini-

tions of dH and S, for each p ∈ ω, we can find a sufficiently large j(p) ∈ ω
and gp, g

′
p ∈

⋃
n Fn so that

(1) 0 < j(0) < j(1) < · · · j(p) < · · · ;
(2) gp, g

′
p ∈ Fnj(p)−1 ∩

⋂
m≤pWm;

(3) dG(x(p), g′p) < 2−p and dG(y(p), gp) < 2−p; and
(4) for all m ≤ p,

dHm(πm(S(x(p))), πm(Snj(p)(g
′
p))) < 2−(p+1),

dHm(πm(S(y(p))), πm(Snj(p)(gp))) < 2−(p+1).

Now we define, for each n ∈ I,

x̂(n) =

{
u−1n g′p, n = nj(p),
u−1n , otherwise,

ŷ(n) =

{
u−1n gp, n = nj(p),
u−1n , otherwise.

For any i < k, by (3) and Lemma 2.4(1),

dG((x, y)|ki , g′i · · · g′kg−1k · · · g
−1
i ) <

k∑
q=i

2−q+1 < 2−i+2.

Then by Lemma 2.4(2),

xE∗(G)y ⇐⇒ lim
p
g′0 · · · g′pg−1p · · · g−10 converges.

For any k > nj(0), let pk be the largest p with nj(p) ≤ k. Note that

(x̂⊕ w, ŷ ⊕ w)|k0 = g′0 · · · g′pkg
−1
pk
· · · g−10 .

It follow that

xE∗(G)y ⇐⇒ (x̂⊕ w)E∗(G)(ŷ ⊕ w) ⇐⇒ ψ(x̂)E∗(H)ψ(ŷ).

By (4), we have

dH(S(x(p)), Snj(p)(g
′
p)) =

∑∞
m=0 2−mdHm(πm(S(x(p))), πm(Snj(p)(g

′
p)))

<
∑p

m=0 2−(m+p+1) +
∑∞

m=p+1 2−m

< 2−(p−1),

dH(S(y(p)), Snj(p)(gp)) =
∑∞

m=0 2−mdHm(πm(S(y(p))), πm(Snj(p)(gp)))

<
∑p

m=0 2−(m+p+1) +
∑∞

m=p+1 2−m

< 2−(p−1).
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Note that Snj (1G) = 1H for all j ∈ ω, by similar arguments as above, we
see that

Sω(x)E∗(H)Sω(y)
⇐⇒ limp Snj(0)(g

′
0) · · ·Snj(p)(g′p)Snj(p)(gp)−1 · · ·Snj(0)(g0)−1 converges.

For any i > j(0), let pi be the largest p with j(p) ≤ i. Then we have

(ψ(x̂), ψ(ŷ))|li+1−1
0 = Snj(0)(g

′
0) · · ·Snj(pi)(g

′
pi)Snj(pi)(gpi)

−1 · · ·Snj(0)(g0)
−1.

This implies that

lim
i

(ψ(x̂), ψ(ŷ))|li+1−1
0 converges ⇐⇒ Sω(x)E∗(H)Sω(y).

Note that limp dG(g′p, gp) = 0, it follows from Lemma 3.3 that

lim
i

(ψ(x̂), ψ(ŷ))|li+1−1
0 converges ⇐⇒ ψ(x̂)E∗(H)ψ(ŷ).

So Sω(x)E∗(H)Sω(y) ⇐⇒ ψ(x̂)E∗(H)ψ(ŷ) ⇐⇒ xE∗(G)y. Claim 2. �

Subsequently, we prove clause (i) as follows:

Claim 3. For m ∈ ω, if x, y ∈Wω
m, then

xE∗(G)y =⇒ (πSm)ω(x)E∗(Hm)(πSm)ω(y).

Proof of Claim 3. Let x, y ∈ Wω
m with xE∗(G)y. Then for each p ∈ ω, we

can find a j(p) ∈ ω and gp, g
′
p ∈Wm ∩

⋃
n Fn so that

(1) 0 < j(0) < j(1) < · · · j(p) < · · · ;
(2) gp, g

′
p ∈ Fnj(p)−1 ∩Wm;

(3) dG(x(p), g′p) < 2−p and dG(y(p), gp) < 2−p; and
(4) we have

dHm(πSm(x(p)), πm(Snj(p)(g
′
p))) < 2−p,

dHm(πSm(y(p)), πm(Snj(p)(gp))) < 2−p.

Now define, for each n ∈ I,

x̂(n) =

{
u−1n g′p, n = nj(p),
u−1n , otherwise,

ŷ(n) =

{
u−1n gp, n = nj(p),
u−1n , otherwise.

Following a similar approach to the proof of Claim 2, we obtain

xE∗(G)y ⇐⇒ (x̂⊕ w)E∗(G)(ŷ ⊕ w) ⇐⇒ ψ(x̂)E∗(H)ψ(ŷ).

So we have

lim
p

(ψ(x̂), ψ(ŷ))|lj(p)+1−1
0 converges,

and thus

lim
p
Snj(0)(g

′
0) · · ·Snj(p)(g

′
p)Snj(p)(gp)

−1 · · ·Snj(0)(g0)
−1 converges.

Since πm is a continuous homomorphism, we obtain

lim
p
πm(Snj(0)(g

′
0) · · ·Snj(p)(g

′
p)Snj(p)(gp)

−1 · · ·Snj(0)(g0)
−1) converges.
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Following again the similar arguments as in the proof of Claim 2, we get
(πSm)ω(x)E∗(Hm)(πSm)ω(y). Claim 3. �

It follows from Claim 2 and Claim 3 that Wm, π
S
m,W , and S are as desired.

Finally, by Lemma 2.9, we can conclude that the converse is also true if
G = W and if the interval [0, 1] can be embedded into H. �

Remark 5.4. Recall that G0 is the connected component of 1G in G. Since
each Wm in the preceding theorem is an open subgroup of G, it is also clopen
in G. So G0 ⊆Wm as it is connected, and thus G0 ⊆W .

From the proof of the preceding theorem, it follows that W can be chosen
to be clopen when H is TSI strongly NSS. Similarly, by [5, Theorem 6.13],
W can be also clopen when H is locally compact, and W can be chosen to
be W = G when H is compact.

6. Rigid theorems

In this section, we use the Pre-rigid Theorem to prove several Rigid the-
orems for various classes of TSI Polish groups.

Lemma 6.1. Let G,H be two Polish groups and S : G → H a continuous
map with S(1G) = 1H . Suppose H is NSS. Then the following are equivalent:

(1) There exists an open subgroup W of G such that the map S � W :
W → H is a continuous homomorphism.

(2) There exists an open subgroup W ′ of G such that the map Sω is an
(E∗(W

′), E∗(H))-homomorphism.

Proof. (1)⇒(2). Let W be an open subgroup of G such that S �W : W → H
is a continuous homomorphism. Then

∀x, y ∈Wω ∀g ∈W (lim
n

(x, y)|n0 = g ⇒ lim
n

(Sω(x), Sω(y))|n0 = S(g)).

Since W is also closed, we see that Sω is an (E∗(W ), E∗(H))-homomorphism.
Hence W ′ = W is as required.

(2)⇒(1). Let W ′ be an open subgroup of G such that the map Sω

is an (E∗(W
′), E∗(H))-homomorphism, and let dG, dH be compatible left-

invariant metrics on G and H respectively.
Define X = {g ∈W ′ : S(g−1) = S(g)−1}. Then X 6= ∅, since 1G ∈ X.

Claim 1. There exists an r0 > 0 such that

∀g, g′ ∈W ′ ((dG(g, g′) < r0 ∧ g ∈ X)⇒ g′ ∈ X).

Proof of Claim 1. If not, then we can find two sequences (gq) and (g′q) in
W ′ so that

(i) gq ∈ X and g′q /∈ X;

(ii) limq(g
′
q)
−1gq = 1G.

Let hq = S((g′q)
−1)S(g′q), then hq 6= 1H for q ∈ ω. Since H has no small

subgroups, there exists some D > 0 such that, for each q ∈ ω, we can find
an mq > 0 with dH(h

mq
q , 1H) ≥ D.
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Put M−1 = 0 and Mq = m0 + · · ·+mq for q ∈ ω. For each p ∈ ω, define

x(p) =

{
(g′q)

−1, p = 2(Mq−1 + i), 0 ≤ i < mq,
g′q, p = 2(Mq−1 + i) + 1, 0 ≤ i < mq,

y(p) =

{
g−1q , p = 2(Mq−1 + i), 0 ≤ i < mq,
gq, p = 2(Mq−1 + i) + 1, 0 ≤ i < mq.

For any k ∈ ω, let qk be the largest q such that Mq−1 ≤ k. Clearly,

(x, y)|2k+1
0 = 1G, (x, y)|2k0 = (g′qk)−1gqk .

By (ii), we have xE∗(G)y. Since Sω is an (E∗(G), E∗(H))-homomorphism,
Sω(x)E∗(H)Sω(y) holds, i.e.,

lim
k

(Sω(x), Sω(y))|k0 converges.

Then by Lemma 2.4(2) and gq ∈ X, we have

lim
q
h
mq
q = lim

q
(Sω(x), Sω(y))|2Mq−1

2Mq−1
= 1H .

A contradiction! Claim 1. �

Put V = {g ∈ W ′ : dG(1G, g) < r0}. Note that V = V −1. Define
W1 =

⋃
i V

i, which is an open subgroup of W ′. We claim that W1 ⊆ X.
Note that 1G ∈ X, so by Claim 1, we have V ⊆ X. Assume that V i ⊆ X.
For any g = g1g2 ∈ V i+1 with g1 ∈ V i and g2 ∈ V , we note that g1 ∈ X
and dG(g1, g) = dG(g1, g1g2) = dG(1G, g2) < r0. Again by Claim 1, we have
g ∈ X. This shows that W1 ⊆ X.

Claim 2. There exists 0 < r1 < r0 such that

∀g, g′ ∈W1 (dG(1G, g) < r1 ⇒ S(gg′) = S(g)S(g′)).

Proof of Claim 2. If not, there are two sequences (gq), (g
′
q) in W1 such that

limq gq = 1G and S(gqg
′
q) 6= S(gq)S(g′q) for q ∈ ω.

For each q ∈ ω, let hq = S(gqg
′
q)S((g′q)

−1)S(g−1q ). It follows from W1 ⊆ X
that

hq = S(gqg
′
q)S(g′q)

−1S(gq)
−1 6= 1H .

Since H has no small subgroups, there exists some D > 0 such that, for each
q ∈ ω, we can find an mq ∈ ω with dH(h

mq
q , 1H) ≥ D.

Put M−1 = 0 and Mq = m0 + · · ·+mq for q ∈ ω. For each p ∈ ω, define

x(p) =


gqg
′
q, p = 3(Mq−1 + i), 0 ≤ i < mq,

(g′q)
−1, p = 3(Mq−1 + i) + 1, 0 ≤ i < mq,

g−1q , p = 3(Mq−1 + i) + 2, 0 ≤ i < mq,

y(p) =


g′q, p = 3(Mq−1 + i), 0 ≤ i < mq,
(g′q)

−1, p = 3(Mq−1 + i) + 1, 0 ≤ i < mq,
1G, p = 3(Mq−1 + i) + 2, 0 ≤ i < mq.

For any k ∈ ω, let qk be the largest q such that Mq−1 ≤ k. Clearly,

(x, y)|3k0 = (x, y)|3k+1
0 = gqk , (x, y)|3k+2

0 = 1G.
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Note that limq gq = 1G, so xE∗(G)y holds. Since Sω is an (E∗(G), E∗(H))-
homomorphism, Sω(x)E∗(H)Sω(y) holds, i.e.,

lim
k

(Sω(x), Sω(y))|k0 converges.

By Lemma 2.4(2) and g′q ∈W1 ⊆ X, we have S(g′q)S((g′q)
−1) = 1H . So

lim
q
h
mq
q = lim

q
(Sω(x), Sω(y))|3Mq−1

3Mq−1
= 1H .

A contradiction! Claim 2. �

Finally, let V1 = {g ∈ W ′ : dG(1G, g) < r1} and W =
⋃
i V

i
1 . Note that

V1 = V −11 and V1 ⊆ V , so W is an open subgroup of W1. For any g, g′ ∈W ,
we shall check that S(gg′) = S(g)S(g′). There are g0, g1, · · · , gm ∈ V1 such
that g = g0g1 · · · gm. Note that W ⊆W1, so by Claim 2, we have

S(gg′) = S(g0)S(g1 · · · gmg′) = S(g0) · · ·S(gm)S(g′) = S(g)S(g′).

Then W is as required. �

Consider a Polish group G and a sequence (gn) in G. Recall that (gn) is
ι-Cauchy if it is d-cauchy for some compatible left-invariant metric d on G.
This definition is independent of the choice of d (see [1, Proposition 3.B.1]).

Let G,H be two Polish groups and ϕ : G → H a continuous homomor-
phism. We define IPC(ϕ) as the set of all x ∈ Gω that satisfies:

(x(0) · · ·x(p)) is ι-Cauchy ⇐⇒ (ϕ(x(0)) · · ·ϕ(x(p))) is ι-Cauchy.

Lemma 6.2. Let G,H be two Polish groups and ϕ : G → H a continuous
homomorphism. If x ∈ IPC(ϕ) for any x ∈ Gω with limp x(p) = 1G, then
ker(ϕ) is non-archimedean.

Moreover, if ϕ(G) is closed in H, then the converse is also true.

Proof. Let dG, dH be compatible left-invariant metrics on G and H respec-
tively. Define Vk = {g ∈ ker(ϕ) : dG(1G, g) < 2−k}.

First, suppose x ∈ IPC(ϕ) for any x ∈ Gω with limp x(p) = 1G.
Assume toward a contradiction that ker(ϕ) is not non-archimedean. Then

there exists a K ∈ ω such that VK contains no open subgroups of ker(ϕ).
Since

⋃
m V

m
k is an open subgroup of ker(ϕ), we have

⋃
m V

m
k * VK . Thus

for each k ∈ ω, we can find an mk ∈ ω and gk,0, . . . , gk,mk−1 ∈ Vk such that
gk,0gk,1 · · · gk,mk−1 /∈ VK .

Put M−1 = 0 and Mk = m0 + · · ·+mk for k ∈ ω. Let x ∈ Gω be defined
as x(p) = gk,i for p = Mk−1 + i with 0 ≤ i < mk. Note that limp x(p) = 1G,
so x ∈ IPC(ϕ). Since dG is left-invariant, we have

∀k (dG(x(0) · · ·x(Mk−1 − 1), x(0) · · ·x(Mk − 1)) ≥ 2−K).

Thus (x(0) · · ·x(p)) is not ι-Cauchy. But (ϕ(x(0)) · · ·ϕ(x(p))) is ι-Cauchy
since ϕ(x(p)) = 1H for all p ∈ ω, contradicting that x ∈ IPC(ϕ).

Now assume that ϕ(G) is closed in H and ker(ϕ) is non-archimedean. Let
x ∈ Gω with limp x(p) = 1G. We prove x ∈ IPC(ϕ) as follows:
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On the one hand, suppose that (x(0) · · ·x(p)) is ι-Cauchy. For any ε > 0,
since ϕ is continuous, there is a δ > 0 such that

∀g ∈ G (dG(1G, g) < δ ⇒ dH(1H , ϕ(g)) < ε).

Since (x(0) · · ·x(p)) is ι-Cauchy, we can find an N ∈ ω such that

∀m ≥ n > N (dG(1G, x(n) · · ·x(m)) < δ).

Thus we have that, for any m ≥ n > N ,

dH(1H , ϕ(x(n)) · · ·ϕ(x(m))) = dH(1H , ϕ(x(n) · · ·x(m))) < ε.

This shows that (ϕ(x(0)) · · ·ϕ(x(p))) is ι-Cauchy.
On the other hand, suppose that (ϕ(x(0)) · · ·ϕ(x(p))) is ι-Cauchy. Let

(Wp) be a decreasing neighborhood basis of 1ker(ϕ) such that each Wp is an
open subgroup of ker(ϕ). Let ϕ̃ : G/ker(ϕ)→ H be defined as

ϕ̃(ker(ϕ)g) = ϕ(g).

Note that ϕ(G) is closed, so it is also a Polish group under the topology
inherited from H. Thus ϕ̃ is a topological isomorphism of G/ker(ϕ) onto
ϕ(G) (see [8, Corollary 2.3.4]). Note that µ = ϕ̃−1 ◦ ϕ is the canonical
projection map, where µ(g) = ker(ϕ)g for g ∈ G. Since ϕ̃ is a topological
isomorphism, we have (µ(x(0)) · · ·µ(x(p))) is ι-Cauchy.

Let dµ(ker(ϕ)g, ker(ϕ)g′) = inf{dG(hg, h′g′) : h, h′ ∈ ker(ϕ)}, then dµ is a
compatible left-invariant metric on G/ ker(ϕ) (see [8, Lemma 2.2.8]).

For any ε > 0, we can find 0 < ε′ < ε and p0 ∈ ω satisfying

{g ∈ ker(ϕ) : dG(1G, g) < 3ε′} ⊆Wp0 ⊆ {g ∈ ker(ϕ) : dG(1G, g) < ε}.
Note that limp x(p) = 1G and (µ(x(0)) · · ·µ(x(p))) is ι-Cauchy. Thus there
is an N ∈ ω such that

dG(1G, x(n)) < ε′,

dµ(µ(x(N) · · ·x(n)), ker(ϕ)1H) < ε′

for each n > N . By the definition of dµ, there exists some gn ∈ ker(ϕ) for
each n > N such that

dG(x(N) · · ·x(n), gn) < ε′.

For any n > N , we have

dG(x(N) · · ·x(n), x(N) · · ·x(n+ 1)) = dG(1G, x(n+ 1)) < ε′.

All these together imply that dG(1G, g
−1
n gn+1) = dG(gn, gn+1) < 3ε′. So

g−1n gn+1 ∈ Wp0 . Since Wp0 is a subgroup, it follows that g−1n gm ∈ Wp0 for
any m ≥ n ≥ N . This gives that

dG(x(0) · · ·x(n), x(0) · · ·x(m)) = dG(x(N) · · ·x(n), x(N) · · ·x(m))

< 2ε′ + dG(gn, gm)

< 2ε′ + ε < 3ε.

Therefore, (x(0) · · ·x(p)) is ι-Cauchy. �
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Proposition 6.3. Let G,H be two TSI Polish groups and ϕ : G → H a
continuous homomorphism. Then the following are equivalent:

(1) for x ∈ Gω, if limp x(p) = 1G, then x ∈ IPC(ϕ); and

(2) the map ϕ# is a reduction of E∗(G) to E∗(H)× E(G; 0).

Proof. Since G and H are both TSI, for x ∈ Gω, we have

(x(0) · · ·x(p)) is ι-Cauchy ⇐⇒ xE∗(G)1Gω ,

(ϕ(x(0)) · · ·ϕ(x(p))) is ι-Cauchy ⇐⇒ lim
p
ϕω(x)E∗(H)1Hω .

So (2)⇒(1) follows from Proposition 2.8. We prove (1)⇒(2) as follows:
Let dG be a compatible compete two-sided invariant metric on G.
Given x, y ∈ Gω. Suppose xE∗(G)y. Since ϕ is a continuous homomor-

phism, we have ϕω(x)E∗(H)ϕω(y) holds and limp dG(x(p), y(p)) = 0.
On the other hand, suppose ϕω(x)E∗(H)ϕω(y) holds and limp dG(x(p), y(p)) =

0. Define z ∈ Gω as:

z(p) = y(0) · · · y(p− 1)x(p)y(p)−1y(p− 1)−1 · · · y(0)−1

for p ∈ ω. Since dG is two-sided invariant,

lim
p
dG(z(p), 1G) = lim

p
dG(x(p), y(p)) = 0.

So z ∈ IPC(ϕ). Since ϕ is homomorphism, it holds that

ϕ(z(p)) = ϕ(y(0)) · · ·ϕ(y(p−1))ϕ(x(p))ϕ(y(p))−1ϕ(y(p−1))−1 · · ·ϕ(y(0))−1.

Therefore,

xE∗(G)y ⇐⇒ (z(0) · · · z(p)) is ι-Cauchy,

ϕω(x)E∗(H)ϕω(y) ⇐⇒ (ϕ(z(0)) · · ·ϕ(z(p))) is ι-Cauchy.

So (1)⇒(2) follows from Proposition 2.8 again. �

Now we are ready to prove the following theorem, which is crucial for the
rest of this article.

Theorem 6.4. Let G be a TSI Polish group, and let H be a closed subgroup
of the product of a sequence of TSI strongly NSS Polish groups (Hm). If
E(G) ≤B E(H), then there exists a continuous homomorphism S : W → H
such that ker(S) is non-archimedean, where W ⊇ G0 is a countable inter-
section of clopen subgroups in G.

Moreover, the converse holds if G = W , S(G) is closed in H, and the
interval [0, 1] can be embedded into H.

Proof. Suppose E(G) ≤B E(H). It follows from Theorem 5.3 that, for each
m ∈ ω, there exists an open subgroup W ′m of G and a continuous map
πSm : W ′m → Hm with πSm(1G) = 1Hm such that (1) (πSm)ω : (W ′m)ω → Hω

m is
an (E∗(W

′
m), E∗(Hm))-homomorphism; and (2) let W ′ =

⋂
mW

′
m and define

S : W ′ → H as S(g) = (πS0 (g), πS1 (g), · · · ), then S# is a reduction of E∗(W
′)

to E∗(H)× E(W ′; 0).
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Note that Hm is NSS. By Lemma 6.1, there is an open subgroup Wm of
W ′m such that πSm � Wm is a homomorphism. We put W =

⋂
mWm, and

still denote S �W by S for brevity. Then S is a continuous homomorphism.
It is clear that G0 ⊆W ⊆W ′.

As both G and H are TSI, according to Lemma 6.2 and Proposition 6.3,
ker(S) is non-archimedean. Thus, W and S fulfill the requirements.

On the other hand, let S be a continuous homomorphism from G to H
such that ker(S) is non-archimedean. Suppose that S(G) is closed in H
and the interval [0, 1] can be embedded into H. Again by Lemma 6.2 and
Proposition 6.3, the map S# is a reduction of E∗(G) to E∗(H) × E(G; 0).
Finally, it follows from Lemma 2.9 that E(G) ≤B E(H). �

Remark 6.5. Let G be a TSI Polish group and H a TSI strongly NSS Polish
group. Suppose that E(G) ≤B E(H). Then it follows from the proof of
Theorem 6.4 that there exist an open subgroup W ⊇ G0 of G and a con-
tinuous homomorphism S : W → H such that ker(S) is non-archimedean.
Moreover, the map S# is a reduction of E∗(W ) to E∗(H)× E(W ; 0).

This observation will be crucial in section 7.

The following is an immediate corollary.

Corollary 6.6. Let G be a TSI Polish group and H a closed subgroup of
the product of a sequence of TSI strongly NSS Polish groups. If H is totally
disconnected but G is not, then E(G) �B E(H).

Proof. Assume for contradiction that E(G) ≤B E(H). By Theorem 6.4,
there is a continuous homomorphism S : G0 → H such that ker(S) is non-
archimedean. Note that S(G0) is also connected, so S(G0) ⊆ H0. Since H is
totally disconnected, we have S(G0) = {1H}. So G0 = ker(S), which is con-
nected and non-archimedean. This implies that G0 = {1G}, contradicting
that G is not totally disconnected. �

Note that the converses of Lemma 6.2 and Theorem 6.4 require S(G) to
be closed in H. Next we present a lemma in which this requirement can be
avoided.

Lemma 6.7. Let G,H be two TSI Polish groups. Suppose S : G → H is
a continuous homomorphism, and U 3 1G is an open subset of G such that
S � U : U → S(U) is a homeomorphism. Then the map S# is a reduction
of E∗(G) to E∗(H)× E(G; 0).

Proof. Let dG, dH be compatible complete two-sided invariant metrics on G
and H respectively. By Proposition 2.8, we only need to show that

xE∗(G)y ⇐⇒ Sω(x)E∗(H)Sω(y)

holds whenever limp dG(x(p), y(p)) = 0.
Suppose xE∗(G)y holds. Since S : G→ H is a continuous homomorphis-

m, it follows trivially that Sω(x)E∗(H)Sω(y).
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On the other hand, suppose limp dG(x(p), y(p)) = 0 and Sω(x)E∗(H)Sω(y).
We prove xE∗(G)y as follows:

If not, by Lemma 2.4(2), supq>p dG(x, y)|[p,q] 9 0. So there exist r > 0
and two strictly increasing sequences of natural numbers (pk), (qk) such that
pk < qk and dG(1G, (x, y)|qkpk) = dG(x, y)|[pk,qk] > r for each k ∈ ω. Let
0 < r0 < r satisfying that {g ∈ G : dG(1G, g) < r0} ⊆ U . There exists a
K ∈ ω such that dG(x(p), y(p)) < r0/2 for p > pK . For p > pk and k > K,
since dG is two-sided invariant, we have

dG((x, y)|ppk , (x, y)|p−1pk
)) = dG(x(p)y(p)−1, 1G) < r0/2,

and hence
dG(1G, (x, y)|ppk) < dG(1G, (x, y)|p−1pk

) + r0/2.

For each k > K, we can find pk < p′k < qk such that

r0/2 ≤ dG(1G, (x, y)|p
′
k
pk) < r0,

so (x, y)|p
′
k
pk ∈ U . By Sω(x)E∗(H)Sω(y), it is clear that

S((x, y)|p
′
k
pk) = (Sω(x), Sω(y))|p

′
k
pk → 1H .

Since S � U is a homeomorphism from U to S(U), we have (x, y)|p
′
k
pk → 1G.

This contradicts that dG(1G, (x, y)|p
′
k
pk) ≥ r0/2. �

6.1. Applications on Lie groups, locally compact groups, and pro-
Lie groups. Recall that a Lie group is a group which is also a smooth
manifold such that the group operations are smooth functions. A topological
group is a Lie group iff it is locally compact NSS (see Page 159 of [11]).
Clearly, a Lie group is Polish iff it is separable iff it has only countably
many connected components. Let G be a Lie group, then G0 is an open
normal subgroup of G. For more details on Lie groups, we refer to [19].

A completely metrizable topological group G is called a pro-Lie group if
every open neighborhood of 1G contains a normal subgroup N such that
G/N is a Lie group (see [9, Definition 1]). For more details on pro-Lie
groups, we refer to [9].

Applying Theorem 6.4, we obtain the following result:

Theorem 6.8. Let G,H be two TSI Polish groups such that H is a pro-Lie
group. If E(G) ≤B E(H), then there exists a continuous homomorphism
S : G0 → H such that ker(S) is non-archimedean.

Moreover, the converse holds if G is connected and S(G) is closed in H.

Proof. SinceH is a pro-Lie group, there exist a countable open neighborhood
basis (Um) of 1H and a sequence of normal subgroups (Nm) of H such that
Nm ⊆ Um and H/Nm is a Lie group for each m ∈ ω. Note that Nm is
closed in H, since H/Nm is Hausdorff. Without loss of generality, assume
that Nm ⊇ Nm+1. We define a map f : H →

∏
mH/Nm as f(h)(m) = hNm

for h ∈ H,m ∈ ω. By [12, Proposition 2.3], f is a topologically isomorphic
embedding and f(H) is closed in

∏
mH/Nm.
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By [8, Exercise 2.2.8], all H/Nm are separable TSI Lie groups. As men-
tioned above, all Lie groups are locally compact NSS. By Proposition 5.2(2),
all Lie groups are strongly NSS. So the first part of the theorem follows from
Theorem 6.4.

For proving the second part of the theorem, by Theorem 6.4, we only need
to show that the interval [0, 1] can be embedded into H. Since S(G) is a
closed subgroup of H, it is also a pro-Lie Polish group. Since ker(S) is non-
archimedean and G is connected, ker(S) 6= G. So S(G) is non-singleton and
connected. Note that, for any non-singleton connected pro-Lie Polish group
K, there exists a nontrivial continuous homomorphism γ : R → K (see
Proposition 19 and Definition 2.6 of [9]). All of these together allow us to
embed the interval [0, 1] into S(G), and also into H. �

A topological group G is called a SIN-group if G admits arbitrarily small
invariant identity neighborhoods, or equivalently, G has a neighborhood
basis (Ui)i∈I of 1G such that gUig

−1 = Ui for all g ∈ G (see [11, Definition
2.1]). It follows from [8, Exercise 2.1.4] that a Polish group is SIN iff it
is TSI. By [11, Theorem 3.6], every locally compact TSI Polish group is a
pro-Lie group.

We point out that, in [6, Theorem 1.2], groups G and H are required to
be abelian with G being compact. Following is a generalized theorem that
removes these requirements.

Theorem 6.9 (Rigid Theorem for locally compact TSI groups). Let G
be a locally compact connected TSI Polish group, H a TSI pro-Lie Polish
group. Then E(G) ≤B E(H) iff there exists a continuous homomorphism
S : G→ H such that ker(S) is non-archimedean.

Proof. (⇒). It follows from Theorem 6.8 and G = G0.
(⇐). Let ϕ : G→ G/ ker(S) be the canonical projection. Note that ϕ is a

continuous surjective homomorphism with ϕ(g) = ker(S)g for g ∈ G. Clear-
ly, ker(ϕ) = ker(S) is non-archimedean. By Lemma 6.2 and Proposition 6.3,
the map ϕ# is a continuous reduction of E∗(G) to E∗(G/ ker(S))×E(G; 0).

Let S∗ : G/ ker(S) → H be the map defined as S∗(ker(S)g) = S(g) for
g ∈ G. It is clear that S∗ is a continuous injective homomorphism. Let dG
be a compatible complete two-sided invariant metric on G, and define

d∗(ker(S)g, ker(S)g′) = inf{dG(kg, k′g′) : k, k′ ∈ ker(S)}.
Then d∗ is a compatible metric on G/ ker(S) (see [8, Lemma 2.2.8]). Since
G is locally compact, we can find some r > 0 such that the closure V of the
open set V = {g ∈ G : dG(1G, g) < r} is compact. Let

U = {ker(S)g : d∗(1G/ ker(S), ker(S)g) < r}.
Since dG is two-sided invariant, from the definition of d∗, we see that U ⊆
S(V ). Note that U ⊆ S(V ), so U is also compact. This implies that
S∗ � U : U → S∗(U) is a homeomorphism. By Lemma 6.7, the map (S∗)#

is a continuous reduction of E∗(G/ ker(S)) to E∗(H)× E(G/ ker(S); 0).
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Given x, y ∈ Gω with limp dG(x(p), y(p)) = 0. It follows from Proposi-
tion 2.8 that

xE∗(G)y ⇐⇒ ϕω(x)E∗(G/ ker(S))ϕω(y).

The continuity of ϕ implies limp d
∗(ϕ(x(p)), ϕ(y(p))) = 0, so we also have

ϕω(x)E∗(G/ ker(S))ϕω(y) ⇐⇒ (S∗)ω(ϕω(x))E∗(H)(S∗)ω(ϕω(y)).

Note that S = S∗ ◦ ϕ, so Sω = (S∗)ω ◦ ϕω. It is clear that

xE∗(G)y ⇐⇒ Sω(x)E∗(H)Sω(y).

Thus the map S# is a continuous reduction of E∗(G) to E∗(H)× E(G; 0).
Since G is connected, ker(S) 6= G, and so {1H} 6= S(G) ⊆ H0. So H0 is

non-singleton. As a closed subgroup of H, H0 is also a TSI pro-Lie Polish
group. Similar to the last paragraph of the proof of Theorem 6.8, we can
embed the interval [0, 1] into H0, and also in H. Therefore, the (⇐) part
follows from Lemma 2.9. �

By restricting our analysis to Lie groups, we provide an affirmative re-
sponse to Question 7.4 of [5] as follows:

Theorem 6.10 (Rigid Theorem for TSI Lie groups). Let G,H be two sep-
arable TSI Lie groups such that G is connected. Then E(G) ≤B E(H) iff
there exists a continuous locally injective homomorphism S : G→ H.

Proof. By Theorem 6.9, we only need to show that ker(S) is discrete. Note
that any non-archimedean subgroup of a Lie group is discrete, as all Lie
groups are NSS. �

6.2. Applications on Banach spaces and Fréchet spaces. Now we
focus on infinite dimensional vector spaces. Let us recall some elementary
notions. All separable Fréchet spaces, i.e., separable, completely metrizable
topological vector spaces (see [20, 5-1]), can be viewed as abelian Polish
groups under the addition operation. In this article, all vector spaces are
assumed to be real, i.e., over the field R. This is because, in accordance with
view of Borel reducibility, the equivalence relation induced by a separable
Fréchet space is independent of the choice of the field of scalars.

Let X be a vector space. A map ‖ · ‖ : X → R is called a total paranorm
(see [20, 2-1]) if

(1) ‖v‖ ≥ 0, ‖ − v‖ = ‖v‖, and ‖v‖ = 0 ⇐⇒ v = 0;
(2) ‖v + v′‖ ≤ ‖v‖+ ‖v′‖;
(3) for (tn) ∈ Rω, (vn) ∈ Xω, if tn → t and ‖vn − v‖ → 0, then ‖tnvn −

tv‖ → 0.

A total paranorm ‖ · ‖ is called a norm if ‖tv‖ = |t|‖v‖ for t ∈ R and v ∈ X.
Any Fréchet space admits a compatible complete two-sided invariant metric
d, which is given by a total paranorm ‖ · ‖ as d(v, v′) = ‖v − v′‖.
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In particular, all separable Banach spaces are separable Fréchet spaces.
The following are some classical separable Banach spaces:

c0, C[0, 1], lp, Lp[0, 1] (∀p ∈ [1,+∞)).

The classical Banach-Mazur theorem [21, II.B] asserts that every separable
Banach space is isometric to a subspace of C[0, 1]. Thus for any separable
Banach space X, we have E(X) ≤B E(C[0, 1]). For more details on Fréchet
spaces and Banach spaces, we refer to [20, 21].

Theorem 6.11 (Rigid Theorem for Fréchet spaces). Let X,Y be two sep-
arable Fréchet spaces such that Y is a closed subgroup of the product of a
sequence of TSI strongly NSS Polish groups. Then E(X) ≤B E(Y ) iff X is
topologically isomorphic to a closed linear subspace of Y .

Proof. (⇐). It follows from Proposition 2.3.
(⇒). Suppose E(X) ≤B E(Y ). Note that X is connected. By Theo-

rem 6.4, Theorem 5.3(ii), and (2) ⇒ (1) of Proposition 6.3, there exists a
continuous homomorphism S : X → Y such that ker(S) is non-archimedean,
and for x ∈ Xω, if limp x(p) = 0, then∑

p

x(p) converges ⇐⇒
∑
p

S(x(p)) converges.

For any integers m,n with n > 0 and v ∈ X, we have that nS( 1
nv) = S(v),

and thus S(mvn ) = m
n S(v). By its continuity, S is a R-linear map. Note that

ker(S) is a non-archimedean closed linear subspace of X, so ker(S) = {0}.
Therefore S is injective. We will show that S is a topological isomorphism
from X onto S(X).

Let ‖ ·‖X , ‖ ·‖Y be total paranorms on X and Y respectively. Assume for
contradiction that there exist a sequence (vq) in X and a δ > 0 such that

(1) limq ‖S(vq)‖Y = 0, and
(2) infq ‖vq‖X > δ.

By transfering to a subsequence, we may assume that ‖S(vq)‖Y < 2−q for
all q ∈ ω. For each q ∈ ω, we can find an integer mq > 0 such that
‖ vqmq ‖X < 2−q.

Put M−1 = 0 and Mq = m0 + · · ·+mq for q ∈ ω. For each p ∈ ω, define
x ∈ Xω with x(p) =

vq
mq

for p = Mq−1 + i and 0 ≤ i < mq. It follows that

limp x(p) = 0, so∑
p

x(p) converges ⇐⇒
∑
p

S(x(p)) converges.

Fix a k ∈ ω. By [10, Exercise E7.12(ii)], there is an open set V 3 0 in Y
such that

∀r ∈ [0, 1]∀h ∈ V (‖rh‖Y < 2−(k+2)).

By (1), there is a Q > k such that

∀q (q > Q⇒ S(vq) ∈ V ).
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For any p′ > p > MQ, there are q′ ≥ q > Q such that Mq−1 ≤ p < Mq and
Mq′−1 ≤ p′ < Mq′ . It follows that

S(x(p)) + · · ·+ S(x(Mq − 1)) =
Mq − p
mq

S(vq), S(vq) ∈ V,

S(x(Mq′−1)) + · · ·+ S(x(p′)) =
p′ −Mq′−1 + 1

mq′
S(vq′), S(vq′) ∈ V.

These imply that∥∥∥∥∥∥
p′∑
i=p

S(x(i))

∥∥∥∥∥∥
Y

≤ ‖S(x(p)) + · · ·+ S(x(Mq − 1))‖Y +

q′−1∑
i=q+1

‖S(vi)‖Y

+ ‖S(x(Mq′−1)) + · · ·+ S(x(p′))‖Y

≤ 2−(k+2) +

q′−1∑
i=q+1

2−i + 2−(k+2) < 2−k.

This shows that (S(x(0))+ · · ·+S(x(p))) is a Cauchy sequence. So the series∑
p S(x(p)) converges.
For any q ∈ ω, we have

‖x(Mq−1) + x(Mq−1 + 1) + · · ·+ x(Mq − 1)‖X = ‖vq‖X > δ,

and thus
∑

p x(p) diverges. A contradiction!
Now we see that

∀(vq) ∈ Xω (lim
q
S(vq) = 0⇒ lim

q
vq = 0).

This implies that S−1 : S(X) → X is continuous. So S is a topological
linear isomorphism from X onto S(X), and hence S(X) is closed. �

The following theorem characterizes strongly NSS separable Banach s-
paces.

Theorem 6.12. A separable Banach space X is not strongly NSS iff it has
a closed linear subspace topologically isomorphic to c0.

Proof. (⇐). It follows from the fact that any closed subgroup of a strongly
NSS Polish group is strongly NSS, whereas c0 is not strongly NSS.

(⇒). Suppose X is not strongly NSS. Denote the norm of X by ‖ · ‖. Let
V = {v ∈ X : ‖v‖ < 1}. Then V is not an unenclosed set of X, and thus
there exists a sequence (vi) in X such that vi 9 0 and

∀j < k ∀θ ∈ {−1, 1}{j,...,k} ‖θ(j)vj + · · ·+ θ(k)vk‖ < 2.

For any integer n > 0 and z0, z1, . . . , zm ∈ Rn, let

Con({z0, z1, . . . , zm}) =

{
m∑
i=0

λiz
i :

m∑
i=0

λi = 1, ∀i ≤ m (λi ≥ 0)

}
.
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Define D(n) = {z ∈ Rn : ∀i < n (|z(i)| ≤ 1)}. It is clear that

D(n) = Con({θ ∈ Rn : ∀i < n (θ(i) = ±1)}).

Now let (ti) ∈ c0. We claim that
∑

i tivi converges. For any ε > 0, we can
find an i0 ∈ ω so that |ti| < ε for i > i0. Let r = sup{|ti| : i > i0}. We may
assume r > 0. Then for any i0 < j < k, we have (tj , . . . , tk)/r ∈ D(k−j+1).

So there is a λ : {−1, 1}{j,...,k} → R with
∑

θ∈{−1,1}{j,...,k} λ(θ) = 1 and

λ(θ) ≥ 0 for each θ such that

(tj , . . . , tk)/r =
∑

θ∈{−1,1}{j,...,k}
λ(θ)(θ(j), . . . , θ(k)).

So
k∑
i=j

ti
r
vi =

∑
θ∈{−1,1}{j,...,k}

λ(θ)
k∑
i=j

θ(i)vi.

Then we have ∥∥∥∥∥∥
k∑
i=j

tivi

∥∥∥∥∥∥ ≤
∑

θ∈{−1,1}{j,...,k}
rλ(θ)

∥∥∥∥∥∥
k∑
i=j

θ(i)vi

∥∥∥∥∥∥
<

∑
θ∈{−1,1}{j,...,k}

2rλ(θ) = 2r ≤ 2ε.

So by Cauchy Criterion,
∑

i tivi converges.
Therefore,

∑
i tivi converges whenever (ti) ∈ c0. Note that

∑
i vi diverges,

since vi 9 0. By Proposition 2.e.4 of [14] and its remark, X has a closed
linear subspace topologically isomorphic to c0. �

Applying previous results to separable Banach spaces, we get:

Theorem 6.13 (Rigid Theorem for Banach spaces). Let X,Y be two sep-
arable Banach spaces such that Y contains no closed linear subspaces topo-
logically isomorphic to c0. Then E(X) ≤B E(Y ) iff X is topologically iso-
morphic to a closed linear subspace of Y .

Proof. It follows from theorems 6.11 and 6.12. �

Remark 6.14. It is well known that lp and Lp[0, 1] contain no closed linear
subspaces topologically isomorphic to c0, where p ∈ [1,+∞). Note that lp is
topologically isomorphic to a closed linear subspace of lq iff p = q (see [17,
Theorem 5.1]). Let X be a separable Fréchet space and let Y be the space
lp or Lp[0, 1]. Then E(X) ≤B E(Y ) iff X is topologically isomorphic to a
closed linear subspace of Y . In particular,

E(lp) ≤ E(lq) ⇐⇒ p = q.

Without the assuming of strongly NSS for TSI Polish groups G and H,
we do not know how to compare E(G) and E(H) with respect to Borel
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reducibility so far. For instance, it is not known whether E(C[0, 1]) ≤B
E(c0), or whether E(lp) ≤B E(c0) for p ∈ (0,+∞).

A worthwhile question is:

Question 6.15. Let X,Y be two separable Fréchet spaces. Does it hold
that E(X) ≤B E(Y ) iff X is topologically isomorphic to a closed linear
subspace of Y ?

7. Uniformly NSS Polish groups

Recall that a topological group G is uniformly NSS (see [16, Definition
11]) if there is an open subset V 3 1G of G such that, for any open subset
U 3 1G of G,

∃n ∀g ∈ G (g /∈ U ⇒ ∃m ≤ n (gm /∈ V )).

Clearly, a locally compact Polish group is uniformly NSS iff it is NSS.
A topological group is a Banach-Lie group if it is a Banach manifold such

that the group operations are smooth functions (see [18, Section 6]). All
Banach spaces and Lie groups are Banach-Lie groups, while all Banach-Lie
groups are uniformly NSS (see [15, Theorem 2.7]).

Under the assumption of uniformly NSS, we show that every Borel reduc-
tion of E(G) to E(H) results in a continuous homomorphism, which is also
a local homeomorphism.

Theorem 7.1. Let G,H be two TSI Polish groups. Assume that G is u-
niformly NSS and H is strongly NSS. If E(G) ≤B E(H), then there exist
an open subgroup W of G, an open neighborhood U ⊆ W of 1G, and a
continuous homomorphism S : W → H such that S � U : U → S(U) is a
homeomorphism and S(U) is closed in H.

Moreover, the converse is also true if G = W and the interval [0, 1] can
be embedded into H.

Proof. Let dG, dH be compatible complete two-sided invariant metrics on
G and H respectively. Assume that E(G) ≤B E(H). It follows from Re-
mark 6.5 that there exist an open subgroup W ′ of G and a continuous homo-
morphism S : W ′ → H such that, for x, y ∈ (W ′)ω, if limp x(p)y(p)−1 = 1G,
then we have

xE∗(G)y ⇐⇒ Sω(x)E∗(H)Sω(y).

Let V 3 1G be an open subset of G witnessing that G is uniformly NSS.
For each k ∈ ω, define Vk = {g ∈W ′ : dG(1G, g) < 2−k}.

We claim that there exists a k0 ∈ ω such that

(∗) ∀(gq) ∈ V ω
k0 (lim

q
S(gq) = 1H ⇒ lim

q
gq = 1G).

If not, then for each k ∈ ω, there are a j(k) ∈ ω and a sequence (gk,q)
of elements of Vk such that limq S(gk,q) = 1H and gk,q /∈ Vj(k) for all q ∈ ω.
Then by the definition of V , there exists an nk > 0 such that

∀g ∈ G (g /∈ Vj(k) ⇒ ∃m ≤ nk (gm /∈ V )).
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Pick a large enough qk ∈ ω so that dH(1H , S(gk,qk)) < 2−k/nk. Then we
can find an mk ≤ nk with gmkk,qk /∈ V .

Put M−1 = 0 and Mk = m0 + · · · + mk for k ∈ ω. Let x ∈ Gω be
defined as x(p) = gk,qk for p = Mk−1 + i with 0 ≤ i < mk. It is clear that
limp x(p) = 1G. This implies that

xE∗(G)1Gω ⇐⇒ Sω(x)E∗(H)Sω(1Gω).

For any k ∈ ω, we have

x(Mk−1)x(Mk−1 + 1) · · ·x(Mk − 1) = gmkk,qk /∈ V.

By Lemma 2.4(2), we see that xE∗(G)1Gω fails.
For any p < p′, if Mk−1 ≤ p < Mk and Mk′−1 ≤ p′ < Mk′ , then we have

dH(1Hω , Sω(x))|[p,p′] ≤
p′∑
i=p

dH(1H , S(x(i)))

=

Mk−1∑
i=p

dH(1H , S(gk,qk)) +

k′−1∑
i=k+1

midH(1H , S(gi,qi)) +

p′∑
i=Mk′−1

dH(1H , S(gk′,qk′ ))

<2−kmk/nk +

k′−1∑
i=k+1

2−imi/ni + 2−k
′
mk′/nk′

<3 · 2−k.

This implies that limp supp≤p′ dH(1H , S
ω(x))|[p,p′] = 0. Then it follows from

Lemma 2.4(2) that Sω(x)E∗(H)Sω(1Gω). A contradiction! So (∗) holds.

Now put U = Vk0+2. Then U ⊆ Vk0+1 = V −1k0+1, so U
−1
U ⊆ Vk0 . For

g ∈ U and (gp) ∈ U
ω
, since g−1p g ∈ Vk0 for each p, we have

lim
p
S(gp) = S(g)⇒ lim

p
S(g−1p g) = 1H ⇒ lim

p
g−1p g = 1G ⇒ lim

p
gp = g.

This implies that S � U is a topological embedding.
Then we only need to show that S(U) is closed. Let (gp) ∈ U

ω
and h ∈ H

with limp S(gp) = h. Assume for contradiction that (gp) does not converge in

U . Then it is not dG-Cauchy, we can find two strictly increasing sequences of
natural numbers (pk), (qk) with pk < qk such that dG(gpk , gqk) 9 0. By the
fact that limk S(g−1pk gqk) = limk S(gpk)−1S(gqk) = 1H , we have limk g

−1
pk
gqk =

1G, and we get a contradiction as desired. Therefore, limp gp = g for some

g ∈ U , and hence h = limp S(gp) = S(g) ∈ S(U). So S(U) is closed.
Finally, if G = W and the interval [0, 1] can be embedded into H, by

lemmas 6.7 and 2.9, we see that the converse is also true. �

Corollary 7.2. Let G,H be two TSI Polish groups. Assume that G is
uniformly NSS and H is strongly NSS. If E(G) ≤B E(H), then G is strongly
NSS too.
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Proof. By Theorem 7.1, we can get an open subset U 3 1G of G and a
homeomorphism S : U → H such that S(gg′) = S(g)S(g′) for g, g′, gg′ ∈ U .
Let V be an unenclosed set of H. It is clear that S−1(V )∩U is an unenclosed
set of G, so G is strongly NSS. �

Remark 7.3. The assumption of uniformly NSS in Theorem 7.1 and Corol-
lary 7.2 can not be avoided. For example, for p-adic solenoid Tp, we have
E(Tp) ≤B E(T), where T is strongly NSS but Tp is not (see [5, Theorem
6.24]).

In the rest of this article, we attempt to study some examples that are
induced by totally disconnected TSI Polish groups.

Example 7.4. Let G = {v ∈ c0 : ∀n (v(n) ∈ 2−nZ)}. Then G is uniformly
NSS but not strongly NSS with the subspace topology inherited from c0.
By Theorem 6.12, lp is strongly NSS. So E(G) �B E(lp) for p ∈ [1,+∞).

Recall that a sequence (vj) in a Banach space X is called a Schauder basis
of X if

∀v ∈ X ∃!(tj) ∈ Rω (v =
∑
j

tjvj).

Two sequences (vj) and (v′j) are called equivalent in X if∑
j

tjvj converges ⇐⇒
∑
j

tjv
′
j converges.

For p ∈ [1,+∞) and a ∈ c0, we define

Ia = {n ∈ ω : a(n) 6= 0}, Ap,a = {v ∈ lp : ∀n (v(n) ∈ a(n)Z)}.
If Ia is infinite, then Ap,a equipped the relative topology inherited from
lp is a totally disconnected, strongly NSS abelian Polish group, but is not
non-archimedean. In particular, we put d(n) = 2−n, and let

Ap = Ap,d = {v ∈ lp : ∀n (v(n) ∈ 2−nZ)}.

Let ej = (0, . . . , 0,
j
1, 0, . . . ), then (ej) is a Schauder basis of lp.

Theorem 7.5. For p, q ∈ [1,+∞) and a ∈ c0, the following hold:

(1) if Ia is a nonempty finite set, then E(Ap,a) ∼B E0;
(2) if Ia is infinite, then E(Ap,a) ∼B E(Ap);
(3) E(Ap) <B E(lp);
(4) E(Ap) ≤B E(lq) ⇐⇒ p = q; and
(5) E(Ap) ≤B E(Aq) ⇐⇒ p = q.

Proof. (1) If Ia is a nonempty finite set, then Ap,a is a nontrivial countable
discrete group. So E(Ap,a) ∼B E0 (see [5, Theorem 3.5(1)]).

(2) Suppose that Ia is infinite. We can find a strictly increasing sequence

of j(n) ∈ ω for each n ∈ Ia such that 2−j(n) ≤ |a(n)|. Clearly, there is an
mn ∈ ω with

|a(n)| ≤ mn2−j(n) ≤ 2|a(n)|.
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Let ϕ : Ap,a → Ap be defined as

ϕ(v)(k) =

{
mnv(n)

2j(n)a(n)
, k = j(n), n ∈ Ia,

0, otherwise.

It is obvious that ϕ is a continuous homomorphism. For any v ∈ Ap,a, we
have

‖v‖p =

(∑
n∈Ia

|v(n)|p
) 1

p

≤

(∑
n∈Ia

∣∣∣∣ mnv(n)

2j(n)a(n)

∣∣∣∣p
) 1

p

= ‖ϕ(v)‖p ≤ 2‖v‖p.

Thus ϕ is a topological group isomorphism from Ap,a onto ϕ(Ap,a). It follows
from Proposition 2.3 that E(Ap,a) ≤B E(Ap). Similarly, E(Ap) ≤B E(Ap,a).

(3) Since Ap is a closed subgroup of lp, we get that E(Ap) ≤B E(lp). By
Corollary 6.6, we have that E(Ap) <B E(lp).

(4) The (⇐) part is from (3). We prove the (⇒) part as follows:
Suppose that E(Ap) ≤B E(lq). Then by Theorem 7.1, there exist an open

subgroup W of Ap and a continuous homomorphism S : W → lq such that

S � U : U → S(U) is a homeomorphism and S(U) is closed in lq, where
U ⊆W is an open neighborhood of 0.

For k ∈ ω, let Vk = {v ∈ Ap : ‖v‖p ≤ 2−k}. Since S is continuous, we can
find an integer k0 > 0 so that

Vk0 ⊆ U, ∀v ∈ Vk0 (‖S(v)‖q ≤ 1).

For any k ∈ ω, we define vk ∈ Vk0 as

vk(n) =

{
2−k0−1, n = k + k0,
0, otherwise.

Note that for any k 6= k′, we have

‖vk‖p = 2−k0−1 < ‖vk − vk′‖p = 21/p2−k0−1 ≤ 2−k0 ,

and thus both vk and vk − vk′ are in Vk0 . So

sup
k
‖S(vk)‖q ≤ 1, sup

k 6=k′
‖S(vk)− S(vk′)‖q ≤ 1.

Since S � U is a homeomorphism, there are D1, D2 > 0 such that

inf
k
‖S(vk)‖q > D1, inf

k 6=k′
‖S(vk)− S(vk′)‖q > D2.

Since supk ‖S(vk)‖q ≤ 1, by the compactness of [−1, 1]ω, there are a
subsequence (S(vki)) of (S(vk)) and a w ∈ [−1, 1]ω such that

∀n (lim
i
S(vki)(n) = w(n)).

It is clear that ‖w‖q ≤ 1, and thus w ∈ lq. Put wi = S(vk2i)−S(vk2i+1
) ∈ lq

for each i ∈ ω. We have

D2 < inf
i
‖wi‖q ≤ sup

i
‖wi‖q ≤ 1, ∀n (lim

i
wi(n) = 0).
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It follows from [14, Proposition 1.a.12] that there is a subsequence (wij ) of
(wi) which is equivalent to a block basis (see [14, Definition 1.a.10]) (w′j) of

(ej). In other words, we get that, for any (tj) ∈ Rω,∑
j

tjwij converges ⇐⇒
∑
j

tjw
′
j converges.

Then it is routine to check that 0 < infj ‖w′j‖q ≤ supj ‖w′j‖q < ∞. By

similar arguments in proof of [14, Proposition 2.a.1(i)], we see that (w′j) is

equivalent to (ej) in lq. Therefore, (wij ) is equivalent to (ej) in lq.
Let x(j) = vk2ij − vk2ij+1

for each j ∈ ω. Then x ∈ V ω
k0
⊆ Uω ⊆ Wω. It

is trivial to check that (x(j)) is equivalent to (ej) in lp. Note that 2−k0−1 <

‖x(j)‖p ≤ 2−k0 and D2 ≤ ‖wij‖q ≤ 1 for j ∈ ω. Thus for any (tj) ∈ Rω, we
have

lim
j
tjx(j) = 0 ⇐⇒ lim

j
tj = 0 ⇐⇒ lim

j
tjwij = 0.

Put X = {(tj) ∈ Rω : ∀j (tj ∈ 2−jZ ∩ [0, 1])}. Then for any (tj) ∈ X, j ∈
ω, we have ‖tjx(j)‖p ≤ ‖x(j)‖p ≤ 2−k0 . So tjx(j) ∈ Vk0 ⊆ U ⊆ W . Note
that x(j) ∈ U . Then we have S(tjx(j)) = tjwij for each (tj) ∈ X (This is
because that wij = S(vk2ij )− S(vk2ij+1

) = S(vk2ij − vk2ij+1
) = S(x(j)).

For any t = (tj) ∈ X, let xt = (tjx(j)) ∈ Wω. By Lemma 6.7, S# is
a reduction of E∗(W ) to E∗(lq) × E(W ; 0). Let y = 0 ∈ Wω. Again by
Proposition 2.8, we can get the following conclusion that, if limj x

t(j) = 0,
then∑

j

xt(j)− y(j) converges ⇐⇒
∑
j

S(xt(j))− S(y(j)) converges.

Because both sides of the above formula imply limj x
t(j) = 0. So for any

(tj) ∈ X, ∑
j

tjx(j) converges ⇐⇒
∑
j

tjwij converges.

From the fact that (x(j)) is equivalent to (ej) in lp and (wij ) is equivalent
to (ej) in lq, we see that

∀(tj) ∈ X ((tj) ∈ lp ⇐⇒ (tj) ∈ lq),

this gives that p = q.
(5) It follows immediately from (3) and (4). �
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