
1. Introduction

Among those who reflect on the nature of neuroscience,
there is a view about its scope and limits which we will call,
with a certain amount of historical license, the neuron doc-
trine.1 Roughly, the neuron doctrine is the view that the
framework within which the science of the mind will be de-
veloped is the framework provided by neuroscience; or, as
we put it, that a successful theory of the mind will be a solely
neuroscientific theory.2 The idea is not, of course, that neu-
roscience will explain everything about the mind; perhaps
there are aspects of the mind we will never explain. The
idea is rather that, to the extent that we will achieve a sci-
entific understanding of mental or psychological phenom-
ena at all, neuroscience will be the science that achieves it.
According to the neuron doctrine, in the race to explain the
mind, smart money is on neuroscience.

There are at least three reasons for thinking that the neu-
ron doctrine so described is important. First, to claim that

it will one day explain the mind is obviously one of the more
fundamental and ambitious claims that could be made
about any science. If, as the neuron doctrine alleges, neu-
roscience will explain the mind, that would make it tremen-
dously important to scientists and nonscientists alike. Any
discussion of the foundations of neuroscience, therefore,
must involve an assessment of the neuron doctrine.
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Second, the neuron doctrine seems to be strongly sup-
ported by science and philosophy. This might be brought out
in the following way.3 Many scientists and philosophers ad-
here to the methodological view known as naturalism. Ac-
cording to naturalism, to the extent that we will be able to
understand the world, it will be empirical science (and not,
for instance, religion or philosophy) that provides that un-
derstanding. Similarly, many scientists and philosophers ad-
here to the metaphysical view sometimes known as materi-
alism. Roughly, materialism holds that psychological events,
states, and processes are nothing more than events, states,
and processes of the brain.4 Given these two views, and treat-
ing neuroscience by definition as the science of the brain, it
seems inevitable that the neuron doctrine is true: if the mind
is the brain, and if neuroscience is the science of the brain,
then it is practically5 a fact of logic that neuroscience is the
science of the mind, and that it alone will explain what can
be explained about the mind. Indeed, from this point of view,
it is difficult to deny the neuron doctrine without sounding
– as the philosopher Frank Jackson (1982) has put it in a re-
lated context – like someone who believes in fairies.

Finally, proponents of the neuron doctrine often suggest
that their view apparently has important, and potentially
devastating, consequences for our current practice of at-
tempting to construct a scientific understanding of the
mind, and perhaps even for intellectual domains further
afield, such as the structure of scientific theories, the cor-
rect approach to the understanding of the social world, and
the proper conception of morality, art, and the self.6 This is
because, on the face of it, neuroscience is not the science of
the mind, as the neuron doctrine suggests, for the simple
reason that it is not the only science of the mind. On the
contrary, there are plenty of apparently non-neuroscientific
disciplines, such as psychology, psychophysics, linguistics,
ethology, and the like – sciences we will group together as
the psychological sciences. If the neuron doctrine is true,
what are we to make of them? For proponents of the neu-
ron doctrine, the inevitable result of tracing out its conse-
quences is that the psychological sciences must be relegated
to a second-rate, or placeholder, status. Of course, one
might fail, or simply refuse, to draw this consequence, but,
from the point of view of the neuron doctrine, this could
only constitute a failure of intellectual nerve and, anyway,
does nothing to undermine the importance of the doctrine
for the status of these fields. In short, the neuron doctrine
seems to be a remarkable thesis, one with solid intuitive
foundations but with a strikingly counterintuitive result.

This target article is a critical examination of the neuron
doctrine and the philosophy of neuroscience on which it is
based, with a particular focus on the consequence for the
psychological sciences that it apparently entails. Our cen-
tral claim is that the doctrine suffers from a fatal ambiguity.
Interpreted one way, the neuron doctrine is highly plausi-
ble and does find strong support in science and philosophy.
However, on this interpretation, it fails to have the revolu-
tionary consequence for the psychological sciences sug-
gested by its proponents. Interpreted another way, the neu-
ron doctrine is extremely interesting and would have this
consequence, but we argue that there is little evidence that,
on this interpretation, the doctrine is true. The problem
with the neuron doctrine, we will claim, is that there is no
way for it to be made both plausible and interesting.

We begin our examination of the neuron doctrine by ask-
ing who holds it and by considering in some detail the rev-

olutionary consequence of doing so. In section 2, we dis-
tinguish two versions of the doctrine, one trivial and one
radical, and we argue that these versions have not been
clearly distinguished in the literature on neuroscience. We
then turn to three arguments for the radical version of the
doctrine, each prompted by scientific claims or views in the
philosophy of science. The first argument, which we call 
the argument from naturalism and materialism (sect. 3), is
based on a small number of highly plausible claims that we
take most neuroscientists and philosophers accept. The sec-
ond argument, which we call the argument from unification
(sect. 4), attempts to defend the neuron doctrine by ap-
pealing to considerations about the development of scien-
tific theories. The final argument, which we call the argu-
ment from exemplars (sect. 5), looks to neuroscience itself
for support of the radical version of the neuron doctrine. To
evaluate this argument, we consider one case of neurosci-
entific theory at some length, namely, the theory of ele-
mentary learning in the marine snail Aplysia from Eric
Kandel and his colleagues. These arguments do not exhaust
all the ones that might be offered in defense of the neuron
doctrine, but we have chosen to discuss them because they
are all highly plausible, because they appeal to principles
respected by neuroscientists and philosophers alike, and
because they point up important conceptual features of
neuroscience and its place among the sciences of the mind.
We conclude, in section 6, with some remarks about the
morals one might draw from our argument.

1.1. Who holds the neuron doctrine?

For the purposes of our discussion, we will take the chief
proponents of the neuron doctrine to be the philosopher-
neuroscientists Patricia S. and Paul M. Churchland. There
are two reasons for this. First, as we shall see, the Church-
lands are particularly clear and knowledgeable advocates of
the doctrine.7 Second, because neuroscientists themselves
tend to be reticent about expressing metascientific com-
mitments in anything other than popular or quasi-popular
publications (some of which we canvass below), it has
largely been left to the Churchlands to articulate in a tech-
nical way the status and commitments of neuroscience. In-
deed, more than anyone else on the contemporary scene,
the Churchlands are responsible for painting the portrait of
neuroscience and for rightly drawing attention to its many
successes. Their advocacy of the doctrine can therefore be
reasonably taken as a reflection of a central, perhaps dom-
inant, intellectual trend in the field as a whole.8

A clear statement of the neuron doctrine can be found at
the beginning of Patricia Churchland and Terrence Sej-
nowski’s book, The computational brain: “The working hy-
pothesis underlying this book is that emergent properties
are high-level effects that depend on lower-level phenom-
ena in some systematic way. Turning the hypothesis around
to its negative version, it is highly improbable that emergent
properties cannot be explained by low-level properties”
(1992, p. 2). In explaining these remarks, Churchland and
Sejnowski say that those who deny their hypothesis are
making a certain kind of prediction about science and that

as the history of science shows all too clearly, predictions
grounded in ignorance rather than knowledge often go awry. In
advance of a much more highly developed neurobiology than
currently exists, it is much too soon to be sure that psychologi-
cal phenomena cannot be explained in terms of neurobiological

Gold & Stoljar: A neuron doctrine

810 BEHAVIORAL AND BRAIN SCIENCES (1999) 22:5

https://doi.org/10.1017/S0140525X99322196 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X99322196


phenomena. Although a given phenomenon such as protein
folding or awareness of visual motion cannot now be explained,
it might yield to explanation as time and science go on. . . .
Searching for reductive explanations of emergent properties
does not entail that we should expect the explanations to be
simpleminded, or breezily cobbled up or straightforwardly
readable off the data points; it means only that the betting man
keeps going. (1992, p. 3; emphasis added)

Because those who deny Churchland and Sejnowski’s hy-
pothesis are asserting that “psychological phenomena can-
not be explained in terms of neurobiological phenomena,”
their own hypothesis, evidently, is that psychological phe-
nomena can be so explained, or, at any rate, that this is a view
one should take as a working hypothesis – a view that a bet-
ting man would lay money on. According to Churchland and
Sejnowski, then, smart money is on neuroscience, and this
is what makes them proponents of the neuron doctrine. As
they put it in a more specific discussion of learning and
memory, “[I]n the last analysis, the heart of the problem is
to explain global changes in a brain’s output, on the basis of
orderly local changes in individual cells. That is, we want to
discover how neuronal plasticity – a local property – can re-
sult in learning – a global property” (1992, p. 239).

A statement of the neuron doctrine can also be found at
the beginning of Paul Churchland’s (1995) recent book, The
engine of reason, the seat of the soul:

[R]ecent research into neural networks, both in animals and in
artificial models, has produced the beginnings of a real under-
standing of how the biological brain works – a real under-
standing, that is, of how you work, and everyone else like
you. . . . [W]e are now in a position to explain how our vivid sen-
sory experience arises in the sensory cortex of our brains: how
the smell of baking bread, the sound of an oboe, the taste of a
peach, and the color of a sunrise are all embodied in a vast cho-
rus of neural activity. We now have the resources to explain how
the motor cortex, the cerebellum, and the spinal cord conduct
an orchestra of muscles to perform the cheetah’s dash, the fal-
con’s strike, or the ballerina’s dying swan. More centrally, we
can now understand how the infant brain slowly develops a
framework of concepts with which to comprehend the world.
And we can see how the matured brain deploys that framework
almost instantaneously: to recognize similarities, to grasp analo-
gies, and to anticipate both the immediate and the distant fu-
ture. (1995, pp. 4–5)

Although he concedes elsewhere in the book that the claim
that neuroscience is already in a position to understand a
number of mental phenomena is hyperbole,9 it seems clear
from this passage and others that Churchland endorses the
neuron doctrine, for even if we are not currently in posses-
sion of a neuroscientific explanation of the mind, he is evi-
dently confident that we will be. In an earlier paper, for ex-
ample, P. M. Churchland says that his approach represents
“an unabashedly reductive strategy for the neuroscientific
explanation of a variety of cognitive phenomena,” and that
“the mystery of how the brain represents the world, and how
it performs computations on those representations” appears
to admit of a simultaneous solution as the “mystery of the
brain’s microphysical organization” (1989b, pp. 78–79).

One can also see a commitment to the neuron doctrine
in the joint work of the Churchlands. In a discussion of how
the relation of psychology to neuroscience is likely to com-
pare with significant historical cases of intertheoretic re-
duction – the reduction of Kepler’s planetary laws to New-
ton’s laws of motion, the reduction of temperature to mean
molecular kinetic energy, and of light to electromagnetic

waves – the Churchlands say that in the neuroscience-psy-
chology case

the presumption in favor of an eventual reduction (or elimina-
tion) is far stronger than it was in the historical cases just ex-
amined. For unlike the earlier cases of light or heat or heavenly
motions, in general terms we already know how psychological
phenomena arise: they arise from the evolutionary and ontoge-
netic articulation of matter, more specifically, from the articu-
lation of biological organization. We therefore expect to under-
stand the former in terms of the latter. The former is produced
by the relevant articulation of the latter. (1994, p. 48)

To say that we should expect a reduction of psychology 
to neuroscience, and therefore that we should expect to 
understand psychological phenomena in neuroscientific
terms, is to say that we expect that a successful theory of the
mind will be a solely neuroscientific theory. In other words,
it is to endorse the neuron doctrine.

Although our primary focus is the Churchlands, com-
mitment to the neuron doctrine is by no means limited to
them. In A vision of the brain, for example, Semir Zeki 
says:

It is . . . fortunate that neurobiologists are not philosophers, for
they might otherwise find themselves immersed, like the
philosophers, in an endless and ultimately fruitless discussion
of the meaning of words such as “unconscious,” or “inference”
or “knowledge” and “information” instead of trying to unravel
important facts about the brain. They would, in brief, end up
contributing as meagrely to an understanding of the brain and
of the mind as philosophers have. This last point is not a trivial
one for ultimately the problems that cortical neurobiologists
will be concerned with are the very ones that have preoccupied
the philosophers throughout the ages – problems of knowl-
edge, experience, consciousness and the mind – all of them a
consequence of the activities of the brain and ultimately only
understandable when the brain itself is properly understood.
The path toward the millennial future lies more with neurobi-
ologists and some philosophers acknowledge this. . . . It is only
through a knowledge of neurobiology that philosophers of the
future can hope to make any substantial contribution to under-
standing the mind. (1993, p. 7; emphasis added)

In a similar vein, Solomon Snyder says:
Of all the momentous revolutions of twentieth-century science,
two hold particular promise for bringing the mystery of human
consciousness into the realm of human understanding. One of
these revolutions is the development of new groups of drugs
that produce extraordinary effects upon the mind; the other is
the explosion in our understanding – at the cellular and mole-
cular levels – of just how the human brain works. (1996, p. 1)

Similarly, Gerald Edelman, arguably the only neurosci-
entist who has attempted to formulate a comprehensive
neuroscientific theory of the mind, says that his aim is to

construct a scientific theory of the mind based directly on the
structure and workings of the brain. By “scientific” in this con-
text, I mean a description based on the neuronal and pheno-
typic organization of an individual and formulated solely in
terms of physical and chemical mechanisms giving rise to that
organization. (1989, pp. 8–9)

Also, Francis Crick writes: “The scientific belief is that
our minds – the behavior of our brains – can be explained
by the interactions of nerve cells (and other cells) and the
molecules associated with them” (1994, p. 7).

Nor is the neuron doctrine a particularly recent view. In
a paper written in 1974, David Hubel says that “the object
of neurobiology is to understand the nervous system. . . .
[T]his amounts to asking what happens in our heads when
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we think, act, perceive, learn, or dream” (1974, p. 243).
Also, in a classic paper written in 1972, Horace Barlow for-
mulated a view he baptized “a neuron doctrine for percep-
tion,” according to which “a picture of how the brain works,
and in particular how it processes and represents sensory
information, can be built up from knowledge of the inter-
actions of individual cells” (1972, p. 384). Although Barlow’s
aim in that paper is to defend the view that perception will
be explained at the level of single neurons rather than en-
sembles of neurons, his neuron doctrine is nonetheless also
an instance of ours because it entails that perception will be
explained at the neural level or at a level reducible to the
neural: “A higher-level language than that of neuronal fir-
ing might be required to describe and conceptualize such
[sensory and motor exploratory] games, but its elements
would have to be reducible to, or constructible from, the in-
teractions of neurons” (1972, p. 391).

In more recent work, Barlow reaffirms his commit-
ment to the neuron doctrine, though in a more qualified
way:10

Wonder and astonishment at what the brain does are fully jus-
tified, but the reductionist attempt to explain its actions by the
organized activity of individual nerve cells is not thereby
doomed to failure, and the conclusion this chapter tends toward
is that, although it has far to go, this theory is actually making
steady progress. (1995, p. 416)

There is substantial evidence, therefore, that the neuron
doctrine is widely held by philosophers and neuroscientists.
We turn now to its radical consequence.

1.2. A consequence of the neuron doctrine

According to some of its proponents, the importance of the
neuron doctrine lies in what it implies about the various sci-
ences of the mind. In Neurophilosophy, Patricia Church-
land writes: “[D]iscoveries in neuroscience will undoubt-
edly change out of all recognition a host of orthodoxies
beloved in philosophy. Barring a miracle (or a calcified
stubbornness), it will in particular transfigure epistemology,
as we discover what it really means for brains to learn, to
theorize, to know, and to represent” (1986, p. 482; empha-
sis added).

In speaking of the “host of orthodoxies beloved in phi-
losophy,” it is clear from the context that Churchland
means, among other things, the tendency to try to explain
the mind by invoking the psychological sciences, and to
view such sciences as irreducible to neurobiology.11 More-
over, it is Churchland’s use of the word “really” in the pas-
sage that indicates the strength of her claim. What the pas-
sage suggests is that it follows from the neuron doctrine that
the psychological sciences, and the epistemological views
they support, cannot really tell us the truth, or the whole
truth, about what it is to learn, to theorize, to know, and to
represent. However, this in turn suggests that the psycho-
logical sciences are in the position of offering only superfi-
cial, partial, or inaccurate characterizations of the mind,
and that these sciences will be superseded when neuro-
science develops its own explanations of the phenomena. It
is for this reason that neuroscience will change current or-
thodoxies “out of all recognition.” Psychological explana-
tions may be necessary way stations on the road to a suc-
cessful theory, but they will not give us real insight into the
phenomena they seek to explain.

A similar suggestion is made by Hubel:
As we learn more about the brain, the effects of that knowledge
on other fields of inquiry will be profound. The branches of phi-
losophy concerned with such subjects as the nature of the mind
and of perception will, in a sense, be superseded, as will the
parts of psychology that seek to obtain the answers by indirect
means. (1974, p. 259)

Here the suggestion that the psychological sciences are
way stations is explicit. If a theory of a mental phenomenon
is not a neural theory or, at any rate, is not reducible to the
neural, it will be discarded in the long run by neuroscience
as “direct” explanations become available.12

It is important to see just what a strong consequence this
is. If the neuron doctrine implies that any psychological the-
ory of the mind is second-grade, or placeholder, science, we
are faced with the problem of what to say about the many
developed psychological theories we now have. Linguistics,
to take one example, is among the most advanced sciences
of any mental phenomenon. According to many linguists,
the fact that every normal human being is linguistically com-
petent is to be explained by our (largely unconscious and in-
nate) knowledge of a system of rules and principles that as-
sign semantic and syntactic interpretations to physical
forms, whether those forms are heard, seen, or touched.
Linguists and psychologists are in the process of describing
this system of rules, its development in childhood, and its in-
teraction with other cognitive systems. However, according
to the neuron doctrine, there is something misguided about
this enterprise, because it is far from clear that the basic con-
cepts of linguistic theory as it is currently understood can be
reduced to the basic concepts of neuroscience as it is cur-
rently understood; indeed, many linguists believe they can-
not (Higginbotham 1990). So linguistics faces a dilemma: ei-
ther it must be reformulated in neuroscientific terms, or else
it must be judged a placeholder science. In Churchland’s
terminology, if the neuron doctrine is true, linguistics does
not tell us what it really means to have knowledge of lan-
guage; and in Hubel’s terminology, linguistics is in the posi-
tion of providing only an indirect account of the phenomena
it seeks to explain. Given the relative maturity and com-
plexity of linguistic theory, this is no trivial result.13

Strong as this consequence is, the Churchlands quite ex-
plicitly accept it and regard it, in fact, as a major selling
point of their view. Paul Churchland (1989a, p. 109; see also
Churchland 1995), for example, writes that the position he
advocates holds out “the possibility of an alternative to, or
potential reduction of, the familiar Chomskyan picture.”
Patricia Churchland is even more explicit. Churchland and
Sejnowski write:

[I]n linguistics it may be useful as a first pass to characterize a
speaker’s knowledge of semantics in terms of lists stored in
memory. If, however, we want to take the further step and ask
how speech production and comprehension are really done,
given a more neurobiologically realistic construal of memory,
then the semantics-as-list is a caricature that must be replaced
by something closer to the truth. And having a more neurobio-
logically realistic characterization of semantic memory may
well result in new ways of looking at old data, and in new hy-
potheses that would not have seemed at home in the old frame-
work. (1992, p. 416; emphasis added)

The radical consequence of the neuron doctrine has there-
fore been noticed by its advocates, and it is one of the features
of the doctrine that lends it an air of intellectual excitement.
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1.3. Evidence for the neuron doctrine

Of course, one would have to accept this consequence, rev-
olutionary though it is, if the neuron doctrine were backed
up by the best empirical results. If we currently had a ma-
ture neuroscience that could explain a wide range of men-
tal phenomena, then we would have to admit that the in-
terpretation of linguistics and the other psychological
sciences was settled. Is it the case then that the facts are in,
but nobody has bothered to tell the linguists and psycholo-
gists?

Of course the answer is “no.” Although we have a great
deal of knowledge about the basic biology of the brain, it is
only a slight exaggeration to say that we are almost com-
pletely ignorant about how the brain produces mental life.
As we remarked above, Paul Churchland’s optimism about
current neuroscience should really be understood as hyper-
bole, and other neuroscientists are far more cautious.
Hubel, for example, says that

[t]he knowledge we have now is really only the beginning of an
effort to understand the physiological basis of perception, a
story whose next stages are just coming into view; we can see
major mountain ranges in the middle distance, but the end is
nowhere in sight. . . . We are far from understanding the per-
ception of objects, even such comparatively simple ones as a
circle, a triangle, or the letter A – indeed, we are far from even
being able to come up with plausible hypotheses. (1988, pp.
219–20)

And what goes for the physiology of vision, where we have
considerable understanding, also goes for the physiology of
language and of our other cognitive capacities.

So we have a problem. On the one hand, the neuron doc-
trine has widespread support, in part because it seems to
follow from widespread views in both philosophy and sci-
ence. On the other hand, the neuron doctrine has a conse-
quence concerning the effect of neuroscience on the psy-
chological sciences that is not only radical but unsupported
by neuroscience itself. The problem is how to explain the
existence of a single doctrine that is simultaneously radical
– and radical in the absence of evidence – as well as wide-
spread.

1.4. Two questions

Our first question, therefore, is this: Given that the facts re-
quired to evaluate the neuron doctrine are not in, why do
informed people believe it? Our answer to this question (set
out in sect. 2) is that the neuron doctrine suffers from an
ambiguity. Interpreted one way, the doctrine is very plausi-
ble but fails to have the radical consequence for the psy-
chological sciences that we have discussed. Interpreted an-
other way, the neuron doctrine is an empirical conjecture
that does have this substantive consequence but is highly
controversial and currently unsupported by the evidence.
Our suggestion is that proponents of the neuron doctrine
sometimes conflate these two very different interpretations
of their view and believe as a result that there is a single view
that is both obvious and revolutionary.

Our second question is this: Is there any scientific reason
to believe the radical and interesting form of the neuron
doctrine? We address this question in sections 3–5 by con-
sidering three arguments that might be offered in its de-
fense.

2. Two versions of the neuron doctrine

We have expressed the neuron doctrine as the view that a
successful theory of the mind will be a solely neuroscien-
tific theory. What exactly does that mean? In the first part
of this section, we argue that attention to this question leads
to a distinction between two conceptions of neuroscience,
which in turn makes it possible to distinguish two versions
of the neuron doctrine. We then provide evidence that pro-
ponents of the doctrine frequently conflate these two ver-
sions.

2.1. Two conceptions of neuroscience

According to one conception of neuroscience, perhaps the
more traditional conception, neuroscience is to be under-
stood as the science we will call biological neuroscience, the
concern of which is the investigation of the structure and
function of individual neurons, neuronal ensembles, and
neuronal structures. For simplicity, we will stipulate that bi-
ological neuroscience includes only neurophysiology, neu-
roanatomy, and neurochemistry, and we will take it to be
synonymous with neurobiology.

According to another conception, neuroscience is taken
to be what is often called cognitive neuroscience (see Gaz-
zaniga 1995; see also Kosslyn & Andersen 1992 and Koss-
lyn & Koenig 1995), and we will adopt that name here. 
Cognitive neuroscience is an interdisciplinary approach to
the study of the mind, the concern of which is the integra-
tion of the biological and physical sciences – including in
particular biological neuroscience – with the psychological
sciences to provide an explanation of mental phenomena.
Although biological neuroscience is interested in under-
standing the biology of the brain, cognitive neuroscience at-
tempts to synthesize biology and psychology to understand
the mind. Cognitive neuroscience therefore includes bio-
logical neuroscience as a proper part but is not exhausted
by it.

2.2. Versions of the neuron doctrine

With these conceptions of neuroscience before us, we can
now distinguish two versions of the neuron doctrine. The
two doctrines are generated by replacing “neuroscience” in
our general statement of the neuron doctrine above by
“cognitive neuroscience” and “biological neuroscience.”
We will call these versions the trivial neuron doctrine and
the radical neuron doctrine, respectively.

2.2.1. The trivial doctrine. The trivial neuron doctrine is
the view that a successful theory of the mind will be a solely
cognitive neuroscientific theory. According to this doctrine,
to the extent that psychological phenomena will be ex-
plained at all, the science that will do so is cognitive neuro-
science. Because cognitive neuroscience includes any con-
cept from the psychological or biological sciences
(including any of the branches of physical science that
might be relevant to describing the brain), the theory of the
mind will turn out to involve any one of a very large num-
ber of possible combinations of scientific concepts. For ex-
ample, the future of research could see the psychological
sciences providing the functional description of the phe-
nomena to be explained and biological neuroscience pro-
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viding the mechanistic account of how function is imple-
mented in the brain.14

The essential feature of this version of the neuron doc-
trine is that it does not have the radical consequence for lin-
guistics and the other psychological sciences discussed
above. In the first place, this version does not entail that lin-
guistics and the other psychological sciences will be super-
seded because it is consistent with the trivial neuron doc-
trine that psychological science will be part of the successful
explanation of the mind. In the second place, and more im-
portant, this view entails nothing about the concepts that
will be used in a successful theory. The claim that the 
theory of the mind will be expressed in cognitive neuro-
scientific terms expresses nothing more, therefore, than an 
ecumenism in the development of the theory and an ag-
nosticism about its content.

The trivial neuron doctrine is therefore a very weak doc-
trine indeed. The picture that emerges from it has three
components. First, the trivial neuron doctrine holds that
the mind is a biological phenomenon; in other words, the
trivial doctrine adheres to the thesis of materialism, the the-
sis that mental phenomena are neural phenomena. Second,
the doctrine insists that the understanding of this phenom-
enon will derive from science; that is, the trivial doctrine ad-
heres to the thesis of naturalism. Finally, however, the doc-
trine also holds that this understanding may not be
provided by means of biological concepts alone but that
psychological concepts may be required as well. Indeed,
the trivial doctrine in principle leaves open which concepts
will feature in the successful theory of the mind. Because a
joint commitment to materialism and naturalism is a scien-
tific commonplace, and because it has no radical conse-
quences, we have called this version of the neuron doctrine
the trivial doctrine.15

As one might expect, the trivial neuron doctrine is widely
held by cognitive scientists. James Higginbotham, for ex-
ample, says that although many cognitive scientists follow
Descartes in supposing that

the activities of the mind are not reducible to more familiar
physical operations or to simpler mental activities shared by an-
imals with and without language . . . [a]nother aspect of
Descartes’s conception of the mind is generally rejected as a re-
search assumption . . . namely his thesis that the mind was a
separable substance and in particular not a physical thing. Con-
trary to Descartes, cognitive scientists who otherwise adopt his
views consider that the study of the mind is the study of the
brain and nervous system, conducted at some level of abstrac-
tion that we would like to clarify. (1990, p. 249)

According to Higginbotham, because cognitive scientists
believe that the study of the mind is the study of the brain,
they count as cognitive neuroscientists in the sense we have
described and hence as adherents of the trivial neuron doc-
trine. Following Higginbotham, we can say that the trivial
neuron doctrine is committed only to the idea that a suc-
cessful theory of the mind will be a theory of the brain – af-
ter all, it will not be a theory of the foot, or the kidney, or of
an immaterial mind! – but neither must it be a theory of the
brain expressed solely in terms of neurons and their prop-
erties.

In saying that the trivial neuron doctrine is trivial, how-
ever, we do not mean to suggest that it is compatible with
any approach whatever to the study of the mind. In gen-
eral, any theory of the mind that denies either (a) that the
mind is a biological phenomenon, or (b) that the study of

the mind is a part of natural science, or (c) that at least psy-
chology or neurobiology is in principle relevant for the ex-
planation of the mind, is incompatible with the trivial neu-
ron doctrine. An example of the first (and perhaps the
second) kind of theory is the version of dualism, accord-
ing to which the mind is an object wholly distinct from the
brain and body. An example of the second kind of theory
is the version of social constructivism according to which
the mind is a social construct in principle isolated from
natural science. An example of the third kind of theory
would be a certain version of the artificial intelligence pro-
gram, according to which both neurobiology and the de-
tails of psychology are in principle irrelevant to the con-
struction of theories of mentality in the most abstract
sense. All such views are clearly incompatible with the
trivial neuron doctrine.16

2.2.2. The radical doctrine. Because the trivial neuron doc-
trine amounts only to the claim that a successful theory of
the mind will be a theory of the brain, it is uncontroversial
and deserves to be as widespread as the neuron doctrine is.
However, this version of the neuron doctrine is uninterest-
ing because no radical, or even moderately substantive,
consequences follow from it.

Nevertheless, there is a reading of the doctrine that does
make it interesting. By substituting “biological neuro-
science” for “neuroscience” in our formulation of the neu-
ron doctrine, we get a radical doctrine according to which
a successful theory of the mind will be a solely biological
neuroscientific theory. Because, as we have said, we stipu-
late that biological neuroscience includes only neurophysi-
ology, neuroanatomy, and neurochemistry, the radical neu-
ron doctrine holds that neurophysiology, neuroanatomy,
and neurochemistry will by themselves eventually have the
conceptual resources to understand the mind and, as a con-
sequence, a successful theory of the mind will make no ref-
erence to anything like the concepts of linguistics or the
psychological sciences as we currently understand them.17

According to the radical neuron doctrine, a successful
theory of the mind will be a theory of the brain expressed
in terms of the basic structural and functional properties of
neurons, ensembles, or structures. As a result, the radical
neuron doctrine is substantive in having as its essential fea-
ture the consequence that the intellectual project pursued
by Higginbotham and many others is doomed from the be-
ginning. After all, Higginbotham assumes – and assumes
that most cognitive scientists assume – that the rules
posited by linguists and psychologists cannot be reduced to
neurobiological notions. If Higginbotham and others are
right about this, and if the radical neuron doctrine is true,
then the psychological sciences will yield in the fullness of
time to better biological neuroscientific theories. To adopt
again the phraseology of Patricia Churchland and David
Hubel, these sciences produce only indirect theories of the
phenomena they seek to explain and do not tell us what
these phenomena are really like.

2.2.3. Evidence of commitment to the radical doctrine.
Once we have the distinction between the radical and triv-
ial neuron doctrines clearly before us, the crucial question
is whether the proponents of the doctrine intend to defend
the radical or only the trivial version. It seems clear that at
least some of the passages cited above expressing commit-
ment to the neuron doctrine should in fact be taken as ex-

Gold & Stoljar: A neuron doctrine

814 BEHAVIORAL AND BRAIN SCIENCES (1999) 22:5

https://doi.org/10.1017/S0140525X99322196 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X99322196


pressions of commitment to the radical version of the doc-
trine.

Recall, for example, that in their discussion of the rela-
tion between psychological phenomena and neuroscience,
the Churchlands write: “We therefore expect to under-
stand the former in terms of the latter” (1994, p. 48). Also,
Paul Churchland expresses a commitment to “an un-
abashedly reductive strategy for the neuroscientific expla-
nation of a variety of familiar cognitive phenomena”
(1989c, p. 78).

Churchland and Sejnowski say that “it is highly improb-
able that emergent properties cannot be explained by low-
level properties” (1992, p. 2).

Also, here is Crick again: “The scientific belief is that our
minds – the behavior of our brains – can be explained by
the interactions of nerve cells (and other cells) and the mol-
ecules associated with them” (1994, p. 7).18

Finally, Barlow says, “[A] picture of how the brain works,
and in particular how it processes and represents sensory
information, can be built up from knowledge of the inter-
actions of individual cells” (1972, p. 384).

2.3. Conflating the trivial and the radical doctrines

Although support for the neuron doctrine – and, in some
cases, the radical doctrine – appears to be widespread, in
our view supporters of the doctrine do not always distin-
guish between the two versions we have identified. Indeed,
a closer examination of some of the texts we have consid-
ered reveals a tendency to conflate the two versions of the
doctrine.

From the passages cited above, for example, it seems
clear that the Churchlands’ official view is the radical neu-
ron doctrine. Nevertheless, they sometimes present the
radical doctrine as equivalent to the trivial doctrine. Con-
sider again the passage from Churchland and Sejnowski
cited above: “The working hypothesis underlying this book
is that emergent properties are high-level effects that de-
pend on lower-level phenomena in some systematic way.
Turning the hypothesis around to its negative version, it is
highly improbable that emergent properties cannot be ex-
plained by low-level properties” (1992, p. 2).

Given the distinction we have introduced, it is clear that,
contrary to what Churchland and Sejnowski obviously in-
tend, the two hypotheses mentioned in this passage are by
no means equivalent: the second is not the negative version
of the first. The second claim says that it is highly probable
that emergent psychological properties can be explained by
low-level neurobiological properties. This is the radical
neuron doctrine. The first claim, in contrast, says only that
emergent psychological properties depend on low-level
neurobiological properties in some systematic way. How-
ever, to say this is to say something extremely weak. In par-
ticular, it is not to say anything that a proponent of the triv-
ial neuron doctrine need deny. Churchland and Sejnowski
therefore conflate in this passage the trivial and the radical
neuron doctrines by taking them to be nothing more than
two formulations of the same claim.

To take a different example, consider the passage from
the Churchlands that we quoted earlier:

[I]n general terms we already know how psychological phe-
nomena arise: they arise from the evolutionary and ontogenetic
articulation of matter, more specifically, from the articulation of
biological organization. We therefore expect to understand the

former in terms of the latter. The former is produced by the rel-
evant articulation of the latter. (1994, p. 48)

The interpretive difficulty presented by this passage is
that, on the face of it, the argument implicit in it is invalid.
The premise of the argument is that psychological phe-
nomena arise from the brain, or, as the Churchlands put it,
psychological phenomena are produced from the articula-
tion of biological organization. The conclusion of the argu-
ment is that one should “understand the former in terms
of the latter.” However, this conclusion does not follow, and
for a reason that the Churchlands are certainly aware of
(see, e.g., Churchland & Churchland 1996, pp. 219–22).
The mere fact that As are made up of Bs does not entail
that we should expect an understanding of the As in terms
of the Bs. Earthquakes, for example, are constituted by a
set of causal processes involving the myriad microphysical
particles that make up a swath of terrain, but these pro-
cesses do not figure in any sensible explanation of the
large-scale event (cf. Putnam 1975, pp. 295–97). So why
should one think that the fact that psychological phenom-
ena are produced by the brain has much to do with the the-
ory of those phenomena? We suggest that the Churchlands
are here conflating the two versions of the neuron doc-
trine, and as a consequence are defending a radical doc-
trine for reasons that only support a trivial doctrine. The
fact that psychological phenomena are produced from an
articulation of biological organization gives us a clear rea-
son to believe that the theory of psychological phenomena
will be a theory of the brain, and perhaps even a prima fa-
cie reason to expect that the theory of that organization will
play some role in a successful theory of those phenomena;
in other words, this fact gives us a reason to adopt the triv-
ial neuron doctrine. However, the fact that psychological
phenomena are produced by the brain does not give us a
reason to adopt the radical neuron doctrine – to suppose
that psychological phenomena are to be understood solely
in neural terms. One could therefore derive the conclusion
from the premise in the present argument only by conflat-
ing the two versions of the neuron doctrine.

This conflation is also evident if one examines central
trends in the Churchlands’ work as a whole. One such trend
is the methodological idea that neurobiology is, or should
be, relevant to the task of explaining cognitive or psycho-
logical phenomena. Patricia Churchland (1986), for exam-
ple, emphasizes a “coevolutionary strategy” in developing
theories of mental function that would explicitly take results
in neurobiology into account (see also Churchland & Sej-
nowski 1992, p. 11). Also Paul Churchland (1990) writes of
the need for “empirical and theoretical research into brain
function in order to answer the question of what are the
most important forms of representation and computation
within cognitive creatures” (p. 158). He goes on to say that
“the long-standing disinterest in the neurosciences, both
within AI and in cognitive psychology . . . has been most un-
fortunate” (p. 200). Furthermore, the Churchlands de-
scribe the central fact that divides them from their critics as
their rejection of what they call the “autonomy” of psychol-
ogy (see, e.g., Churchland & Churchland 1996, p. 220), ac-
cording to which the development of psychology is con-
ceptually isolated from results in neurobiology.

Now claims of this kind are unobjectionable because they
entail only that in developing a functional theory of a par-
ticular psychological phenomenon, one does well to keep
an eye on whether the theory is likely to have some neuro-
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biological instantiation. Functional theories, as it is some-
times put, ought to be neurobiologically realistic, but what
follows from this? Only that some approaches in psychol-
ogy and artificial intelligence are mistaken. Although the
Churchlands may be quite right in criticizing these ap-
proaches, it does not follow from these claims – contrary to
what Paul Churchland (1990) goes on to say – that “funda-
mental insights into the general nature of cognition are
likely to be found by examining the microstructure and mi-
croactivity of biological brains” (p. 225). Nor does it follow,
as Patricia Churchland writes, that

[t]he co-evolutionary development of neuroscience and psy-
chology means that establishing points of reductive contact is
more or less inevitable. As long as psychology is willing to test
and revise its theory and hypotheses when they conflict with
confirmed neurofunctional and neurostructural hypotheses,
and as long as the revisions are made with a view to achieving
concord with a lower-level theory, then the capacities and pro-
cesses described by psychological theory will finally find expla-
nations in terms of neuroscientific theory. (1986, p. 374)19

In emphasizing the methodological relevance of neuro-
biology, the Churchlands’ position supports the trivial neu-
ron doctrine. However, methodological relevance is much
weaker than the explanatory sufficiency demanded by the
radical neuron doctrine. Methodology only appears to sup-
port the radical neuron doctrine when the radical and triv-
ial doctrines are run together.20

One can find a similar pattern of argument in other writ-
ers as well. In a passage we cited above, Edelman says that
his aim is to “construct a scientific theory of the mind based
directly on the structure and workings of the brain. By ‘sci-
entific’ in this context, I mean a description based on the
neuronal and phenotypic organization of an individual and
formulated solely in terms of physical and chemical mech-
anisms giving rise to that organization” (1989, pp. 8–9). The
claim that a theory of the mind will be formulated solely in
terms of the physical and chemical mechanisms of the brain
giving rise to the neuronal and phenotypic properties of the
individual is strongly reminiscent of the Churchlands’ claim
that the explanation of the mind will amount to an explana-
tion of the biological articulation of matter. However, im-
mediately after making this claim, Edelman explicates it by
saying that the theory of the mind

must rest on a number of other psychological and physiological
models, each of which is intricate and subject to error at our
current stage of knowledge: models of perceptual categoriza-
tion, memory, learning, concept formation, and, finally, lan-
guage. The usual reductionist simplifying criteria – Occam’s ra-
zor or a minimal number of assumptions – cannot usefully be
applied to any such multilevel global model which must take
into account a large series of evolutionary developments. (1989,
pp. 9–10)

Our distinction between the trivial and the radical neu-
ron doctrines makes it clear that this gloss on the initial for-
mulation is altogether different from the initial formulation
itself. Although the first passage suggests that the mind will
be understood solely in terms of the basic biology of the
brain, the second passage claims that the theory of the mind
will not in fact be restricted to neurobiology but will require
for its formulation a wide range of concepts from the psy-
chological sciences.

Finally, in a passage quoted above, Zeki says:
[U]ltimately the problems that cortical neurobiologists will be
concerned with are the very ones that have preoccupied the

philosophers throughout the ages – problems of knowledge, ex-
perience, consciousness and the mind – all of them a conse-
quence of the activities of the brain and ultimately only under-
standable when the brain itself is properly understood. The
path toward the millennial future lies more with neurobiologists
and some philosophers acknowledge this. . . . It is only through
a knowledge of neurobiology that philosophers of the future can
hope to make any substantial contribution to understanding the
mind. (1993, p. 7; emphasis added)

Zeki is arguing that features of the mind are the result of
the activity of the brain and that the problems of the mind
will only be solved when the brain is properly understood.
These claims of course are uncontroversial; they express the
trivial neuron doctrine. On the basis of these claims, how-
ever, Zeki (1993) asserts that “it is only through a knowledge
of neurobiology that philosophers of the future can hope to
make any substantial contribution to understanding the
mind.” But, as we have seen, this does not follow at all. One
could argue that the relevance of the brain to the theory of
the mind entails that neurobiology is the only way to un-
derstand the mind only if one fails to distinguish the trivial
and radical doctrines.

2.4. The importance of the ambiguity

The fact that the neuron doctrine is ambiguous between at
least the two claims we have identified is enormously im-
portant for understanding and evaluating the doctrine.
What the ambiguity explains is why a view that is apparently
radical and controversial is so widespread. The neuron doc-
trine is both widespread and controversial because it has
one interpretation that renders it very plausible but unsub-
stantive, and one interpretation that renders it radical but
unsupported by the scientific evidence. Our first question
was why informed people believe the neuron doctrine in
the face of inadequate evidence. Our answer to this ques-
tion is that the doctrine is ambiguous, and running together
two different versions of the doctrine gives it the illusory ap-
pearance of having the important features of both.

However, there is also another reason why the ambiguity
is important. When confronted with the ambiguity, propo-
nents of the neuron doctrine face two options: they can ei-
ther say that they endorse only the trivial version of the doc-
trine, or they can stick their necks out and endorse the
radical version. For the Churchlands, however, the first of
these options is out of the question because the trivial doc-
trine has none of the consequences that the Churchlands
clearly want to defend. As we have seen, the trivial neuron
doctrine is no more than scientific common sense. Indeed,
if the Churchlands, or anyone else, did intend to defend the
trivial doctrine, that intention would be entirely mysterious.
Why would one bother to defend explicitly a doctrine that
is trivial or, at any rate, that just about everyone in the field
accepts? To say that smart money is on neuroscience, in our
trivial sense of the claim, is no more than to bet that some
science of the mind or brain will win the race to understand
the mind. However, that is not a bet that any rational bookie
would take.

On pain of triviality, then, proponents of the neuron doc-
trine must adopt the radical version of the doctrine. How-
ever, this raises the second of the two questions we asked
earlier, that is, whether the radical – and interesting – ver-
sion of the doctrine is true. Our goal in the remainder of this
target article is to try to answer this question by consider-
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ing three arguments for this version of the doctrine. In each
case, we will suggest that the argument does not support the
radical neuron doctrine. If we are right, the choice between
the two versions of the neuron doctrine constitutes a de-
structive dilemma for its proponents: either to hold a view
for which no scientific defense has been given, or to defend
a view that requires no defense.

3. The argument from naturalism and materialism

The first argument we will consider is one that we have al-
ready mentioned in passing a number of times and that we
will call the argument from naturalism and materialism.
The attraction of this argument is that its premises are
widely accepted both by neuroscientists and philoso-
phers.21 The first premise of the argument expresses com-
mitment to what we have identified as naturalism. For our
purposes, naturalism can be taken to be expressed by the
following claim:

1. A successful theory of any class of natural phenomena
is, or will be, provided solely by a developed science of
those phenomena.

Naturalism therefore rules out the use of nonscientific
methods of investigation in domains that have a science.
The second premise of the argument expresses (a version
of) the thesis of materialism, which we take to be supported
by current science:

2. Mental phenomena are identical to neural phenom-
ena.

Roughly, what (2) asserts is that when Kramer is excitedly
anticipating the arrival of Mackinaw peaches, for example,
his excitement is to be accounted for by the fact that some-
thing is going on in his brain or that his brain is in a partic-
ular state, and similarly for our claims that Kramer appre-
ciates old movie theatres, that he is interested in coffee
tables, that he prefers briefs to boxers, and so on. The final
premise of the argument is a definition:

3. The science of neural phenomena (i.e., the science of
the brain) is neuroscience.

From these premises one might reasonably infer:
4. A successful theory of mental phenomena is, or will

be, provided solely by a developed neuroscience.
And (4) can be rewritten to express the neuron doctrine:
49. A successful theory of mental phenomena will be a

solely neuroscientific theory.
We have, then, an argument for the neuron doctrine that

is based on one very appealing methodological position, one
obvious empirical truth, and one innocent definition. How
could one object to an argument like this?

3.1. The limitations of the argument

One objection that could be brought against it concerns the
inference to premise 4. We have already seen that the fact
that As are made up of Bs does not entail that the explana-
tion of the As is to be given in terms of the Bs. In particu-
lar, the fact that mental phenomena are identical to neural
phenomena does not entail that the science of mental phe-
nomena is the science of neural phenomena.

There is also a second objection to this argument, one
that concerns the distinction between the two conceptions
of neuroscience that we have introduced. Even if the argu-
ment is successful, it is not an argument for the view of in-

terest because premise 49 is the ambiguous formulation of
the neuron doctrine rather than the radical formulation.
The conclusion we need is:

4*. A successful theory of mental phenomena will be a
solely biological neuroscientific (i.e., neurobiological) the-
ory.

However, 4* is a very different doctrine from 49; 4* is,
whereas 49 is not, a substantial claim about the course of fu-
ture science. In particular, as we have seen, 4* entails that
the cognitive scientists described by Higginbotham are on
entirely the wrong track. The view expressed by 49, in con-
trast, entails no such thing. Most cognitive scientists believe
they are theorizing about the brain, and are, according to
premise 3, neuroscientists in the cognitive sense. Even if we
agree, therefore, that 1, 2, and 3 entail the trivial neuron
doctrine, the argument from these premises to 4* – the rad-
ical neuron doctrine – is invalid.

In response, one might claim that our definition of the
science of the brain is incorrect. It is often assumed that the
brain is studied by neurobiology so that the third premise
actually amounts to this:

3*. The science of neural phenomena (i.e., the science
of the brain) is biological neuroscience.

Moreover, from premises 1, 2, and 3* one might reason-
ably infer 4*. However, on this interpretation, the original
argument is no longer uncontroversial because the third
premise, 3*, is no longer innocent. It now begs the question
against scientists and philosophers who take themselves to
be studying the brain even though they are not studying the
neurobiological properties of the brain. The scientists and
philosophers in this class would reject 3* and the argument
from 3* to the radical neuron doctrine.22

Once we have the ambiguity of the neuron doctrine
clearly before us, therefore, a plausible argument for the
doctrine turns out to be only an argument for its trivial in-
carnation. As we claimed in section 1, we suspect that many
scientists and philosophers accept the neuron doctrine be-
cause of their commitment to some form of naturalism and
materialism. Given that the trivial neuron doctrine is, as we
have suggested, essentially an expression of those commit-
ments, this is not surprising. However, although it can seem
irresistible from these premises to draw the conclusion that
the science of the mind will be solely neurobiological, with
the two versions of the neuron doctrine in mind, it becomes
clear why this line of argument is unpersuasive.

3.2. The trivial doctrine, naturalism, and materialism

We should emphasize that in our discussion of the argu-
ment above, we have not taken issue with the doctrines of
naturalism and materialism. For the purposes of this arti-
cle, we agree with the naturalism of the first premise, and
we agree also that mental phenomena are identical to
neural phenomena. In addition, we take it as obviously true
that the mind is to be explained by appealing to the struc-
ture and function of the grapefruit-sized things in our
skulls.23 Our objection is only to the view that the best de-
scription of that thing will be entirely neurobiological and
to the idea that naturalism and materialism provide support
for such a view.

Indeed, if there is any position that sits uneasily with nat-
uralism, it is not ours but the position of those who support
the radical neuron doctrine. The only way to infer the rad-
ical doctrine from naturalism is to make a prediction about
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the explanatory force of neurobiology in the fullness of time
– a prediction we presented in the form of premise 3*.
However, naturalism itself cannot support such a predic-
tion. On the contrary, in deferring to science for judgments
about what there is and what it is like, the naturalist ought
to avoid predictions of this sort.

4. The argument from unification

We turn next to an argument for the neuron doctrine that
appeals to the notion of unity in science as a marker of suc-
cessful theories.

It is often suggested that the fact that a science can be uni-
fied or integrated with other sciences is a virtue, and that, as
a consequence, science itself is tending toward unity (Op-
penheim & Putnam 1958; Sellars 1963; but see Dupré 1993
for an extended argument to the contrary).24 One reason for
this view is that science attempts to construct a picture of the
world, and the more coherent, seamless, and simple that pic-
ture is, the better. Another reason is the apparent connection
between unity and explanation. The history of science seems
to reveal that sciences or theories that unify previously dis-
parate domains tend simultaneously to provide highly suc-
cessful explanations of those domains; in unification, one
finds explanation. The unification of electricity and magnet-
ism in special relativity, the unification of gravity and inertia
in general relativity, and the unification of evolutionary the-
ory and genetics in neo-Darwinism are familiar examples.
(We leave aside the question of whether unification itself
constitutes a form of explanation, or whether successful ex-
planations tend to co-occur with unification.)

Let us suppose then that unity is an important general
tendency of science. How does this occur? A natural sug-
gestion is that global unity in science will be the product of
many local theoretical unifications in the various branches
of science: think globally, act locally! It is here that the ar-
gument from unification for the radical neuron doctrine be-
gins to take shape. The general idea is, within the cluster of
sciences that deal with mental phenomena, there is one sci-
ence that is best placed to support the global tendency to-
ward unity, and that is neurobiology. Because of its obvious
connections to biology25 and thereby to the rest of science,
a neurobiological theory of the mind would contribute most
to the overall goal of unity, and this means that our best bet
is to regard neurobiology as the eventual science of the
mind.

We can make this argument more precise as follows. Its
first premise is simply the presumed historical fact about
science:

1. Science tends toward unity.
The second premise of the argument asserts that, in the

context of the sciences of the mind, the science that will
contribute most to global unity is neurobiology:

2. In the sciences of the mind, this tendency of science
would be maximally supported by a unification of neurobi-
ology and the psychological sciences.

The support for this premise derives from the idea that
only a neurobiological unification would exhibit the psy-
chological sciences as part of biology and of the rest of nat-
ural science. From these two premises, we may derive the
conclusion that:

3. Science is tending toward a neurobiological theory of
the mind.

Or rather:
39. A successful theory of the mind will be solely neuro-

biological.
Of course, 39 is simply the radical neuron doctrine. In

other words, the argument from unification takes us from
very general principles about science to the conclusion that
the radical neuron doctrine is true.

Now in this formulation, the argument from unification
is obviously open to a number of different objections. First,
the idea that unification is a general trend of science is, as
we have indicated, controversial in some quarters (Dupré
1993). Second, it is certainly not obvious – contrary to what
the argument assumes – that the best way of achieving
global unity is by means of local unifications.

We have some sympathy with both of these objections,
but we think there is another objection that cuts deeper
than either of them. The central problem with the argu-
ment from unification is that it does not distinguish among
different conceptions of unification. Following Maudlin
(1996), we distinguish three different relations or processes
that might be denoted by “unification.”26 This in turn sug-
gests that the idea behind premise 2 has at least three dif-
ferent formulations. We will argue that for none of the for-
mulations is the argument persuasive.

4.1. Unification as dissolution

On the first interpretation, “unification” denotes a process
we shall call dissolution. When dissolution occurs, the dis-
tinction between two theoretical domains is dissolved by a
conceptual advance. That advance reveals the two domains
to be features or manifestations of a single theoretical do-
main or to be derivable from that domain. In his paper,
Maudlin cites special and general relativity as two para-
digms of dissolution in this sense.

In the sciences of the mind, dissolution is also possible.
It would require the discovery or development of a family
of concepts that would reveal the biological features of the
brain and the psychological features of the mind to be man-
ifestations of, or derivable from, some third set of things.
This view has traditionally been called double-aspect theory
in philosophy, and it is surprising that it has so few contem-
porary supporters. As Maudlin notes, the likelihood of a
unification of the four forces of nature in a “theory of every-
thing” is a dogma in physics, but the parallel view in the phi-
losophy of mind is thought to be eccentric.

One philosophical view that might be classified as a dis-
solution proposal is Wilfrid Sellars’s (1963; 1971) theory of
color. Sellars argued that the commonsense picture of the
world (the manifest image) must be mistaken in its com-
mitment to the existence of color because science has re-
vealed that the world is made of atoms, and atoms cannot
be colored. Sellars eliminated color as it is normally con-
ceived from his manifest ontology, but he argued that in the
completed scientific description of the world (the scientific
image), colors would be reintroduced in the form of enti-
ties he called pure processes. Sellars thought that pure pro-
cesses would be discovered by physics, and for this reason
color would be scientifically explicable. Being pure pro-
cesses, however, colors would not have to be properties of
colorless atoms. Pure processes would thus dissolve the dis-
tinction between the psychology of color and color physics,
producing a third unified domain.

Sellars’s account appeals to a future physics for a dissolu-
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tion of the boundary between the mental and the physical,
but one might be inclined to think it more likely that neu-
robiology itself will produce radically new concepts that will
dissolve that boundary. Indeed, this is the claim behind
premise 2 of the argument from unification, if by “unifica-
tion” one means dissolution. If the premise is interpreted
this way, and the argument is persuasive, then the final the-
ory of the mind will be neurobiological, and the radical neu-
ron doctrine would be vindicated.

In our view, however, the argument is not persuasive
when the premise is so interpreted, and for two reasons.
First, suppose that future science discovers a radically new
family of concepts that dissolves the distinction between
neurobiology and psychology. It seems completely arbitrary
to count these concepts as part of neurobiology rather than
psychology; after all, the family of concepts is radically dif-
ferent from both. Moreover, once the concepts are in place,
there will be no difference between these disciplines. Thus,
dissolution undermines the radical neuron doctrine by do-
ing away with neurobiology at the same time as it does away
with psychology.

There is also a simpler reason why this version of the
unification argument is unpersuasive. As Maudlin (1996)
argues, dissolution is very hard to come by even in phys-
ics.27 The theory of everything, like the radical neuron
doctrine, is a dogma without much scientific support. Be-
cause physical theories rarely achieve dissolution, and be-
cause there is doubt whether fundamental physics will
ever do so, even though a deep understanding of the phe-
nomena is already available there, we conclude that there
is that much less reason to think that the distinction be-
tween the neural and the mental will be dissolved by fu-
ture theoretical advances. Because we doubt that dissolu-
tion will ever be achieved at all, we doubt a fortiori that
neurobiology will produce it.

4.2. Unification as reduction

The second and most obvious possibility is that by “unifi-
cation” one means intertheoretic reduction. Reductionism
is the view that the concepts and the laws of a more basic
theory – the reducing theory – can be used to capture and
explain the phenomena described in a less basic theory –
the reduced theory. In cases of reduction, the reduced the-
ory is derived from, and exhibited as a proper part of, the
reducing theory (for the locus classicus, see Nagel 1961;
and for a more recent discussion, see the papers in Kim
1993).28 In the case of psychology and neurobiology, this
means that a science recognizable as neurobiology will
eventually produce concepts that reduce psychology, just
as physics reduced the concept of temperature to the con-
cept of mean kinetic energy. Because neurobiology is taken
to be more fundamental, the explanatory power of the the-
ory would lie with neurobiology and would justify the claim
that the successful theory of the mind was solely neurobi-
ological.

A variant on this position is eliminativism, usually associ-
ated with the Churchlands (see, for example, P. M. Church-
land 1981). Eliminativism envisages a replacement of psy-
chology by neurobiology rather than a process by which
psychology is exhibited as a proper part of neurobiology.
Physics did not reduce the mistaken concept of phlogiston
to some more fundamental physical concept; it disposed of
the concept altogether. Similarly, on the eliminativist pic-

ture, a future theory of the mind will dispose of psycholog-
ical or mental concepts. Although reduction and elimina-
tion appear at first blush to be rather different views, they
are in fact two ends of a continuum defined by the extent
to which one believes that psychology is correct in its de-
scription of the mind. At one end of the continuum is the
view that psychology is entirely correct but that its descrip-
tion is not given in fundamental terms. In this case, psy-
chology must be reduced to the level of neurobiology. At
the other end of the continuum is the view that psychology
is entirely mistaken about the mind and must be replaced
by a neurobiology that starts from scratch with a new set of
concepts. A more likely outcome of scientific progress is
that some of psychology will be reduced and some elimi-
nated as neurobiology develops. For our purposes, the class
of views on the reduction-eliminativism continuum can be
considered together. For simplicity, we will call this class of
views “reduction.”

Reduction differs from dissolution in the degree of rad-
icalness envisaged in the future of neurobiology. Dissolu-
tion imagines that neurobiology will undergo an Einstein-
ian or Sellarsian revolution and obliterate the distinction
between what we currently take to be neurobiology and
psychology, whereas reduction envisages a less radical op-
tion in which neurobiology goes on much as it is but grad-
ually develops the resources to flesh out or replace psy-
chology. On the reductionist view, future neurobiology will
be recognizable as neurobiology but will have greater ex-
planatory power.29

There is an enormous literature dealing with reduction-
ism, and it is not our concern to evaluate all the arguments
for and against it here.30 Rather, we are interested only in
asking whether the argument from unification is persuasive
if in premise 2 one reads “reduction” for “unification.” As
we have noted, the support for the premise is that consid-
erations of unification privilege neurobiology over other
sciences when it comes to explaining psychological phe-
nomena. If by “unification” one means “reduction,” this be-
comes the idea that considerations of reduction privilege
biological neuroscience when it comes to explaining psy-
chological phenomena. But do they?

In our view, the answer to this question is “no.” If reduc-
tionism is a constraint in science at all, then it is a general
or global constraint. That is to say, if reductionism is true,
then anything that is in principle reducible, reduces to the
most basic science there is, namely, physics.31 However,
this means that considerations of reduction do not privilege
neurobiology over the other sciences but only physics, and
reductionism implies that a successful theory of the mind
will be solely physical and not solely neurobiological. The
relation between neurobiology and psychology is left en-
tirely open by reductionism and must be regarded as an em-
pirical question about the local relations among the sci-
ences. In short, then, the appeal to reductionism does too
much for the proponent of the neuron doctrine. If one is
going to be a reductionist, one has to take the train of re-
duction to the terminus of physics. In the absence of a fur-
ther argument privileging neurobiology as well as physics,
neurobiology represents for psychology nothing more than
– in Fodor’s (1981) phrase – a local stop. If there is an ar-
gument privileging neurobiology in this way, it is not an ar-
gument that derives from reductionism itself, and this is
enough to defeat the argument from unification on the in-
terpretation we are considering.
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4.3. Unification as conjunction

The final possibility we will consider is that by unification
one means what we shall call conjunction. Conjunction is
the process whereby two theories are unified simply by be-
ing joined together into a single larger theory. Although
conjunction represents an extremely weak version of unifi-
cation, it is not empty. For one thing, to conjoin two theo-
ries, they must at least be mutually consistent, and their
consistency may not be a simple matter to establish. For an-
other, the notion of conjunction must somehow be made in-
teresting enough so that, as Maudlin (1996) puts it, merely
showing that a theory of embryonic development and a the-
ory of the formation of the rings of Saturn are not inconsis-
tent when conjoined does not count as unifying them. How-
ever these issues are resolved, the important issue for us is
that the claim of conjunction with respect to the mind is
that a successful theory of the mind will be neurobiology-
conjoined-with-psychology.

It is not necessary for us to decide here whether current
neurobiology and psychology are consistent or, if not,
whether they will one day be made consistent. It suffices for
us to note that if, in premise 2, one means “conjunction” by
“unification,” then the argument from unification will not
support the radical neuron doctrine because, unlike disso-
lution and reduction, conjunction unifies without doing
away with anything, including psychology. Because psy-
chology would continue to be part of a successful theory of
the mind on this view, conjunction supports only the trivial,
but not the radical, neuron doctrine.

5. The argument from exemplars

The two arguments for the radical neuron doctrine that we
have considered thus far proceed from philosophical con-
siderations. The final argument we discuss makes use in-
stead of the details of neuroscience itself. We call this ar-
gument the argument from exemplars.

5.1. An inductive strategy

It might seem that any argument of this kind is doomed
from the start because, as we noted at the beginning of this
article, neuroscience is at an early stage of development.
How then can an argument based on an embryonic neuro-
science be developed?

The following passage from Hubel suggests a way in
which this might be done:

The brain has many tasks to perform, even in vision, and mil-
lions of years of evolution have produced solutions of great in-
genuity. With hard work we may come to understand any small
subset of these, but it seems unlikely that we will be able to
tackle them all. It would be just as unrealistic to suppose that
we could ever understand the intricate workings of each of the
millions of proteins floating around in our bodies. Philosophi-
cally, however, it is important to have at least a few examples –
of neural circuits or proteins – that we do understand well: our
ability to unravel even a few of the processes responsible for life
– or for perception, thought, or emotions, – tells us that total
understanding is in principle possible, that we do not need to
appeal to mystical life forces – or to the mind. (1988, p. 222)

Hubel’s view leads to the suggestion that we may be able
to infer the radical neuron doctrine by adopting the follow-
ing inductive strategy. Let us suppose that there are pieces

of neuroscientific theory that are each relatively successful
at explaining a mental phenomenon. We will call these
pieces of theory exemplars. If we take exemplars to be cases
that are indicative of what a future theory of the mind will
look like, we can construct an argument – or, rather, an ar-
gument schema – of the following form:

1. A successful theory of the mind will be made up of ex-
planations of mental phenomena that are similar to, or have
the same character as, exemplars, that is, current neurosci-
entific explanations of mental phenomena.

2a. Exemplar, e1, provides an explanation of type T of a
mental phenomenon.

2b. Exemplar, e2, provides an explanation of type T of a
mental phenomenon.

2c. Exemplar, e3, provides an explanation of type T of a
mental phenomenon 2n. Exemplar, en, provides an expla-
nation of type T of a mental phenomenon.

Therefore,
3. A successful theory of the mind will be made up of ex-

planations of type T.
If one wanted to devise an inductive argument to support

the radical neuron doctrine, one would be able to do so if
there are exemplars that are solely neurobiological – neu-
roscientific theories that explain mental phenomena solely
by appealing to the concepts of neurobiology. By plugging
“a solely neurobiological explanation” into the argument
schema above, one produces a version of the argument
from exemplars that supports the radical neuron doctrine:

1*. A successful theory of the mind will be made up of
explanations of mental phenomena that are similar to, or
have the same character as, exemplars.

2*a. Exemplar, e1, provides a solely neurobiological ex-
planation of a mental phenomenon.

2*b. Exemplar, e2, provides a solely neurobiological ex-
planation of a mental phenomenon.

2*c. Exemplar, e3, provides a solely neurobiological ex-
planation of a mental phenomenon 2*n. Exemplar, en, pro-
vides a solely neurobiological explanation of a mental phe-
nomenon.

Therefore,
3*. A successful theory of the mind will be made up of

solely neurobiological explanations.
That is,
39. A successful theory of the mind will be a solely neu-

robiological theory.
If one thus assumes that a successful piece of neurosci-

entific theorizing gives us a window onto the future theory
of the mind, and the view through that window reveals the
theory to be solely neurobiological, then one can hold the
radical neuron doctrine in advance of some of the evidence
needed to support it. The task for a defender of this argu-
ment, therefore, is to find the right sort of exemplars – that
is, neuroscientific theories that rely solely on neurobiologi-
cal concepts.

5.2. Kandel’s theory of learning in Aplysia

In order to evaluate the argument from exemplars, one
would have to consider a number of exemplars in some de-
tail.32 In this article we will consider one – the neuroscien-
tific theory of elementary learning developed by Eric Kan-
del and colleagues (Bailey & Kandel 1995; Castellucci &
Kandel 1976; Hawkins et al. 1983; 1992; Hawkins & Kan-
del 1984; Kandel & Schwartz 1982; Pinsker et al. 1970; Wal-
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ters & Byrne 1983; Walters et al. 1981; for a summary see
Kandel et al. 1995 and Shepherd 1994).

Although we consider only one exemplar, we take the up-
shot of the analysis of this case to be highly significant for the
following reasons. First and foremost, this case appears to
offer an account of some forms of naturally occurring learn-
ing in terms of neurons and their properties alone, and for
this reason seems ideally suited to support the radical neu-
ron doctrine. Moreover, the theory we consider has a num-
ber of other virtues that make it a worthy case to consider.
It is a very successful bit of neuroscientific theory in the
sense that it appears to offer a relatively complete account
of a set of behaviors. It is successful also in the sense that it
manages to integrate the behaviors in question not only with
cellular neurobiology but also with the biochemical and mol-
ecular events that are crucial to those cellular processes. It
thus traces learning to its most basic biology. Furthermore,
Kandel’s theory makes use of a central neuroscientific no-
tion – the notion of neural plasticity,33 according to which
the structure and function of adult neurons can be altered –
that plays an important role in learning theory quite gener-
ally and is related to other areas of neuroscience such as
neural development. It is the sort of account, therefore, that
might be expected to generalize at least to other forms of
learning and possibly beyond.34 Finally, we take it to be a so-
ciological fact that Kandel’s theory is widely regarded in the
neuroscientific community as the best that neuroscience can
now offer in the way of explanation of behavior or the mind
in fundamental neuroscientific terms. If our critique of the
radical neuron doctrine makes sense in the context of this
bit of neuroscience, therefore, that is strong evidence for the
account. Other exemplars would have to be examined to
make the case complete, but this is a good place to start.35

5.2.1. Simple and associative learning. Kandel’s theory
deals with a cluster of elementary forms of learning called
simple learning and associative learning. The theory attempts
to explain these behaviors by appealing to the properties of a
small family of neural circuits composed primarily of a sen-
sory neuron-interneuron-motor neuron pathway, and the
process of learning is hypothesized to be identical to a change
in strength of the sensory neuron-motor neuron synapse.
This change in synaptic strength occurs as a result of an al-
teration in the production of neurotransmitter in the sensory
neuron. This basic model can be adapted or modified to ac-
count for a number of forms of learning including habitua-
tion, sensitization, and classical conditioning, and the fea-
tures of the model may be able to account for other aspects
of elementary learning as well (Hawkins & Kandel 1984).

Habituation is the process whereby a neutral stimulus is
gradually ignored by an animal when it leads neither to harm-
ful nor rewarding consequences. Sensitization is the process
whereby a harmless stimulus that produces no aversive re-
sponse comes to be experienced as noxious after being paired
with a stimulus that naturally produces aversion. Both habit-
uation and sensitization are classified as forms of simple
learning in contrast to associative learning, the paradigm of
which is classical conditioning – the learned association be-
tween two stimuli such as the ringing of a bell and the pres-
ence of food, in the well-known Pavlovian case. In classical
conditioning, the spontaneous response to a nonneutral stim-
ulus (the unconditioned stimulus or US) is transferred to the
neutral stimulus (the conditioned stimulus or CS) in virtue of
their contiguity, or repeated pairing in time.36

5.2.2. The neurophysiology of simple and associative
learning. Because the neurophysiology of processes even as
simple as these elementary forms of learning would be
enormously difficult to study in complex organisms, Kandel
and his colleagues use the marine snail Aplysia californica
as a model. The Aplysia is an organism with a very simple
central nervous system made up of about 20,000 cells, but
it exhibits an innate gill-withdrawal reflex that can be mod-
ified in simple or associative learning paradigms.

For example, a neutral tactile stimulus to the tail of an
Aplysia, initially producing a weak gill-withdrawal reflex,
can be habituated. Habituation of this reflex occurs as a re-
sult of a decrease in the quantity of neurotransmitter re-
leased at the synapses made by sensory neurons on inter-
and motor neurons. Sensitization in Aplysia occurs when a
noxious stimulus causes a weak gill-withdrawal reflex to be
strengthened. This process involves a change at the same
neural locus as habituation, but in sensitization there is an
enhancement of neurotransmitter release by the sensory
neurons on their target cells. The process by which this oc-
curs, however, is more complex. A mild stimulus to the
siphon of an Aplysia produces a weak gill-withdrawal reflex.
A shock to the tail activates facilitator interneurons that
synapse near the synapse formed by the siphon sensory
neurons on the motor neurons. The activity of the in-
terneurons at this locus causes a molecular process to be
initiated within the siphon sensory neuron, the upshot of
which is that the sensory neuron is disposed to produce
more neurotransmitter than before stimulation. When the
siphon is weakly stimulated again, therefore, more neuro-
transmitter is produced, and a stronger gill-withdrawal re-
flex occurs. This process is called presynaptic facilitation
because the sensory neuron (the presynaptic neuron) is
made more effective, or facilitated, by means of the activa-
tion of the facilitator interneurons (Fig. 1).

The cellular mechanism of classical conditioning in
Aplysia, is, on Kandel’s model, an elaboration of the cellu-
lar mechanism of sensitization. In classical conditioning, a
US, such as a tail-shock, is contiguous with a CS, such as a
weak tactile stimulus to the siphon. Initially, only the US
causes robust gill-withdrawal, but repeated pairings of the
US and the CS eventually cause the gill-withdrawal to oc-
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Figure 1. A partial circuit for sensitization and classical condi-
tioning in Aplysia. In sensitization, a shock to the tail acts on siphon
sensory neurons to bring about presynaptic facilitation. In classical
conditioning, presynaptic facilitation is dependent upon the tem-
poral pairing of conditioned stimulus (CS) (siphon) pathway activ-
ity and unconditioned stimulus (US) (tail) pathway activity. The CS
pathway is active just before activation of the US pathway, thereby
enhancing presynaptic facilitation of the siphon sensory neuron.
(Adapted from Hawkins & Kandel 1984.)
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cur in response to the CS as well. At the cellular level, the
process of presynaptic facilitation in the pathway respond-
ing to the CS is enhanced by activity in the neural pathway
responding to the US, which occurs just afterward. The ac-
tion potentials generated by the US cause a greater facili-
tation of the sensory neurons responding to the CS as a re-
sult of the activation of the facilitator interneurons. This
change makes the sensory neuron more effective in causing
the motor neuron to fire and bring about gill-withdrawal 
in response to the CS. The primary difference between
conditioning and sensitization, therefore, is the temporal
coincidence of the activity of the facilitating and facilitated
pathways. As a result, Kandel calls the process activity-
dependent presynaptic facilitation (Fig. 1).

Before moving on to the philosophical questions at issue,
it is important to observe that Kandel’s model not only pro-
vides a neural description of the processes that underlie
some forms of elementary learning, it also makes important
conceptual contributions to the study of learning in general
(see Kandel et al. 1995). Kandel argues that studies of learn-
ing in Aplysia reveal that short-term and long-term mem-
ory are part of a continuum and not two utterly distinct pro-
cesses (Frost et al. 1985). The model also provides evidence
that memory function in elementary learning is not a func-
tion of a neural network but of individual cells (Bailey &
Kandel 1995).37 Kandel’s theory also holds that it is possi-
ble to produce a model of classical conditioning in terms of
the process of sensitization, thus suggesting that the psy-
chological distinction between simple and associative forms
of learning may not be as hard and fast as one might sup-
pose.38 All of these are substantial claims about learning
and not just its neurobiology.

5.3. Kandel’s theory and the radical neuron doctrine

Clearly, then, Kandel’s theory provides an admirable exem-
plar of neurobiological research. However, our aim here is
not to evaluate the theory but to ask whether it supports the
view that a successful theory of the mind will be solely neu-
robiological. It is important to be clear about what this
question means. We are not asking whether Kandel’s the-
ory is true, let alone whether it constitutes a complete neu-
roscientific theory of learning, and still less of the mind! We
are assuming that Kandel’s theory is a successful explana-
tion of the neurophysiology of elementary learning. What
we want to know is whether, in accordance with the strat-
egy of the argument from exemplars, Kandel’s theory pro-
vides inductive support for the view that a future account
of mental phenomena will be solely neurobiological. If we
assume that Kandel’s theory gives us a window onto a suc-
cessful theory of the mind, can we infer inductively that the
theory will be neurobiological?

Our answer to this question is “no.” Whatever the virtues
of Kandel’s theory, we will argue that it is not solely neuro-
biological, and, for this reason, that the view through the
window of that theory reveals the future theory of the mind
not to be solely neurobiological either. The instance of the
argument from exemplars that appeals to Kandel’s theory,
therefore, does not succeed. In what follows, we focus on
the case of classical conditioning.

5.3.1. “Pure” neurobiology. We have claimed that Kan-
del’s account is not purely neurobiological. In saying this,
we mean that the notions involved in the description of clas-

sical conditioning in Aplysia include substantive psycho-
logical concepts and not merely the concepts of neurobiol-
ogy. The history of classical conditioning, its roots in the as-
sociationism of Hume and Mill, and its incarnation in
behaviorism is well known (Boring 1950; Pinker 1991).39

Kandel’s theory of classical conditioning is not developed in
a vacuum but, as Kandel and coworkers acknowledge,
makes use of recent work in psychology that is part of that
tradition. This includes, in particular, the primary psycho-
logical model of classical conditioning – that of Rescorla
and Wagner (1972; see also Gluck & Thompson 1987). In
modeling Aplysia neurophysiology, that is, Kandel’s theory
appeals explicitly to psychological concepts,40 and it is this
fact that leads us to say that his model of conditioning is not
solely neurobiological.

The fact that Kandel’s account is developed within an ex-
plicit and highly theoretical psychological framework
means that the account does not provide a genuine alter-
native to psychological theory. Rather, it absorbs the re-
quired psychological ideas in order to provide a framework
for understanding the behavior of Aplysia neurons and
their role in conditioning. Although Kandel’s account
changes our conception of conditioning somewhat (e.g., in
providing evidence that it is constructed out of the mecha-
nism of sensitization), it does not replace that theory. Its pri-
mary success is the fleshing out of a psychological story in
neurobiological terms (Gluck & Thompson 1987). This
should not be surprising. Because neurobiology has no con-
cepts that can be used to describe the behavior of an ani-
mal, the notion of a “pure” neurobiology actively in com-
petition with psychology can only be a vision of some future
science.

In order to make our argument clearer, consider an il-
lustration from the theory of color. One of the salient fea-
tures of color phenomenology is the fact that only certain
color combinations are possible. We can, for example, see
reddish-blue and reddish-yellow but not reddish-green.
This aspect of color perception is called color opponency,
and it led Ewald Hering in 1877 to propose the opponent
process theory of color perception, later revived and devel-
oped by Leo Hurvich and Dorothea Jameson (see Hurvich
1981). According to this theory, the space of all perceivable
colors is organized along three axes of phenomenal differ-
ence – a red-green axis, a blue-yellow axis, and a black-
white axis. The contemporary interpretation of opponent
process theory appeals to opponent neural channels, the
function of which depends on color-opponent cells. These
neurons – different species of which exist in the retina, lat-
eral geniculate, and cortex – behave in an opponent fash-
ion, being excited, for example, by green light in the sur-
round of the neuron’s receptive field and inhibited by red
light in its center (see Zeki 1993; cf. also Hardin 1988).

Now, in our view, in order to correctly model the func-
tion of opponent neurons, one has to appeal to opponent
process theory. That is, in the absence of the psychological
theory, one cannot understand what opponent neurons do.
Although the neurobiology of color opponency, therefore,
might exhaust the mechanism of color opponency, it does
not provide a complete theory. A complete theory of color
opponency must appeal to the function of opponent neu-
rons and the psychophysical framework of opponent
process theory. A purely neurobiological theory of color op-
ponency, therefore, does not exist even if opponent neurons
are all there is to the mechanism of opponent color vision.
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Our claim about Kandel’s theory of learning is analogous.
Even if the synaptic mechanisms described in that theory
are all there is to the mechanism of elementary learning, it
does not follow that there is a purely neurobiological the-
ory of elementary learning. Indeed, we claim that there is
no such theory. In the sections that follow, we develop this
argument by elaborating the idea that Kandel’s theory is not
purely neurobiological. We do this by considering a num-
ber of objections to the argument just described.

5.3.2. An objection concerning reduction. It might be ob-
jected that we have set an unreasonable standard for Kan-
del’s theory, and, by implication, for any other putative neu-
robiological theory of a mental phenomenon. Let us
suppose that Kandel’s theory is genuinely explanatory of the
neurophysiology of classical conditioning, and let us further
suppose that though it appeals to psychological notions or
theories, it can nonetheless explain conditioning in neural
terms. Under these assumptions, shouldn’t we say that the
presence of psychology in the theory is harmless?

Consider a familiar analogy already mentioned. We know
that temperature is mean kinetic energy, but we continue
to refer to temperature nonetheless. The mere fact that we
do so, however, does not mean that there is anything in-
adequate in the original identification. Similarly, one might
argue that the presence of psychology does not affect 
the success of Kandel’s theory at explaining conditioning 
in neurobiological terms. On this view, Kandel’s theory is
purely neurobiological in any sense that matters scientifi-
cally, and therefore it counts as support for the radical neu-
ron doctrine.

5.3.3. Response: Reduction and implementation. We
think this objection misconstrues the role of the psychology
in Kandel’s theory. In order to explain why, we distinguish
two kinds of case in science in which an intuitively more ba-
sic theory is brought to bear on the phenomena explained
by an intuitively less basic theory.

The first case is reduction. As we remarked above (sect.
4.2), reduction is the process whereby the concepts and
laws of the more basic reducing theory are used to explain
the phenomena described in the less basic reduced theory.
Because the reduced theory can be derived from the re-
ducing theory, the latter is conceptually independent of the
former. The reduction of temperature to mean kinetic en-
ergy is such a case. Because the phenomena explained by
the concept of temperature and its associated laws (such 
as they are) can be derived from the concept of mean 
kinetic energy and its associated laws, the kinetic theory 
can explain at least as much as the temperature theory 
can. In principle, therefore, the concept of temperature
and its laws can be ignored without any loss of explanatory
power.41

The second case is implementation, whereby a more ba-
sic theory provides the mechanistic details of the system
that instantiates the functions posited by the less basic the-
ory. The best-known illustration of implementation is
Marr’s (1982) conception of the role of neurobiology in the
theory of vision. (For a more general discussion, see Cum-
mins 1983.) According to Marr, the neurobiology of vision
describes how a particular psychological process, which
Marr referred to as an algorithm, occurs in a particular
neural system. In turn, the algorithm is a particular instan-
tiation of a more abstract computational process. In cases

of implementation, the conceptual work is done by the
computational theory, and not by the algorithm or the im-
plementation. However important the neurobiological
story is, it remains conceptually parasitic on the higher-level
theory. If the computational level of the theory were elim-
inated, the mechanistic details would no longer make sense.
As Marr (1982) famously remarked, it is impossible to ex-
plain how a wing works simply by describing its feathers.

Implementation can hold between neurobiology and
psychology whether or not the psychological story is com-
putational; other psychological accounts will do (Cummins
1983). The case of color opponency discussed earlier can be
used to illustrate this point as well. We suggested above that
the properties of color-opponent cells might constitute the
mechanism that causes color vision to have an opponent
character. One can therefore think of the physiology of
color-opponent cells as implementing opponent process
theory because, as we suggested, in the absence of that the-
ory, one cannot explain color opponency or what these neu-
rons do.

Nor is the relation of implementation restricted to theo-
ries of psychological function. Suppose, for example, that
someone were to produce an explanation of gene replica-
tion in terms of particle physics. It is plausible that although
such a theory would explain what is happening at the parti-
cle level during replication, the explanation of the basic
phenomena of replication would continue to reside at the
molecular level. In such a case, it would be appropriate to
call the particle story an implementation of the molecular
story rather than a reduction of it.42

Given this distinction, the question is whether Kandel’s
theory is an instance of reduction or implementation. We
think there is good reason to suppose it is an instance of the
latter. Hawkins and Kandel themselves say “Our goal is thus
to suggest how cognitive psychology may begin to converge
with neurobiology to yield a new perspective in the study of
learning” (1984, p. 376).

Gluck and Thompson are more explicit: “Hawkins and
Kandel (1984) have taken a formidable step in attempting
to bridge the gap between algorithmic level models of clas-
sical conditioning and implementation-level models of the
underlying neurophysiology” (1987, p. 189). These remarks
express the view that the neurobiological theory of learning
fills out the conceptual structure devised by psychology. It
does not provide an independent explanation of the phe-
nomena. Kandel’s theory could not, therefore, stand on its
own without appealing to psychological theory of some
kind. It is conceptually parasitic on those theories and must
be classed as implementation.

5.3.4. Rejoinder: Interpretation aside, doesn’t Kandel’s
theory in fact provide a conceptually independent de-
scription? In response to our claims above, one might ar-
gue as follows.43 Suppose one gave a neuroscientist a de-
scription of activity-dependent presynaptic facilitation in
the classical conditioning paradigm. Perhaps the story
might go like this: stimulus 1 produces a moderate response
in the sensory neuron; it releases a small quantity of neuro-
transmitter, which fails to elicit the gill-withdrawal reflex.
With repeated near-simultaneous activation of a connected
pathway by stimulus 2, the response of the sensory neuron
is enhanced, a greater quantity of neurotransmitter is even-
tually released, and its capacity to fire the motor neuron is
facilitated; and so on. Wouldn’t it be fair to say that our neu-
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roscientist understands classical conditioning as well as any
psychologist without the need for psychological concepts?
If so, then it looks as if the concept of activity-dependent
presynaptic facilitation is not parasitic on the psychology of
conditioning, and our claim that Kandel’s theory is imple-
mentation rather than reduction is mistaken.

5.3.5. Response:The complexity of conditioning. The ob-
jection is tempting, on our view, only if one underestimates
the psychological complexity even of the elementary forms
of learning dealt with by the Kandel model. This becomes
clear if we briefly examine the psychology of classical con-
ditioning.

A pervasive view of classical conditioning, even in text-
book presentations, is that it is a process whereby contigu-
ity of the US and the CS transfers the response from the
former to the latter. However, as Rescorla (1988) argues, al-
though this view is adequate to the conception that Pavlov
himself had – a conception that emerged from the reflex
tradition – it is entirely inadequate to account for the data
that have been accumulated during the last 20 years of re-
search on conditioning.44

Consider, first, some relevant data. Contiguity is essen-
tial to the traditional theory and is supposed to be sufficient
to elicit conditioning. In an early study, however, Rescorla
(1968) compared two related learning situations. In the first
situation, a rat is exposed to the CS, a tone that is presented
randomly during a 2-minute interval. During the same in-
terval, the US, an electric shock, is also randomly applied
(Fig. 2A). In the second situation, the shock occurs only
when the tone is presented (Fig. 2B). In the latter case, but
not the former, an association between the tone and the
shock is learned. Notice, however, that the CS and the US
occur within the same overall period of tone and shock ex-
posure, thus satisfying the requirement of contiguity. Nev-
ertheless, only one pattern of CS and US pairing produces
conditioning.

Of course, conditioning occurs in the latter case because
the tone provides information about the occurrence of the
shock. In order to explain this effect, therefore, one needs
to appeal to some notion of information that is richer than
the notion of “low-level mechanical process in which the
control over a response is passed from one stimulus to an-
other” (Rescorla 1988, p. 152).

Here is a second case (see Rescorla 1980). In a variation
of classical conditioning called autoshaping, a bird learns to
associate a red square (the CS) and food (the US), and will
eventually come to peck at the square as if it were the food
itself. The bird will also learn to peck at stimuli that are as-
sociated with the original CS – a form of learning known as
second-order conditioning. Now consider two different
conditions. In the first, an achromatic outline of a square is
associated with the red square; in the second, an achromatic
outline of a triangle is associated with the red square. In the
first case but not the second, the second-order stimulus re-
lates to the first-order stimulus as part to whole, and in the
first case, conditioning occurs much more readily than in
the second. A mental representation of a relation govern-
ing the stimuli thus has a differential effect on the course of
learning (Fig. 3). Once again, the traditional conception of
contiguity will not explain the effect.

In general, recent research has shown that classical con-
ditioning is more complex in many respects than Pavlov and
others believed (see Rescorla 1988). For example: (1) the
context of learning is relevant; (2) the animal learns a vari-
ety of associations among many stimuli simultaneously in
the learning situation; (3) associations exhibit a hierarchical
organization; and (4) the response to the CS depends not
only on the response to the US but on the properties of the
CS itself: for instance, a tone signaling shock will cause a rat
to freeze, but a prod signaling shock will cause the rat to try
to cover the prod up. Classical conditioning is thus more
than the transfer of response from US to CS. It requires
positing, as Rescorla puts it, “the learning of relations
among events that are complexly represented, a learning
that can be exhibited in various ways” (1988, p. 158). Thus,

the simple pairing of two events cannot be taken as fundamen-
tal to the description of Pavlovian conditioning. Instead, [these
experiments] encourage the prevalent modern view that con-
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Figure 2. A classical conditioning paradigm demonstrating the
insufficiency of contiguity for conditioning. In the first case (A),
the conditioned stimulus (CS) is always paired with the uncondi-
tioned stimulus (US), but the US also occurs at other times dur-
ing the training interval. In the second case (B), the US occurs
only when the CS occurs. Although the requirement of contiguity
is satisfied in both cases, conditioning is achieved only in the lat-
ter case. (Adapted from Rescorla 1988.)

Figure 3. Learning an association between a second-order stim-
ulus that bears a part-whole relation to a first-order stimulus. In
the similar case, the second-order stimulus bears the part-whole
relation to the first-order stimulus, and in the dissimilar case it
does not. (Adapted from Rescorla 1988.)
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ditioning involves the learning of relations among events. It
provides the animal with a much richer representation of the
environment than a reflex tradition would ever have suggested.
Of course, one cannot leave the analysis at this level; rather, one
needs to provide theories of how these relations are coded by
the organism. Such theories are now available, several of which
are stated in sufficient quantitative detail to be taken seriously
as useful accounts. . . . These theories emphasize the impor-
tance of a discrepancy between the actual state of the world and
the organism’s representation of that state. They see learning as
a process by which the two are brought into line. In effect, they
offer a sophisticated reformulation of the notion of contiguity.
A useful short-hand is that organisms adjust their Pavlovian as-
sociations only when they are “surprised.” (1988, p. 153)
This richer conception of classical conditioning presents

a dilemma for the view that Kandel’s model is a reduction
of conditioning and the other forms of elementary learning.
The first horn of the dilemma is this. The basic concept
available to the Kandel model is the concept of synaptic
plasticity – in particular, the process of activity-dependent
presynaptic facilitation – but it is hard to see how this con-
cept could capture the conceptual complexity either of the
notion of information about relations or of surprise, among
others. This is not to say that synaptic changes are not the
mechanism of information or surprise; they may well be.
Even if they are, however, the concept of synaptic change
cannot capture the concept of information or surprise.
Claiming that Kandel’s model reduces classical condition-
ing in Aplysia, therefore, would simply ignore some of the
concepts necessary to explicate the contemporary concep-
tion of conditioning. If Kandel’s model were a reduction of
conditioning, it would be empirically inadequate. Further,
if one were to claim that conditioning in Aplysia in partic-
ular only requires the reflex conception and not the richer
one, this would answer our objection at the cost of render-
ing Kandel’s theory an explanation isolated from most of the
rest of learning theory and irrelevant to learning in mam-
mals, including humans.

The second horn of the dilemma is this. In response to
the objection just made, one could argue that Kandel’s
model is neutral with respect to the reflex and the modern
conceptions of classical conditioning, and indeed to any
other conception. Kandel’s theory could be interpreted as
an instance of whichever notion turns out to be correct. On
this line of argument, however, Kandel’s model cannot be a
reduction of the theory of conditioning because it is neutral
with respect to incompatible theoretical notions. Because it
does not tell for or against a particular theoretical concep-
tion, it cannot reduce any particular one. To take an anal-
ogy: a putative reduction of optics that did not decide for or
against the wave conception of light or the particle concep-
tion (or a mixed conception) could not successfully reduce
optics.45 Similarly, no putative reduction of classical condi-
tioning that speaks neither for nor against some essential
theoretical characterization of conditioning can be success-
ful.

We conclude that the claim that Kandel’s model is a re-
duction of classical conditioning, rather than an implemen-
tation of it, cannot be sustained because it is not possible to
understand the full complexity of conditioning without re-
course to some psychological theory or other. If Kandel’s
model is accurate, it can only be a representation of how the
relevant psychological notions are instantiated in the neural
machinery.

We have only considered classical conditioning here, but

we suspect that similar remarks could be made about other
forms of elementary learning (see, e.g., Wagner & Pfautz
1978), and if such remarks could not be made, this in itself
would be problematic for Kandel because it would reintro-
duce theoretical variation (say, between conditioning and
sensitization) where Kandel has argued for theoretical
unity. What is true of conditioning had better be true of the
other forms of elementary learning, or one of the significant
virtues of the Kandel model is lost.

5.3.6. Summary. How does this discussion affect the ques-
tion of the neuron doctrine? The radical neuron doctrine
says that a successful theory of classical conditioning,
among other phenomena, will be neurobiological. However
if our argument is sound, then even if we consider Kandel’s
theory of elementary learning to be a correct neurobiolog-
ical description of the phenomena, it does not follow that a
successful theory of conditioning will be solely neurobio-
logical, any more than it follows from the implementation
of color vision by color-opponent cells that a successful the-
ory of color vision will be neurobiological, or from the imag-
inary particle physics description of replication that a suc-
cessful theory of replication will be a part of physics. What
determines the form of a successful theory is where the best
explanation is to be found, and in the present case we take
the best explanation to reside with psychology and not neu-
robiology because we take the latter to be parasitic on the
former. We think that it is currently an open question what
form a successful theory of learning will take and that the
answer to this question will depend in part on whether neu-
robiology can produce conceptually independent accounts
that are superior to those already to be had in psychology.
Because Kandel’s theory is not purely neurobiological,
therefore, appealing to it in the context of the argument
from exemplars does not support the radical neuron doc-
trine.

5.4. Is Kandel’s model a special case?

Our interest in Kandel’s theory of learning in Aplysia has
been driven by the idea, suggested in the passage we
quoted from Hubel, that exemplars of neuroscientific the-
orizing might be taken as an inductive basis from which to
infer the radical neuron doctrine. We have argued that al-
though Kandel’s account of learning is an important part of
neuroscientific theory, it does not support an inference to
the radical doctrine because it involves psychological no-
tions.

One might respond to our argument with the suggestion
that Kandel’s theory is in some sense a special case and that
there are other cases of successful neuroscientific theory
that might do the job better. There are a variety of senses
in which one could take the phrase “special case.” We con-
sider three and try to show that Kandel’s theory is not a spe-
cial case in any sense that matters to the argument from ex-
emplars.

5.4.1. The problem of a single case. One might argue that,
given its structure, the instance of the argument from ex-
emplars supporting the radical neuron doctrine is not re-
futed by the failure of a single case. The argument requires
that there be some exemplars that support the radical neu-
ron doctrine, and the failure of this particular case does not
show that there are no others that would do the job. Indeed,
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one might argue, for the same reason, that the argument
would not strictly be refuted by the failure of a number of
cases.

These claims are quite true, but they are irrelevant to our
critique because they apply to all arguments of the present
form and not to ours in particular. We cannot prove that
there are, or will be, no cases that support the argument
from exemplars. A reasonable agnosticism about the future
of science explicitly prohibits us from trying. However, the
burden is on the supporters of the argument to offer a bet-
ter candidate than Kandel’s theory. In the absence of such
a candidate, one ought to accept that the argument fails to
support the radical neuron doctrine even though it has not
been strictly refuted.

5.4.2. The problem of an inadequate case. A second way
in which Kandel’s theory might be claimed to be a special
case is if it were to be shown that the theory were not the
best neuroscience could offer. If there were other neuro-
scientific theories of mental phenomena that answered the
requirements of the argument from exemplars, our choice
of Kandel as a paradigm case would be unfair to the de-
fender of the radical neuron doctrine.

To this we can only appeal to the consensus in the neu-
roscientific community that we mentioned at the outset of
our discussion. In our opinion, Kandel’s theory is widely
recognized as the sort of model to which neuroscience as-
pires and, to that extent, is not special in the sense of being
a poor representation of neuroscientific theory.46 We know
of no other theory that is as successful as Kandel’s, but we
are, of course, prepared to be convinced otherwise.

5.4.3. The problem of a case with unique features. There
is one important sense in which it might be argued that
Kandel’s theory is a special case. If one could show that the
theory had unique features that supported our critique
above – that is, features that supported our claim that psy-
chological theory is necessary to interpret it – then one
could argue that our view of Kandel does not defeat the ar-
gument from exemplars. That is to say, if it could be shown
that future neuroscientific theories will not rely on psycho-
logical notions as Kandel’s theory does, then the argument
from exemplars could be made successful by appealing to
the conjunction of the scientific success of Kandel’s theory
and this ancillary claim of the independence of future the-
ories from psychology.

We have suggested that mental phenomena must cur-
rently be addressed by means of broadly psychological the-
ories and that neurobiology is not now in a position to offer
competing theories. In responding to this objection, it suf-
fices for us to note that Kandel’s theory deals with extremely
simple forms of behavior such as classical conditioning.
Even here, a highly sophisticated, mathematically rigorous
psychological research program of more than a century has
not exhausted or resolved all of the theoretical questions.
With more complicated phenomena, it seems very likely
that more, as well as more elaborate, psychology will be
necessary. This is only what one would expect; it is practi-
cally impossible to tie a neurobiological theory to a psycho-
logical phenomenon without a detailed fractionation of that
phenomenon in psychological terms. It would be absurd,
for example, to ask for a neurobiological account of learn-
ing without providing at least a taxonomy of kinds of learn-
ing, and, more importantly, a detailed psychological story

about how some type of learning is supposed to occur. For
without such a detailed story, how would the neurobiologist
recognize which facts potentially explain the phenomena?
As the phenomena to be explained get more complicated,
things can only get worse from the point of view of the rad-
ical neuron doctrine: more psychology, not less. One hopes
and expects that neurobiology will modify psychological
theories, but there is absolutely no evidence that it has any
genuine alternative to offer. Neurobiology may one day in-
vent concepts that can compete with psychology, but that
day has not yet come. Hubel puts it this way: “A revolution
of Copernican proportions has not yet occurred in neuro-
biology, and will perhaps not occur, at least in a single
stroke. If there is one, it may be gradual, taking place over
many decades. When it is over, we will know whether the
brain is capable of understanding the brain” (1974, p. 259).

Finally, although we have suggested that one cannot in-
terpret Kandel on learning as providing support for the rad-
ical neuron doctrine, we have not meant to be criticizing
Kandel in the least. For one thing, as we have noted, Kan-
del’s theory contributes to our conceptual understanding of
learning. In arguing, for example, that the mechanism of
conditioning develops out of the mechanism of sensitiza-
tion, Kandel is making a substantive claim about learning
that, if true, may change psychological taxonomy. It is this
sort of contribution that represents what neuroscientists
and philosophers expect neuroscience to offer in the future:
a contribution to the way we think about the basic phe-
nomena of the mind. However, this may fall well short of a
wholesale replacement of our concepts.

Moreover, although we do not believe that if one were to
remove all of the psychology from Kandel’s theory of learn-
ing there would be an adequate theory left standing, we do
not regard it as a criticism, but rather a virtue, of the theory
that it draws on explicitly psychological notions. Psycholog-
ical theory is currently necessary both in the discovery of
the biological facts and in their interpretation, and this is
particularly true in the domains where psychological theory
is detailed and successful. In the absence of a revolutionary
new neurobiology, it seems to us that the integrative ap-
proach of cognitive neuroscience is the smart bet.

6. Conclusion

We have argued that a very common view in neuroscience
and philosophy is subject to two interpretations, one trivial
and one radical, and that initially persuasive lines of argu-
ment in favor of the radical view fail. What conclusions
should one draw from our discussion?

The most important conclusion concerns the proponents
of the neuron doctrine. In response to the ambiguity in the
doctrine that we have pointed out, proponents of the doc-
trine are faced with a dilemma. On the one hand, they
might respond that what they intended to defend was only
the trivial doctrine. Although this is a perfectly reasonable
response to our argument, it means, as we noted in section
2, that proponents of the doctrine are in the position of de-
fending a scientific triviality. On the other hand, proponents
of the doctrine might bite the bullet and adopt the radical
version of the view. The trouble with this position, however,
is that it is not clear that there are any good arguments for
it. Proponents of the radical neuron doctrine are therefore
in the uncomfortable position of holding a scientific view
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for which no obvious scientific justification is available. Of
course, one might imagine a nonscientific argument for the
radical doctrine, but in our view that would be perverse and
anyway has not been given. As we remarked in section 2,
therefore, it is incumbent on defenders of the neuron doc-
trine to explain why they are defending a view that either
has no defense or that needs none.

In addition to this general moral, there are two more spe-
cific morals that are suggested by our article, one for neu-
roscience and one for philosophy. We close with a brief dis-
cussion of them.

6.1. Neuroscience:The invisible hand 
in the neuron doctrine

The first moral concerns the practice of neuroscience itself.
The annual American neuroscience meeting hosts approx-
imately 25,000 scientists, and the amount of work pre-
sented there is commensurate with those numbers. How-
ever, despite the enormous data we are accumulating about
the brain, broad theoretical suggestions are few and far be-
tween. There may be various reasons for this conservatism
in neuroscience, and we are not in a position to make con-
fident judgments about this, but we have one speculation to
offer. Neuroscientists may be reluctant to theorize about
the mind because they have an unreasonably strict view
about the sort of theory that is “properly neuroscientific.” A
neuroscientist with a relatively stringent understanding of
the neuron doctrine might hold a similarly stringent view
about the conceptual resources available to theory, shying
away from explicitly incorporating psychological theories,
or theory fragments, into what is supposed to be a neuro-
scientific account.

If our argument is sound, however, then this self-im-
posed restriction is a mistake – an effect of the invisible
hand of confusion about the neuron doctrine. For this rea-
son, we are encouraged by the beachhead that cognitive
neuroscience has begun to establish in contemporary neu-
roscience.

6.2. Philosophy: A plea for more philosophy 
of neuroscience

The second moral concerns the development of a philoso-
phy of neuroscience. Among the various sciences that study
the mind and brain, neuroscience is perhaps the most
widely held to have philosophical import. There is frequent
reference to neuroscience in the philosophy of mind liter-
ature, and neuroscientists themselves often suggest that
their discipline has relevance to the problems discussed by
philosophers. As Zeki (1993) says, “ultimately the problems
that cortical neurobiologists will be concerned with are the
very ones that have preoccupied the philosophers through-
out the ages.” So it is a curious fact that there is relatively
little philosophical discussion of the basic concepts and the-
ses of neuroscience. Although physics has led to a philoso-
phy of physics, and biology to a philosophy of biology, there
is no philosophy of neuroscience, and this is a lacuna in the
philosophy of science.

By “philosophy of neuroscience” we mean something
distinct from what has come to be called neurophilosophy
(P. S. Churchland 1986). Neurophilosophy, as it is com-
monly understood, is an application of the results of neuro-
science to problems in the philosophy of mind. In contrast,

we take philosophy of neuroscience – by analogy with 
philosophy of physics and philosophy of biology – to be con-
cerned primarily with the presuppositions and philosophi-
cal problems of neuroscience itself. Philosophy of neuro-
science and neurophilosophy may interact, but they are dis-
tinct enterprises.

Part of our aim in this article has been to make a contri-
bution to the development of the philosophy of neuro-
science. Whatever the value of the present effort, we are
convinced that a close investigation of the foundations and
concepts of neuroscience will play a part in the progress of
neuroscience and in the development of the science of the
mind which the millennial future will see realized.
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NOTES
1. The phrase “neuron doctrine” originally referred to a view,

formulated in 1891 in a famous review by Wilhelm Waldeyer, ex-
pressing the upshot of the seminal work of the anatomist Santiago
Ramón y Cajal (although the doctrine was developed as a result of
the work of many individuals, notably Camillo Golgi). This work
revealed that the brain, like the rest of the body, is made up of
cells. More specifically, the doctrine expressed the view that “the
nerve cell is the anatomical, physiological, metabolic, and genetic
unit of the nervous system” (Waldeyer quoted in Shepherd 1991,
p. 4). The formulation of the neuron doctrine marked the resolu-
tion of a dispute between those who believed that neurons were
bounded entities and those who believed, in accordance with the
opposing reticular theory, that the fine branch-like structures seen
in the brain are continuous with one another. The doctrine thus
entailed that neurons must communicate with one another by
contact. The neuron doctrine represents the fundamental tenet of
modern neuroscience and is a claim about the brain and its func-
tion. In this article, however, we use the phrase “neuron doctrine”
to refer to a view about the relation between the neural and the
psychological or mental. We are not, however, doing the phrase as
much violence as one might suppose. G. M. Shepherd (1991), one
of the modern historians of the doctrine, writes in his introduction
to the history of the subject: “Of broader interest is the potential
significance of the neuron doctrine as one of the great ideas of
modern thought. One thinks here for comparison of such great
achievements of the human intellect as quantum theory and rela-
tivity in physics; the periodic table and the chemical bond in
chemistry; the cell theory, evolution, and the gene in biology. No-
tably missing from this register is a theory for explaining how the
brain makes these accomplishments and all other human activity
possible. The pioneers of the neuron doctrine believed that they
were laying the foundation upon which such a theory had to be
built. Descartes had set the philosophical agenda for the mind –
body problem some 300 years previously, but these scientists were
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the first to come face to face with the cells and their connections
where that problem will likely have its resolution” (pp. 9–10).

2. There could also be probabilistic versions of the doctrine ac-
cording to which it is likely or possible or probable that a success-
ful theory of the mind will be solely neurobiological. For clarity
and simplicity, we will for the most part ignore these versions here,
and concentrate on the simple formulation of the doctrine.

3. In section 3 we consider whether this line of argument is
successful.

4. The thesis of materialism (or physicalism) is often stated in
a manner that is more sophisticated than the formulation we use
in the text; for example, it is often stated as a supervenience the-
sis. However, the simpler statement will do for our purposes. It is
also worth noticing that although materialism is usually taken for
granted, and although we ourselves will assume here that it is true,
there are certainly people who deny it. For a very good recent dis-
cussion of materialism (and for an argument that it is false), see
Chalmers (1996).

5. For philosophy of language aficionados: the qualifier “prac-
tically” is required because from “A 5 B” it does not follow that
“the science of A 5 the science of B”; that is, “the science of” is
an intensional functor.

6. For a discussion of the impact of the neuron doctrine on do-
mains further afield, see Churchland (1995). Here we concentrate
only on the scientific consequences of the doctrine.

7. For evidence of the esteem in which the Churchlands are
held, see McCauley (1996).

8. As one of our Behavioral and Brain Sciences referees put it,
the Churchlands “only say boldly what a lot of other neuroscien-
tists say sotto voce.”

9. In a discussion of the dimensions along which facial recog-
nition occurs in the brain, for example, Churchland confesses that
“it’s not known exactly what those dimensions are, nor even that
they are identical in all of us” (1995, p. 19). A similar point is made
by Fodor (1998, p. 84).

10. The reason for the qualification concerns the enormous
difficulty involved in explaining the conscious aspects of percep-
tion: “In 1972 , I suggested that ‘active high-level neurons directly
and simply cause the elements of our perception,’ and I still think
this simple idea has some merit, even though I now believe that
interactions with other individuals and society have to be taken
into account when considering the conscious aspects of percep-
tion” (Barlow 1995, p. 428). For further discussion of this issue,
see Barlow 1987.

11. She speaks, for example, of the “functionalist research ide-
ology” promoted by Jerry Fodor and others (see P. S. Churchland
1986, Ch. 9 passim).

12. It is important to note that Hubel’s view is not exhausted
by the passage above, as is evident if one looks at the passages we
discuss below.

13. One might distinguish the notion of being a second-grade
science in the fullness of time and being a second-grade science
at the moment. It is possible that science must go through a non-
neuroscientific stage of explanation in order to arrive at a neuro-
scientific explanation, thus making linguistics, for example, first-
grade science for the moment. Our concern is with scientific
explanation in the fullness of time, and we ignore the above 
distinction for the sake of simplicity. See also the discussion of 
reductionism in practice versus reductionism in principle in 
note 30.

14. It is precisely this picture that one finds in descriptions of
classical psychology such as Cummins (1983). That the trivial doc-
trine does nothing to alter this picture is one reason why it is trivial.

15. It is worth emphasis that we are not claiming that the triv-
ial neuron doctrine is trivial in the logical sense, nor do we mean
that those who deny the trivial version are making an obvious mis-
take, or a mistake of logic. Rather, in using the word “trivial” we
intend to emphasize that the trivial neuron doctrine (a) is a doc-
trine that has, or ought to have, extremely wide support in the sci-
entific community; and (b) does not have the consequence for the

psychological sciences that the radical version of the doctrine
does.

16. It is important to notice, however, that the trivial neuron
doctrine is compatible with the view that the successful theory of
the mind will be a solely neurobiological theory – the claim we
identify below as the radical neuron doctrine. The trivial neuron
doctrine is compatible with the radical neuron doctrine because a
theory of the mind expressed solely in terms of neurobiological
concepts is one version of a scientific theory of the brain. In addi-
tion, the trivial neuron doctrine is consistent with a theory of the
mind expressed solely in terms of the concepts of psychology
alone, and of course the trivial doctrine is consistent with any the-
ory of the mind that is a combination of psychology and biology,
or indeed physics, chemistry, and the other sciences, should they
turn out to be relevant to understanding the brain. The trivial neu-
ron doctrine is thus an extremely weak view; it expresses little
more than a commitment to an explanation of the mind by science,
presumably the sciences currently involved in its investigation.

17. One might object here that the radical neuron doctrine
that we are considering is extremely strong, and that one can imag-
ine versions of the doctrine that would be weaker but would nev-
ertheless not simply be the trivial doctrine. For example, as we
have defined it, the radical doctrine has the resources only of 
neuroanatomy, neurochemistry, and neurophysiology. However,
could one not add other branches of neural science (or of science
more generally), and, in consequence, weaken the neuron doc-
trine without it collapsing into the trivial doctrine? Although this
is certainly a possibility, it is irrelevant to the main point we want
to make. As we argue later, the explanations offered by neurobi-
ologists of even elementary psychological processes are in fact not
purely neurobiological and must draw on explicitly psychological
theory. If this is right, however, the only way currently available to
enrich biological neuroscience so as to explain the mind is to en-
rich it with psychology. However, this is in effect to adopt the triv-
ial form of the neuron doctrine. Of course, this is not to claim that
there is absolutely no possibility of neurobiology explaining the
mind; it is only to insist that, as things currently stand, there is no
evidence of that coming about.

18. We understand from Christof Koch (personal communica-
tion), however, that Crick is in fact a defender of the trivial neu-
ron doctrine.

19. To be fair, we should point out that immediately after this
passage, Churchland makes the following parenthetical remark:
“The same goes, of course, for the revisions and reconstructions
in neuroscience” (p. 374). Nevertheless, it is difficult to view this
remark as detracting from the radicalness of the passage quoted
in the text. The last sentence of the passage in the text is condi-
tional, so the interpretative question is whether the parenthetical
remark is intended to qualify the antecedent or the consequent of
this conditional (or both). If it is intended to qualify the an-
tecedent – namely, the claim that “psychology is willing to test and
revise its theory and hypotheses when they conflict with confirmed
neurofunctional and neurostructural hypotheses, and as long as
the revisions are made with a view to achieving concord with a
lower-level theory” – Churchland appears to be saying that so long
as both psychology and neuroscience are willing to revise and test
their hypotheses in the light of the each others’ results, then psy-
chological capacities and processes will finally be explained in
neuroscientific terms. In other words, she is saying that an in-
evitable result of the “co-evolutionary strategy” is the radical neu-
ron doctrine. However, in light of the evident logical gap between
the co-evolutionary strategy and the radical neuron doctrine, it
seems reasonable to view Churchland here as failing to make this
crucial distinction between the two versions of the doctrine. On
the other hand, if the remark is intended to qualify the consequent
of the conditional – viz., the claim that “the capacities and pro-
cesses described by psychological theory will finally find explana-
tions in terms of neuroscientific theory” – then Churchland is say-
ing that the capacities and processes described by neuroscientific
theory will finally find explanations in terms of psychological the-
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ory. However, to interpret her this way is, first, to interpret her as
saying something that is quite antithetical to the surrounding text,
and second, does nothing to support the radical neuron doctrine.

20. It is perhaps worth mentioning here that there are other
trends in the Churchlands’ work that seem to represent some con-
fusion about the neuron doctrine. One of these is what they see as
a “monolithic” approach to the different levels of explanation
found, they say, in Marr: “Marr’s three-level division treats com-
putation monolithically, as a single kind of level of analysis. Im-
plementation and task-description are likewise each considered a
single level of analysis” (Churchland & Sejnowski 1992, p. 19).
Such a monolithic picture is objectionable because it rules out the
idea that there are many levels of explanation for psychological
and neural phenomena. The rejection of that monolithic picture
seems to us quite right, but it is clear that rejecting the picture
does not provide support for the radical neuron doctrine. If there
are many different levels of explanation, then as long as the psy-
chological sciences concern themselves with at least some of
these, we have reason to believe only the trivial doctrine. The sec-
ond trend in the Churchlands’ work that represents an unclarity
about the neuron doctrine is their commitment to connectionism
(see, e.g., Churchland 1995). Connectionism is often thought to
provide a way of theorizing about the mind that appeals only to
neuron-like entities. As such, it might be tempting to suppose that
connectionism might support the radical neuron doctrine. How-
ever, any such line of argument seems to rest on a confusion about
what connectionism is. As we understand it, connectionism can be
understood either as a very general implementation structure for
psychological processes or as a proposal about the form of psy-
chological theory itself. Whether connectionist theories could be
empirically adequate on either interpretation is obviously a con-
troversial matter, but the important point for us is that on neither
interpretation does connectionism support the radical neuron
doctrine because on either interpretation, connectionist ap-
proaches depend on psychology. For important discussions of con-
nectionism, see Fodor and Pylyshyn (1988) and Pinker and Prince
(1988).

21. There are a number of reasons for supposing that an ar-
gument of this style is in operation in the Churchlands. One is
“the articulation of biological organization” passage that we have
already quoted and commented on. Another is given by passages
such as the following from Churchland and Sejnowski (1992):
“The venerable old paradigm depicted humans as blessedly
perched on the apex of the Great Chain of Being, lucky to have
been created in the image of God, and fitted out with a non-
physical immortal soul housing a freely exercisable will, a con-
sciousness that experienced feelings and sensations, and a ratio-
nal faculty that mercifully could transcend the merely mundane,
for example by proving mathematical theorems. The old para-
digm was frankly supernaturalistic. It exhibited both species
chauvinism in quite spectacular degree and a profoundly non-
empirical acceptance of nonphysical forces, stuffs, and mecha-
nisms. . . . The new paradigm is naturalistic, and it is shaped by
the scientific image. By pulling out the linchpin assumption that
humans are set apart from the natural order, it changed every-
thing. The naturalistic approach to the mind-brain, foreshad-
owed by Hobbes and de La Mettrie in the seventeenth century,
became a live possibility in the nineteenth, largely by dint of ad-
vances of microscope and staining technology, a nonoccult un-
derstanding of electricity, and the commanding scientific lead-
ership exemplified in the breadth and depth of success of physics
and chemistry. The pioneers were mind/brain scientists, espe-
cially du Bois-Reymond, Helmholtz, Cajal, Golgi, Jackson, and
Wertheimer and the massive backdrop against which . . . the
naturalistic vision made sense was Darwin’s perspective on the
origins of biological complexity. Although essentially constant in
its ultimate goal, naturalism has been revived by recent discov-
eries in neuroscience and by a growing confluence with the
computational and behavioral sciences” (1992, p. 142). In this
passage, the references to Hobbes and de La Mettrie and to nat-

uralism obviously suggest something like the argument from 
naturalism and materialism. Moreover, the emphasis on micro-
scopes and staining technology strongly suggests that the argu-
ment is an argument for the radical neuron doctrine. Neverthe-
less, the final refrain in the passage leaves open the possibility
that the doctrine under discussion is only the trivial doctrine.

22. We might also mention a third kind of objection here, de-
riving from externalism in the philosophy of mind. The lesson of
externalism is often taken to be that the individuation of psycho-
logical phenomena depends crucially on the social, physical, or
historical environment of the organism. If this is so, however, then
one might think that the materialism expressed in premise 2 is too
simple: psychological phenomena are not identical solely to neural
phenomena. We discuss the pros and cons of this suggestion
briefly in Stoljar and Gold (1998).

23. The phrase is Ned Block’s.
24. Patricia Churchland (1986) puts it this way: “The unity of

science is advocated as a working hypothesis not for the sake of
puritanical neatness or ideological hegemony or old positivistic
tub-thumping, but because theoretical coherence is the ‘princi-
pal criterion of belief-worthiness for epistemic units of all sizes
from sentences on up.’ Once a theory is exempt from having to
cohere with the rest of science, its confirmation ledger is suspect
and its credibility plummets. To excuse a theory as hors de com-
bat is to do it no favors” (p. 376; the quotation in the passage is
from P. M. Churchland 1980). That both Churchlands place such
a premium on the unity of science suggests that they might be
sympathetic to the argument from unification. Note, however,
that our argument is not meant to be an exegesis of their views
on unification.

25. Modern biology is founded in part on the fundamental
idea, known as the cell theory, that all living things are made up of
cells. What makes modern neurobiology a branch of modern bi-
ology, therefore, is Cajal’s neuron doctrine because it is that doc-
trine that established that the brain is also made up of cells (see
Stoljar & Gold 1998).

26. We have taken the liberty of altering Maudlin’s phraseol-
ogy somewhat.

27. Maudlin cites an apposite passage from Gleick’s (1992) bi-
ography of Richard Feynman to illustrate his point: “When a his-
torian of particle physics pressed him [Feynman] on the question
of unification in his Caltech office, he resisted. ‘Your career spans
the period of the construction of the standard model,’ the inter-
viewer said. . . .

‘The standard model, standard model,’ Feynman said. ‘The
standard model – is that the one that says that we have electrody-
namics, we have trivial interaction, and we have strong interac-
tion? Okay. Yes.’

The interviewer said, ‘That was quite an achievement, putting
them together.’

‘They’re not put together.’
‘Linked together in a single theoretical package?’
‘No.’
. . . ‘What do you call SU(3) 3 SU(2) 3 U(1)?’

‘Three theories,’ Feynman said.” (Gleick 1992, p. 433).
28. The Churchlands (1994) provide a clear description of

what reduction involves: “[G]enuine reduction, when you can get
it, is clearly a good thing. It is a good thing for many reasons, rea-
sons made more powerful by their conjunction. First, by being dis-
played as a special case of the (presumably true) new theory, the
old theory is thereby vindicated, at least in its general outlines, or
at least in some suitably restricted domain. Second, the old theory
is typically corrected in some of its important details, since the re-
constructed image is seldom a perfect mirror image of the old the-
ory, and the differences reflect improvements in our knowledge.
Third, the reduction provides us with deeper insight into, and thus
a more effective control over, the phenomena within the old the-
ory’s domain. Fourth, the reduction provides us with a simpler
overall account of nature, since apparently diverse phenomena are
brought under a single explanatory umbrella. And fifth, the new
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and more general theory immediately inherits all the evidence that
had accumulated in favor of the older theory it reduces, because
it explains all the same data” (Churchland & Churchland 1994,
p. 48).

29. The reduction-elimination continuum is also a continuum
of radicalness; the more psychology is eliminated rather than re-
duced, the greater is the revolution brought about by neurobiol-
ogy. Even in the case of complete elimination, however, the suc-
cessful theory of the mind is still recognizable as neurobiology
rather than as some entirely new science.

30. To avoid confusion, however, it is perhaps worth men-
tioning and setting aside two complications that might be
thought to have a bearing on our argument. The first complica-
tion concerns the difference between metaphysical and ex-
planatory interpretations of reductionism. On the metaphysical
interpretation, the reductionist is understood as saying that psy-
chological phenomena are nothing more than neural phenom-
ena. On the explanatory interpretation, the reductionist is un-
derstood as saying that the theory of psychological phenomena is
reduced to the theory of neural phenomena – that is, that psy-
chology is reduced to neurobiology. It should be clear that the
thesis under discussion in the text is reductionism in its ex-
planatory guise. As we have already seen, the fact that As are
made up of Bs does not entail that As are to be explained in terms
of Bs. Similarly, the fact that psychological phenomena are re-
duced in the metaphysical sense to neural phenomena does not
mean that the former are to be explained in terms of the latter.
The second complication concerns the distinction between re-
duction in principle and reduction in practice. These are clearly
different doctrines: to deny that one theory is reducible in prac-
tice to another theory is not to deny a reductionism in principle.
We are here discussing reduction in principle. If premise 2 of the
argument from unification were interpreted simply as urging a
reduction in practice of psychology to neurobiology, then it
would seem highly implausible, given the impoverished state of
current neurobiology.

31. Ned Block has a appropriate name for the form of argu-
ment employed here. He calls it “the reductionist cruncher.” See
Block (1990), pp. 279–80.

32. Some of the other theories we think might be worth inves-
tigating as putative neurobiological exemplars include: auditory
perception in the barn owl (Konishi 1995); perception in the elec-
tric fish (Heiligenberg 1991); receptive field explanations of visual
behavior (Hubel 1988); cone explanations of color-matching be-
havior (King-Smith 1991); magno- and parvocellular explanations
of visual phenomenology (Livingstone & Hubel 1987); neural
population models of motor planning (Georgopoulos et al. 1989);
hippocampal function in learning (e.g., Buzsáki 1989); the 40-Hz
oscillation hypothesis concerning perceptual binding (Gray et al.
1989); and the activation-synthesis theory of dreams (Hobson
1990). In Stoljar and Gold (1998), we consider the case of long-
term potentiation (Bliss & Lømo 1973).

33. The most famous theoretical description of neural plas-
ticity is that of Donald Hebb (1949), who proposed that func-
tionally connected neurons that were active simultaneously
would have their functional connection strengthened. This prin-
ciple has come to be called Hebb’s Rule. [See also Amit: “The
Hebbian Paradigm Reintegrated – Local Reverberations” BBS
18(4) 1995; Pulvermüller: “Words in the Brain’s Language” BBS
22(2) 1999.]

34. Kandel himself seems to think that the model will general-
ize to the class of learning phenomena called implicit learning (see
Bailey & Kandel 1995).

35. Thus, for example, P. S. Churchland (1986): “At the cellu-
lar and molecular level Kandel and his colleagues . . . have dis-
covered much concerning the neurobiological basis of habitua-
tion, sensitization and classical conditioning in the invertebrate
Aplysia californica. . . . These discoveries are truly remarkable
both because they represent a landmark in the attempt to under-
stand the neurobiological basis of plasticity and because they show

that memory and learning can, despite the skepticism, be ad-
dressed neurobiologically” (p. 369).

36. But see section 5.3.5 for a critique of this definition of clas-
sical conditioning. For a more detailed description of these and
other forms of learning, see Manning and Dawkins (1992).

37. It is interesting to note that Kandel’s theory thus supports
Barlow’s views mentioned above about the role of single neurons
in neuroscientific explanation.

38. See DeZazzo and Tully (1995) for a related phenomenon
in Drosophila.

39. In his classic book on the history of psychology, for exam-
ple, Boring (1950) writes that Watson “adopted the conditioned
reflex of Pavlov as the behaviorist’s substitute for association”
(p. 644).

40. It is worth noting that, even in physiology, the notion of re-
flex is highly theoretical. Charles Sherrington, one of the early de-
velopers of the concept of reflex, wrote: “A simple reflex is prob-
ably a purely abstract conception, because all parts of the nervous
system are connected together and no part of it is probably ever
capable of reaction without affecting and being affected by vari-
ous other parts, and it is a system certainly never absolutely at rest.
But the simple reflex is a convenient, if not probable, fiction”
(quoted in Posner & Raichle 1994, p. 5). See also Clarke and Ja-
cyna (1987): “The evolution of the concept of reflex activity, and
its background of sensorimotor physiology . . . have received more
attention from writers than any other topic in the history of the
neurosciences” (p. 101).

41. See note 28 for the Churchlands’ description of the virtues
of reduction.

42. Because we are concerned with the general relation of im-
plementation and not with computational theories alone, we do
not consider what, if anything, plays the role of algorithm and
computational theory in Kandel’s model.

43. We owe this way of putting it to Max Coltheart.
44. Throughout this discussion, we rely on Rescorla (1988).

See also the references therein.
45. It could, of course, eliminate the wave, particle, and mixed

conceptions.
46. For example, a recent New York Times article (Hall 1998)

says that “[n]o one has dominated this area of research more than
Eric Kandel” (p. 30) and that “[m]any people share the view of
Larry Squire, a leading neuroscientist at the University of Cali-
fornia at San Diego, who calls Kandel’s lifetime devotion to the
study of memory a ‘monumental’ achievement” (p. 30). In a dif-
ferent popular article about Kandel’s work (Touchette 1996), an
MIT researcher is quoted as saying, “He drives the field by pro-
viding an intellectual structure that can be tested” (p. 35). Another
researcher is quoted as saying, “Someone presents a model until
there is enough evidence to either support or refute it. If you pre-
sent your model first, you’re king of the mountain until someone
else comes along to knock you off”; the writer adds, “And for sev-
eral decades, Kandel has been king” (p. 35).
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Biological neuroscience is only as radical 
as the evolution of mind

Terry Blumenthal and James Schirillo
Departments of Psychology and Neuroscience, Wake Forest University,
Winston-Salem, NC 27109. {blumen;shirija}@wfu.edu

Abstract: A biological neuroscientific theory must acknowledge that the
function of a neurological system is to produce behaviors that promote sur-
vival. Thus, unlike what Gold & Stoljar claim, function and behavior are
the province of neurobiology and cannot be relegated to the field of psy-
chological phenomena, which would then trivialize the radical doctrine if
accepted. One possible advantage of adopting such a (correctly revised)
radical doctrine is that it might ultimately produce a successful, evolu-
tionarily based, theory of mind.

Gold & Stoljar (G&S) propose a radical neuron doctrine stipulat-
ing that neurophysiology, neuroanatomy, and neurochemistry – in
essence, biological neuroscience – will by themselves eventually
provide the conceptual resources to understand the mind. G&S
present this doctrine as radical in that it operates outside the
framework of function and behavior, which are relegated to the
psychological sciences. However, their preconception of biologi-
cal neuroscience is too limited. Neural systems have evolved to
perform various functions, those functions that promote the bio-
logical survival of the species. Thus, to understand a neural system
requires understanding its behavioral output. So, when G&S
claim that “a successful theory of the mind will be a theory of the
brain expressed in terms of the basic structural and functional
properties of neurons, ensembles, or structures” (sect. 2.2, para.
3), they must also accept that this requires understanding the be-
haviors that result from such neural processes. These behaviors
will either be continued or be eliminated in future generations ow-
ing to the pressures of natural selection, which ultimately dictate
the types of neuronal systems under consideration. Consequently,
the neural system of an individual organism is dependent on the
prior behavior of the species, which was determined, in part, by
the neuronal systems of individuals of that species. Thus, espe-
cially in biological neuroscience, it is imperative to tie organic pro-
cesses to the behaviors of the organism involved. This is the same
criterion that G&S incorrectly reserve for mental phenomena.

A solely biological neuroscientific theory requires accepting
that the function of a neurological system is to produce behaviors
that allow the species to reproduce, because this is why a specific
neurological system exists. This notion deflates the proposed rad-
ical theory. In contrast, G&S claim that “neurobiology has no con-
cepts that can be used to describe the behavior of an animal” (sect.
5.3.1, para. 2). For example, they claim that “a complete theory of
color opponency must appeal to the function of opponent neurons
and the psychophysical framework of opponent process theory. A
purely neurobiological theory of color opponency, therefore, does
not exist even if opponent neurons are all there is to the mecha-
nism of opponent color vision” (sect. 5.3.1, para. 4). However, to
understand such a neural organization requires an understanding
of what “opponent neurons do.” This is the province of neurobi-
ology and cannot incorrectly be relegated to the field of psycho-
logical phenomena, which would then trivialize the radical doc-
trine if accepted.

The claim that “psychological theory is currently necessary both
in the discovery of the biological facts and in their interpretation”

(sect. 5.4.3, para. 5) is, therefore, unnecessary. Neurobiological
science already requires those aspects of psychological theory that
G&S claim weaken the doctrine, namely, that neurobiology is a
functional process and that understanding the behavior that re-
sults from such systems is necessary to any study of neurobiology.
However, there is one possible advantage to adopting such a (cor-
rectly revised) radical doctrine. We agree with the G&S statement
that “the claim that the theory of mind will be expressed in cogni-
tive neuroscientific terms expresses nothing more, therefore, than
an ecumenism in the development of the theory and an agnosti-
cism about its content” (sect. 2.2.1, para. 2). Insofar as the radical
doctrine is predicated upon evolution and natural selection, how-
ever, it is hardly agnostic and therefore may ultimately produce a
successful, biologically based, theory of mind. Mind, as with or-
ganic processes, is dependent on evolution, which is what makes
a biological neuroscience solution radical.

The logic of interests in neuroscience

Leslie Brothers
Division of Psychiatry, UCLA-Sepulveda VA Medical Center, Sepulveda, CA
91343. brothers@ucla.edu www.medsch.ucla.edu/som/npi/svapsych

Abstract: Logical problems inherent in claims that biological neuro-
science can ultimately explain mind are not anomalous: They result from
underlying social interests. Neuroscientists are currently making a suc-
cessful bid to fill a vacuum of authority created by the demise of Freudian
theory in popular culture. The conflations described in the Gold & Stoljar
target article are the result of alliances between certain apologist-philoso-
phers, neuroscientists, and institutions, for the purpose of commanding
authority and resources. Social analysis has a role to play in addressing log-
ical issues in the philosophy of neuroscience.

By showing that the best contemporary neuroscience achieves
only neural implementations of extant psychological narratives,
not replacements of them, Gold & Stoljar (G&S) support their ar-
gument that the reach of the radical doctrine exceeds its grasp
and, thus, that the doctrine is in effect a wager regarding the fu-
ture.

Of course, one wants the reach of science to exceed its grasp. It
is troubling, however, when the reach is portrayed as though it
were the grasp. To use the title word of a well-known book, such
a portrayal is “astonishing” in the same way that the results of
sleight-of-hand are astonishing. A magician’s sleight-of-hand is ac-
complished through the manipulation of attention: similarly, by
narrowing their audience’s attention to links between selected as-
pects of psychological theory and laboratory data, neuroscientist-
communicators provoke admiring astonishment as they claim
hegemony for biological neuroscience. The embeddedness of psy-
chological concepts in the selection and interpretation of neural
data, as in the Kandel example (see sect. 5.3.1), is overlooked.

I have shown elsewhere how the feat is accomplished in the case
of emotion (Brothers 1997). The psychological concept, uncriti-
cally imported from lay culture, is woven into the laboratory ob-
servations from the beginning. Thus, it is no accident that neural
results appear to validate – or, in the terminology of social theo-
rists, to “naturalize” – the concept. In such a circular process, how-
ever, there is always something left over, some data that do not
quite fit. The crucial question for the progress of inquiry is
whether such data will be accounted for through creative exten-
sions that do not undermine existing assumptions or used instead
to challenge the underlying psychological concepts. In practice,
cultural categories tend to be extremely resilient and accommo-
dating. The resulting potential for self-confirming explanatory
loops has serious implications for neuroscience, regardless of
whether the radical or trivial neuron doctrine is operative.

The conflation of the doctrines and the occult mingling of psy-
chological narratives with experimental data are logical problems.
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My conjecture is that their persistence is explained by underlying
interests. The influence of social interests on the development of
ideas has been explicated for other fields (Collins 1998; Restivo
1985). A similar analysis is overdue for neuroscience. On the one
hand, it would be useful to study incentives and relations internal
to the field (e.g., what factors influence the flow of resources be-
tween granting agencies, institutions, and individuals). Here, I
suggest, a social context for the dearth of broad theoretical sug-
gestions in neuroscience remarked upon by G&S (see sect. 6.7)
can be found. On the other hand (but linked to the first consider-
ation), there are relations between neuroscience as an extended
institution and other groups, relations that involve status and ac-
cess to resources. It is probably not a coincidence that recent
claims for the hegemony of biological neuroscience in explaining
the mind (buttressed, indeed, by the conflation of the neuron doc-
trines) coincide with a pressing popular demand for a new source
of authority on precisely this subject. With the waning of Freudian
authority, there appears to be a waxing appetite for neuroscientific
authority. This is nowhere more apparent, to my observation, than
in the community of psychotherapists, where neurobiological ac-
counts of topics such as emotion and consciousness are in great
demand. Some social scientists, concerned that they are “margin-
alized within the scientific community,” incorporate neuroscience
explanations into their accounts with the explicit aim of increasing
their scientific legitimacy (Turner, in press). Agencies within the
National Institutes of Health maintain their funding from con-
gress at least in part by promoting biological neuroscience as the
source of solutions to problems of human behavior, such as vio-
lence and addiction, in which society has an interest.

The incentives keeping neuroscience narratives tied to extant
social narratives, and simultaneously dominant over them, are
strong. Also, because the complexity, breadth, and increasingly
technical methods of the field can be intimidating to nonbiolo-
gists, meaningful challenges to biological neuroscience’s claims on
the mind together with the hidden logical problems underlying
them are unlikely to come from outside, unless from analyses such
as G&S’s. If neuroscience is not to stagnate, more such efforts, to-
gether with a comprehensive social analysis of the field, are
needed.

Levels of description and conflated doctrines

John A. Bullinaria
Department of Psychology, University of Reading, Reading RG6 6AL, United
Kingdom. j.bullinaria@reading.ac.uk
www.reading.ac.uk/AcaDepts/sx/Psych/PEOPLE/bullinaria.html

Abstract: It seems that I often say things that might mistakenly be thought
to identify me as an adherent of the radical neuron doctrine. I take the op-
portunity to explain my position more clearly and argue that many appar-
ent conflations of the radical and trivial neuron doctrines are merely the
result of misunderstanding what is meant when neuroscientists talk about
the relations between different levels of description. It follows that there
may be considerably fewer followers of the radical doctrine than Gold &
Stoljar suggest.

I agree with Gold & Stoljar (G&S) (sect. 4.2) that “if one is going
to be a reductionist, one has to take the train of reduction all the
way to the terminus of physics” and that this renders many fields,
such as neurobiology, just local stops along the way. My position
then follows from the facts that I am a self-confessed reductionist
(see, e.g., Bullinaria 1986) and that I believe the “local stops” to
be valid and useful intermediate levels of description.

From this viewpoint, psychology and linguistics are to neuro-
science what chemistry and biology are to physics, or what the
standard SU(3) 3 SU(2) 3 U(1) model of physics is to superstring
theory or M theory (Duff 1998). (Incidentally, many theoretical
physicists will disagree with G&S’s assertion – in sect. 4.1 – that

“physical theories rarely achieve [unification by] dissolution,” and
an outdated and irrelevant quote from Feynman does not inspire
confidence in their familiarity with this area.) Generally, reduc-
tionists will take it for granted that each level of description fol-
lows from the more fundamental theory, but adjacent levels may
look very different or be based on different concepts, and getting
explicitly from one to the other is frequently a nontrivial task.
Whereas all levels of description are important, and some are un-
doubtedly more fundamental than others, it is simply a matter of
usefulness that decides which one uses under particular circum-
stances. Specifying linguistic rules in terms of the firing patterns
of particular sets of neurons in the brain is no more useful than
specifying the chemical processes necessary for manufacturing a
new drug in terms of superstring wave functions.

Our choice of level of description is usually one of simplicity. If
one can describe a system (e.g., a gas) adequately in terms of a
small number of variables (e.g., pressure, temperature, volume)
with simple relations, then why should we want to describe it in a
more complicated manner (e.g., in terms of the motions of indi-
vidual molecules), even if doing so is possible (either in principle
or in practice). In section 2.3, G&S discuss the similar example of
describing earthquakes. Given the limited working memory and
processing abilities of the human brain (even when assisted by
modern computational devices), a simplified account is often the
only way we can hope to understand what is happening.

Naturally, the points of contact between the levels can be es-
sential for formulating the correct descriptions at each level. If the
relation cannot be made to work, one or both levels will need mod-
ification, or even discarding. This is natural scientific progress
rather than something radical. In some fields the relations be-
tween levels remain crucial research areas, particularly at the most
fundamental levels, where direct experimental validation is virtu-
ally impossible (see, e.g., Bullinaria 1986; Duff 1998). Although
there will always be “in principle” relations between levels, the “in
practice” relations are often simply not useful, owing either to
computational limitations or to the enormity of the articulation of
the relationship.

In each case, however, one still has to ask: “What would be
gained or lost by analyzing the problem at a more, or less, funda-
mental level?” Psychologists are increasingly using neural network
modelling techniques to explore human performance on numer-
ous psychological tasks (such as language processing), and New-
tonian dynamics might help pool players understand their skills,
but worrying about general relativistic or superstring effects
would only hinder both, despite those effects being universally
present. The simplification is inevitably at the cost of approxima-
tion, and we must always ask if the approximation is good enough
for its application, or if corrections from the more fundamental
levels are necessary. In the examples given above, the approxima-
tions are clearly valid. On the other hand, for example, quantum
processes are rarely described well by classical approximations. It
is judging old approximations to be inappropriate that often leads
to progress, for example, general relativity replacing Newtonian
gravity, or connectionist neuropsychological replacements for old-
style box-and-arrow cognitive models. The usefulness of each
level depends on both the adequacy of the approximation and the
degree of simplification.

There is nothing particularly new or controversial in the above,
but it leads us on to a potential conflation of radical and trivial doc-
trines at each major level of description – psychology, neuro-
science, biology, chemistry, physics – and also within each of these
levels, for example, within physics – the standard SU(3) 3 SU(2)
3 U(1) model, supergravity, superstring theory, M theory. The
conflation is not unique to the neuron doctrine. At each level we
have a trivial doctrine that is simply an acceptance of our levels of
description and a radical doctrine (as defined in sect. 2.2.2, para.
2) that has us discard a given level once the more fundamental
level is fully developed and the relation between the levels is un-
derstood. The alleged conflations arise when one fails to state ex-
plicitly whether a given level will remain useful after it has been
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understood in terms of the more fundamental level. I think too
much is being read into what are often imprecise, throwaway com-
ments intended merely to place a given piece of work in the
broader context discussed above. In my case at least, statements
of belief in an (ambiguous) neuron doctrine are simply never in-
tended as an attempt to say anything radical. A statement of belief
that a relation between levels will (eventually) be found is not the
same as saying that it will render the less fundamental level su-
perfluous. In this way, G&S’s examples of evidence of commit-
ment to the radical doctrine (in sect. 2.2.3) seem to be no more
than commitments to general reductionist principles (that G&S
dub the trivial doctrine), and it becomes difficult to find anyone
guilty of the conflations alleged in section 2.3.

The philosophical debate about doctrines is thereby reduced to
a practical debate about the usefulness of particular levels of de-
scription. It remains an important and interesting debate, in neu-
roscience as in many other fields, but many researchers, such as
myself, will require further, more convincing, arguments that the
creation of a new branch of philosophy is warranted.

Two radical neuron doctrines

Alex Byrnea and David R. Hilbertb
aDepartment of Linguistics and Philosophy, Massachusetts Institute of
Technology, Cambridge, MA 02139; bDepartment of Philosophy, University of
Illinois at Chicago, Chicago, IL 60607. abyrne@mit.edu hilbert@uic.edu
web.mit.edu/philos/www/byrne.html
www.uic.edu/depts/phil/hilbert.html

Abstract: Two radical neuron doctrines must be distinguished, strong and
weak. Gold & Stoljar direct much of their attack at the former, but the
Churchlands hold only the latter. The weak radical neuron doctrine re-
mains a serious possibility.

Gold & Stoljar (G&S) describe the radical neuron doctrine in a
number of slightly different ways, and we think that this hides an
important distinction. On the one hand, the radical neuron doc-
trine is supposed to have the consequence “that a successful the-
ory of the mind will make no reference to anything like the con-
cepts of linguistics or the psychological sciences as we currently
understand them,” so Chomskyan linguistics “is doomed from the
beginning” (sect. 2.2.2, para. 2, 3).1 (Note that “a successful the-
ory” must be read as “any successful theory,” or the inference will
fail.) On the other hand, the radical neuron doctrine is said to be
the claim “that emergent psychological properties can be ex-
plained by low-level neurobiological properties” (sect. 2.3, para.
3). It is clear from the context that this can be more faithfully ren-
dered as: psychological phenomena can be explained in (solely)
neurobiological terms. However, this formulation of the doctrine
does not have the consequence just mentioned. To adapt an ex-
ample from the Churchlands (Churchland & Churchland 1994),
that chemical phenomena can be (“in principle”) explained in
quantum mechanical terms does not imply that all successful the-
ories of chemistry will employ (solely) quantum mechanical con-
cepts and not use (classical) chemical concepts. It does imply that
there is some successful theory of chemistry that does not employ
chemical concepts, namely, quantum mechanics, but it is perfectly
consistent with this that classical chemistry is successful, which, of
course, it is. Admittedly, if quantum mechanics does explain
chemical phenomena, there is a temptation to say that classical
chemistry has a “second-rate, or place-holder, status” (sect. 1,
para. 4). However, this is a somewhat tendentious description, be-
cause a quantum mechanical explanation of chemical phenomena
need not detract from the explanatory power of classical chem-
istry.

So two radical neuron doctrines must be distinguished. The
weak version says that the mind – psychological phenomena – can
be (wholly) explained by neurobiology. The strong version is the

conjunction of the weak version and the claim that only neurobi-
ology can explain the mind. The strong version has the “radical
consequences” discussed by G&S; the weak version does not. It
seems to us that in the target article G&S’s radical neuron doctrine
is intended preponderantly to be the strong version.2 However, we
think that the Churchlands, and probably some other neuroscien-
tists quoted by G&S, support only the weak version.

Now, if neurobiology (wholly) explains the mind, then it would
seem to follow that any other theory that explains the mind either
is explained by neurobiology, or else explains neurobiology. There-
fore, although the weak version of the radical neuron doctrine
does not have “radical” consequences, it does have a pretty strong
consequence: Any true theory of the mind is either explained by
or explains neurobiology. Because the psychological sciences cer-
tainly do not explain neurobiology, it follows from the weak ver-
sion that any true psychological theory is explained by neurobiol-
ogy or, following the Churchlands’ (1994) and G&S’s (sect. 4.2,
para. 1) use of “reduction,” any true psychological theory reduces
to neurobiology. Thus, if linguistics cannot be explained by neu-
robiology (i.e., if linguistics does not reduce to neurobiology), and
if the weak radical neuron doctrine is true, then linguistics is false.

With this distinction between the two versions of the radical
neuron doctrine in place, consider the reductive formulation of
the argument from unification (sect. 4.2). As G&S present it, be-
cause of the tendency of science toward unification, psychology
must reduce to neurobiology, and so any successful theory of the
mind must be solely neurobiological. G&S reply that by the same
logic psychology must reduce to physics and thus any successful
theory of the mind must be solely a theory in physics. Fair enough,
but G&S are taking the conclusion of the argument to be the
strong version of the radical neuron doctrine.

In fact, as presented by the Churchlands, the conclusion of the
argument from unification is only the weak version: Some suc-
cessful theory of the mind must be solely neurobiological. There-
fore, if psychology reduces to physics, some successful theory of
the mind must be solely a theory in physics, so here G&S’s reply
is of no force. The Churchlands do not think that a (smoothly) re-
duced theory is thereby rendered explanatorily defective, so a re-
duction of neurobiology to physics (or a reduction of the psycho-
logical sciences to neurobiology) would not threaten the power of
neurobiology (or the psychological sciences) to explain the mind.
For example, Patricia Churchland emphasizes that she “does not
mean that there is something disreputable, unscientific or other-
wise unsavory about high level descriptions or capacities per se”
(1997, p. 128).

Thus the argument from unification in its reductionist for-
mulation, taken as an argument for the weak radical neuron doc-
trine, is not as easily rebutted as G&S claim. We are not per-
suaded by it, largely because we think the notion of reduction 
(or explanation) is badly in need of clarification. On the other
hand, neither have G&S persuaded us that the weak doctrine is
false. Finally, we would like to endorse G&S’s appeal for more phi-
losophy of neuroscience, an admirable example of which is the 
target article.

NOTES
1. What do G&S mean by “successful”? Do they mean true, or rather

something like very useful, widely accepted, and so on? We are unsure; for
example, G&S’s first paragraph suggests the latter interpretation, but sec-
tion 1.2 suggests the former. In this commentary we have adopted the for-
mer interpretation, but our point can be made either way.

2. It is clear from the relation between the trivial and the radical doc-
trines that the second sentence of sect. 2.2.1, which concerns the trivial
doctrine, can be transformed into the following claim about the radical
doctrine: “According to [the radical] doctrine, to the extent that psycho-
logical phenomena will be explained at all, the science that will do so is [bi-
ological] neuroscience.” This is the strong version: Only neurobiology can
explain the mind.
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Why biological neuroscience 
cannot replace psychology

Nick Chater
Department of Psychology, University of Warwick, Coventry, CV4 7AL United
Kingdom. nick.chater@warwick.ac.uk

Abstract: Gold & Stoljar argue persuasively that there is presently not a
good case for the “radical neuron doctrine.” There are strong reasons to
believe that this doctrine is false. An analogy between psychology and eco-
nomics strongly throws the radical neuron doctrine into doubt.

Gold & Stoljar (G&S) have provided an excellent case for believ-
ing that current arguments for the “radical” version of the neuron
doctrine – that a successful theory of the mind will consist purely
of biological neuroscience – are not persuasive. In this commen-
tary, I take the next step and argue directly that the radical neu-
ron doctrine is false.

In cognitive science it is standard to view the mind as a com-
putational device. An analogy with conventional digital computers
then immediately suggests that an equivalent of the radical neu-
ron doctrine – what one might term the “radical transistor doc-
trine” – is patently absurd. The entire subject matter of computer
science testifies that a successful theory of digital computation is
not couched in terms of transistors or, indeed, in terms of electri-
cal engineering at all. Instead, there is discussion of programming
languages, computer programs, data structures, and so on, none
of which has any interpretation at the level of transistors. How-
ever, this argument is not likely to persuade advocates of versions
of the radical neuron doctrine, because they simply reject the
analogy between the brain and digital computation.

Let us therefore consider instead a different domain: econom-
ics. Economists talk about notions such as “money,” “price,” “in-
flation,” and so on. The laws of economics are defined over these
and similar notions. Let us call the “radical physics doctrine” the
view that economic phenomena should really be explained purely
in terms of physical properties of the world. The deep problem
with this doctrine is that economic notions do not have any phys-
icalistic specification. Crudely, there is nothing physical about the
note in my pocket that makes it worth five pounds sterling. After
all, an atom-by-atom replica of the note created by some devious
forger will be worth nothing, though it will pass successfully into
circulation unless its origins are revealed. Moreover, if the Bank
of England decides to mint a five pound coin, and remove the note
from circulation, my note becomes worthless, even though its
physical properties are unchanged. Similarly, and perhaps more
strikingly, consider that the only physical correlate of my bank bal-
ance may be a complex distributed physical pattern on the hard
disk of my bank’s computer. The economic properties of my bank
balance are (I hope) unchanged if my bank changes its computer
system, or switches to a different kind of storage medium, but the
physical correlate of my bank balance changes radically. Quite
generally, economic concepts and laws can simply not be ex-
pressed at all in the language of physics; it would therefore seem
to be a great mistake to attempt to explain economic phenomena
in purely physical terms. The radical physics doctrine would ap-
pear doomed.

What is the upshot of the analogy? It places advocates of the
radical neuron doctrine on the horns of the dilemma: They must
either accept the analogy between the two doctrines and some-
how find a way to accept the radical physics doctrine with respect
to economics or find a disanalogy between this doctrine and the
radical neuron doctrine, which shows the latter to be more ac-
ceptable.

The first option seems extremely unappealing. By staying with
physical descriptions we are simply unable to talk about “money,”
“price,” and so on, yet these notions appear to be central not just
to present theoretical accounts of economics but to the very sub-
ject matter of the discipline. To put the point simply, we have no
way of conceiving how we might predict and explain phenomena

in terms of, say, elementary particles that we currently predict and
explain in terms of supply and demand.

However, the second option is also difficult to defend. There
seems to be no more reason to suppose that psychological notions,
such as “memory,” “attention,” and so on will one day be replaced
by rigorous talk about neurons than there is to suppose that eco-
nomic notions, such as “money,” will be replaced by talk about
physics.

One attempt to make the overthrow of psychology by neuro-
science seem plausible points to the provisional, partial, and gen-
erally unsatisfactory state of psychological theory, but the very
same criticism can be levelled at economics. In both cases, what
seems to be required is more and better theory at the same level
of analysis; it seems patently self-defeating to attempt a radical
shift to a different and more basic level of analysis.

Another attempt to make the overthrow of psychology by neu-
roscience seem plausible points to the fact that neuroscientists are
gradually clarifying how psychological notions such as “memory”
have a neural basis (in terms, for example, of long-term potentia-
tion; Bliss & Lømo 1973). This is of no help, however, because this
kind of knowledge is already in place in the economic case – we
already know that the “physical basis” of my being able to buy a
newspaper consists of the possession of coins or notes with par-
ticular physical properties. The problem is that in neither the psy-
chological nor the economic context are the physical properties
appropriate for couching relevant generalizations: The physical
properties of a note do not make it worth five pounds, and the
physical properties of a memory do not make it a memory of vis-
iting London or buying a filing cabinet. In sum, the radical physics
and the radical neuron doctrine seem equally unattractive as guid-
ing principles for scientific research; in both cases, accepting the
doctrines immediately undercuts the theorist’s ability even to talk
about the phenomena of interest, let alone to explain them.

G&S end their target article with a plea for further work in what
they see as the underdeveloped field of the philosophy of neuro-
science, to be concerned with the “presuppositions and philo-
sophical problems of neuroscience itself” (sect. 6.2, para. 2). I sus-
pect that the philosophy of neuroscience appears underdeveloped
because there simply is nothing to develop. Once the confusions
and ambiguities concerning the relationship between neuro-
science and other perspectives on the mind are clarified and are
cleared away, as G&S have so ably done, the link between neuro-
science and philosophically interesting issues is broken. Perhaps a
putative philosophy of neuroscience would be no more substan-
tial than a putative philosophy of cellular processes in the lung or
the heart.

How trivial is the “trivial neuron doctrine”?

Steven G. Daniel
Department of Philosophy, University of Nevada, Reno, Reno, NV 89577-
0056. daniel@unr.edu

Abstract: I argue that Gold & Stoljar’s “trivial neuron doctrine” is not in
fact trivial. Many familiar positions in the philosophy of mind run afoul of
it, and it is unclear that even those whom Gold & Stoljar identify as ad-
herents of the trivial neuron doctrine can be comfortably described as
such.

Gold & Stoljar (G&S) distinguish between a radical and a trivial
version of the “neuron doctrine” and argue that the former is im-
plausible. This, I think, is right. At the same time, I wonder
whether even the trivial neuron doctrine is all that trivial.

According to G&S, the trivial neuron doctrine holds that the
correct theory of the mind “will turn out to involve any one of a
very large number of possible combinations of scientific concepts”
(sect. 2.2.1, para. 1). This seems straightforward, yet, although the
scientific concepts in question can come from any one of a num-
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ber of disciplines, these must be disciplines falling within the
purview of cognitive neuroscience. Hence, as an example of a view
that is incompatible with even the trivial neuron doctrine, G&S
cite “a certain version of the artificial intelligence program, ac-
cording to which both neurobiology and the details of psychology
are in principle irrelevant to the construction of theories of men-
tality in the most abstract sense” (sect. 2.2.1, para. 6). G&S do not
describe more precisely the kind of view they have in mind, but
we can consider a few of the possibilities.

Perhaps the artificial intelligence program at issue assumes that
a system’s ability to pass an unrestricted Turing test is at least a suf-
ficient condition of its being intelligent. Such a behavioral crite-
rion of intelligence tends away from details about inner processes
and mechanisms. Furthermore, Paul Churchland (1996) has ar-
gued that the Turing test does not constitute a satisfactory crite-
rion of intelligence, that a system’s ability to pass the Turing test is
neither a necessary nor a sufficient condition of its being intelli-
gent. He notes, “Whatever [the Turing test’s] merits or demerits
as a criterion of intelligence, it is independently clear that we are
forced to fall back on ‘behavioral similarity to a paradigm case’ only
so long as we lack an adequate theory of the paradigm case, an ad-
equate theory of what intelligence is and how it is realized in phys-
ical systems” (pp. 234–35). The paradigm case Churchland has in
mind is obviously the human case, the theory a neuroscientific
theory. However, there is no reason brashly to assume that our
best neuroscientific theory of the paradigm case of human intelli-
gence will be particularly useful at explaining intelligence in gen-
eral, and the conclusion that the ability to pass an unrestricted
Turing test is not even sufficient for intelligence is controversial,
not trivial.

It seems likely that certain varieties of functionalism in the phi-
losophy of mind (such as “analytical functionalism”) also run afoul
of the trivial neuron doctrine. If so, this again calls its triviality into
question.

Now, G&S do say that they “are not claiming that the trivial neu-
ron doctrine is trivial in the logical sense” (n. 15), but I wonder
whether it is rightly described as trivial in any sense. Perhaps it is
supposed to be trivial only in this sense: Ask any researcher in cog-
nitive neuroscience whether the trivial neuron doctrine is true,
and they will answer in the affirmative. Perhaps they would. Nev-
ertheless, it is not obvious that all of those writers whom G&S de-
scribe as proponents of (any version of) the neuron doctrine can
be, in the end, comfortably described as such.

Returning to the topic of artificial intelligence, Patricia Church-
land (1986) has remarked that “if human brains and electronic
brains both enjoy a certain type of cognitive organization, we may
get two distinct, domain-relative reductions. . . . In and of itself,
the mere fact that there are differences in hardware has no impli-
cations whatever for whether the psychology of humans will even-
tually be explained in neuroscientific terms” (p. 357). Churchland
here allows that human intelligence might be explained neurosci-
entifically, but she does not say that the concepts of neuroscience
will have to figure prominently in explaining all forms of artificial
intelligence. (Nor should she; a concept’s playing a significant role
in a theory about the intelligence of nonbiological systems would
be prima facie evidence of its independence from neuroscience.)
In Churchland’s view, there will always be a kind of psychophysi-
cal reduction: Mental property M will reduce to (for example) a
particular neurobiological property, P, in humans and to some
other physical property in artificial domains. Of course, the in-
tegrity of the notion of domain-relative reduction is doubtful (see
Blackburn 1991). Still, what seems important to Churchland is
that relatively high-level mental properties reduce to lower level
properties in every domain. The lower level properties do not have
to be neurobiological properties, though.

Is this consistent even with the trivial neuron doctrine? If it is,
then why call it a “neuron” doctrine at all?

More to the point, why can we not be pluralists? Why can we
not embrace the artificial intelligence program, functionalist the-
ories of the mind, and also (a suitably liberalized version of) the

trivial neuron doctrine so long as we allow that these theoretical
approaches address a wide variety of issues at different levels of
abstraction? The proponent of the trivial neuron doctrine might
argue that embracing (for example) the artificial intelligence pro-
gram and functionalism would lead us away from naturalism, the
view that “to the extent that we will be able to understand the
world, it will be empirical science (and not, say, religion or philos-
ophy) that provides that understanding” (G&S, sect. 1, para. 3)1

and naturalism is built into the trivial neuron doctrine. However,
if the trivial neuron doctrine’s naturalism refuses any role at all to
these more abstract forms of theorizing about the mind, its slant
on naturalism is anything but trivial.

NOTES
1. For an alternative construal of naturalism, see Papineau (1993).

Reductionism and the neuron doctrine:
A metaphysical fix of Gold & Stoljar’s 
trivial–radical distinction

James Fahey and Michael Zenzen
Department of Philosophy, Psychology and Cognitive Science, Rensselaer
Polytechnical Institute (RPI), Troy, NY 12180-3590.
{faheyj2;zenzen}@rpi.edu

Abstract: The trivial neuron doctrine (TND) holds that psychology
merely depends on neurobiology. The radical neuron doctrine (RND) goes
further and claims that psychology is superfluous in that neuroscience can
“replace it.” Popular among RND notions of “replacement” is “reduction,”
and in our commentary we challenge Gold & Stoljar (G&S) to make clear
their distinction between merely depends on (TND) and is reducible to
(RND). G&S give us a TND–RND distinction that is a distinction with-
out a difference; a defensible TND–RND distinction must have a meta-
physical basis. We suggest a denial of compositionalism as such a basis. 

We look at two interrelated questions: (A) Have Gold & Stoljar
(G&S) hit on a common equivocation in the philosophy of neuro-
science, or is the trivial neuron doctrine (TND)–radical neuron
doctrine (RND) distinction a distinction without a difference and
(B) do G&S’s arguments against RND hold up? Our answers to
(A) are “yes” and “yes.” G&S’s intuition that close scrutiny of the
neuron doctrine reveals that a kind of TND–RND distinction is
well founded. We argue, however, that G&S’s account of this dis-
tinction suffers from lack of metaphysical grounding. Our vehicle
for answering (A) is our denial of (B). G&S examine versions of
one prominent family of arguments in favor of RND, “arguments
from the unity of science,” and find each to be uncompelling. We
look at their specific denial of unification as reduction (sects. 4 and
4.2) and, by undercutting their argument, put their TND–RND
distinction in jeopardy. We then show how both their denial and a
version of the TND–RND distinction can be saved, if their argu-
ment is recast to allow a denial of compositionalism, the view that
the properties of things are completely derivative of the proper-
ties of their respective constituent parts.

To summarize G&S’s argument from the unity/reduction of sci-
ence (U/R) in support of RND: (1) The tendency toward unity as
reduction has led to scientific theories with greater explanatory
power. (2) This welcome “global tendency” will be brought to
fruition most expeditiously through an accretion of more local re-
ductions, and in the sciences of mind this tendency would be max-
imally supported by a successful reduction of the psychological
sciences to neurobiology. Therefore, (3) a successful theory of
mind will be solely neurobiological.

In their denial of U/R, G&S focus on (2). They point out that
adoption of TND does not require that psychology be reducible
to neurobiology. Indeed, proponents of TND often explicitly deny
that such reduction is possible. RND, however, does require re-
duction; it requires that all substantive psychological explanations
be reformulable as neurobiological explanations. G&S argue,
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however, that the radical’s acceptance of this kind of intertheoretic
reduction subverts his or her own view on two counts: (1) If the
“unity” of science results from the fact of a thoroughgoing in-
tertheoretic reduction, then there is only one genuine, basic sci-
ence – (micro)physics. (2) Moreover, supposing that such micro-
physical reduction is true, this by itself reveals nothing about
reductive relations among nonbasic sciences such as psychology
and neurobiology.

Is the kind of reduction G&S refer to in U/R and its denial ad-
equate to the task at hand? We think some holders of RND might
respond as follows:

Yes, the psychological is reducible to the neurobiological, but what is at
issue is not the reductive translation of one theory of explanation into
another but rather the claim that the psychological is nothing but the
neurobiological. Explanations are essentially intentional; what counts as
a good one depends on our interests, on the projects that engage us.
Given this, translations may fail because they fail “to satisfy,” so we can
agree with those who hold to the TND that in this sense psychology
merely depends on neurobiology and is not reducible to it. However,
whether or not reduction is the case is independent of our “satisfac-
tions.” Rather it depends on whether the intrinsic properties exempli-
fied by such things as minds(-brains), derive from or are inherited from
the neurons, and so on, that constitute them.

We believe that this is a formidable argument. Moreover, if it
holds, G&S’s claim that there is a TND–RND distinction is weak-
ened substantially and their argument against U/R is undercut. If
holders of both TND and RND can deny that psychology is in-
tertheoretically reducible to neurobiology, then, in this respect at
least, the TND–RND distinction is a distinction without a differ-
ence.

Now suppose we recast both G&S’s statement of U/R and sub-
sequent denial in terms of an account of reduction such as that
given above. Our new argument from unity as metaphysical re-
duction (U/MR) proceeds as before, except now we understand
that science tends toward unity because it continues to uncover
the compositional nature of things.1 Can this reformulated U/MR
support a genuine TND–RND distinction?

Given that G&S allow that proponents of both TND and RND
hold that “mental phenomena are identical to neural phenomena”
(sect. 3.2), it seems we are no better off. Again it seems that each
holds that psychological properties not only depend on but also
derive from neurobiological ones, and again the distinction evap-
orates.

To save the TND–RND distinction, we must pay a metaphysi-
cal price. If holders of TND adopt the view that, while the psy-
chological depends on the neurobiological it does not derive from
it, then we do have a sound, metaphysical basis for the TND–
RND distinction. However, this commits such nonreductive
(physicalist) proponents of TND to noncompositionalism (emer-
gentism), and many find this unappealing (Kim 1992). Neverthe-
less, it seems that our option is forced: Either pay an appropriate
metaphysical price or give up the TND–RND distinction.

One advantage of accepting a noncompositionalist outlook is
that a reformulation of G&S’s rebuttal to U/MR looks more
promising. G&S question (1) the cogency of RND as providing a
“local-reductive-stop” and (2) the claim that psychology derives
from neurobiology and because of this is more basic. As regards
(2), G&S claim that this is an empirical question, and objectors to
RND can justifiably argue that the jury is still out. Moreover, now
(1) seems more powerful. If the properties of everything derive
from the properties of the microphysical, then neurons are no big
deal and RND is rendered otiose.

NOTE
1. We agree with G&S (n. 30) that “the fact that As are made up of Bs

does not entail that As are to be explained in terms of Bs” and add that
mere constitution does not guarantee inheritance of properties in a sys-
tematic way. However, further clarification of this point requires a discus-
sion of natural kinds that cannot be undertaken here.

Of skyhooks and the coevolution 
of scientific disciplines

Donald R. Franceschetti
Department of Physics and Institute for Intelligent Systems, The University of
Memphis, Memphis TN 38152. dfrncsch@memphis.edu

Abstract: The history of the natural sciences repeatedly shows that the
unification of a higher level theory with a lower level theory by reduction
does not eliminate the need for the higher level theory nor preclude its
further development, leading to changes in the understanding of the lower
level. The radical neuron doctrine proposes that the future science of psy-
chology or linguistics will derive principally from the evolution of under-
standing at the neural level and not from current theories based on the ob-
servation of behavior. It is far more likely that the two bodies of theory will
coevolve in semiautonomous fashion.

The notion of unification of the sciences through the reduction of
all phenomena to the dynamics of a small set of material particles
has played a role in scientific thought since the time of Plato’s
Timaeus or somewhat before. As was noted by Mauldin (1996),
this unification is now considered the single goal of physics by
many of that discipline’s practitioners. It is certainly prominent in
the development of the molecular basis for biology as well. From
a more cynical viewpoint it might be considered a defining myth,
being taught to subsequent generations of young scientists and be-
ing trotted out for the edification of funding agencies and the gen-
eral public, whenever support for an area of research appears to
be threatened.

As Simon (1996) has noted, however, progress in science occurs
far more often from the human scale downward than from the bot-
tom up, that is, by “skyhooks” rather than by building “skyscrap-
ers.” That this is so is a reflection of the relative autonomy of the
different levels of description, and it is a good thing, because
increases in understanding at the most elementary levels are quite
hard to come by. Thus our understanding of, say, the chemical
bond between atoms is not subject to profound change each time
a new subatomic particle is discovered. If the history of the phys-
ical sciences can be taken as prototypical, there is little reason to
expect a reconceptualization of the higher level to result from
even dramatic progress at the lower.

Two examples illustrate the point well. In the mid-nineteenth
century, English physicist J. C. Maxwell summarized a century of
experimentation with electrical and magnetic phenomena in a set
of four equations that predicted the existence of electromagnetic
waves that would propagate through empty space with precisely
the velocity of light. Acceptance of the electromagnetic nature of
light was rapid and total, to the extent that any advanced textbook
of optics now begins with Maxwell’s famous equations. Nonethe-
less, the evolution of optical concepts has a very long history, rang-
ing from the law of reflection known to Euclid to Snell’s law of re-
fraction and Fermat’s principle of least time. Any course in optics
is largely conducted with the use of optical concepts that antedate
the current picture of the “true nature” of light, whereas the prin-
cipal impact of the reduction or unification is to justify the optical
principles that were discovered empirically. Likewise the reduc-
tion of chemistry to atomic physics is thoroughly accepted, but this
does not eliminate the value of a plethora of chemical concepts to
the practicing chemist. The phlogiston theory was replaced not
because of progress at the atomic level but because Lavoisier’s
identification of oxygen as an element explained a much broader
range of phenomena. On the biological side, lessons learned from
inheritance in pea pods and fruit flies strongly guided the search
for the chemical nature of the gene and still provide the basis for
genetic counseling.

From a more fundamental standpoint, the case can be made for
the coevolution of scientific theories, with the higher level often
driving the agenda of research at the lower. This is particularly true
in the case of emergent properties, such as phase transitions, melt-
ing, boiling, and superconduction, which are almost invariably
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first noted in observational data at the higher level and then as-
siduously sought at the lower. The controversial proposition within
the radical neuron doctrine might then be the issue of whether the
behavioral-level theory, that is, psychology or linguistics, will
evolve continuously from the current psychology or whether a
Kuhnian revolution will be needed to obtain theories that work
better than the current ones.

In addition to the argument from precedent that a science of
psychology or of linguistics will still be needed after neuroscience
reaches its maturity is the further fact that an autonomous formal
theory of behavior is possible. Thus the theory of computation for
Turing machines can be developed without reference to any par-
ticular substrate that embodies the Turing machine, and the ex-
isting theory of neural networks can be developed for artificial
neurons built out of a variety of materials. The intriguing possi-
bility (Penrose 1989; 1994; Penrose et al. 1997) [See also BBS
multiple book review of Penrose’s The Emperor’s New Mind BBS
13(4) 1990] does exist, however, that neural processes might in-
clude ones that are noncomputational in nature, that is, not simu-
latable to arbitrary accuracy by a Turing machine as artificial
neural networks are. If this is true, then, because all current mi-
crophysical theories are computational, what will be required is a
coevolution, or more likely corevolution, of several levels of sci-
entific theory, possibly driven by advances in the psychology of the
conscious mind.

What neuron doctrines might never explain

Keith Gunderson
Department of Philosophy, University of Minnesota, Minneapolis, MN 55455.
gunde002@maroon.tc.umn.edu

Abstract: My focus is on the inability of neuron doctrines to provide an
explanatory context for aspects of consciousness that give rise to the mind–
body and other minds problem(s). Neuroscience and related psychologi-
cal sciences may be viewed as richly contributing to our taxonomic un-
derstanding of the mind and conditions underlying consciousness, without
illuminating mind–body and other minds perplexities.

In describing the neuron doctrine Gold & Stoljar (G&S) rightly
refrain from making it a sitting duck: “The idea is not of course
that neuroscience will explain everything about the mind; perhaps
there are aspects of the mind we will never explain” (sect. 1, para.
1).

This is perhaps a harmless disclaimer, and certainly not the fo-
cus of their fascinating article, yet I find it irresistible to ask
whether anything useful can be said about those aspects of the
mind one might be considering when one thinks of that perhaps
inexplicable residue? Is it related in some way to the G&S charge
of hyperbole with respect to Paul Churchland’s “optimism about
current neural science” and G&S’s remark that “it is only a slight
exaggeration to say that we are almost completely ignorant about
how the brain produces mental life” (sect. 1.3, para. 2)? Some of
this must have to do with the dreaded C word – consciousness –
and the attendant issues of the mind–body (MB) problem and
companion perplexities concerning other minds (OM), topics of-
ten conspicuously absent from otherwise global portrayals of the
mind. After all, the wish to avoid the wild metaphysical conclu-
sions that these puzzling aspects of mind might seem to foster has
motivated philosophers and their various scientific allies to argue
for a naturalistic and materialistic metaphysics in the first place,
which is viewed as lending support to the neuron doctrine. So too
the neuron doctrine can in turn be viewed as a way of providing
tough-minded, detailed support for a naturalistic and materialis-
tic metaphysics. In any case such metaphysicians and scientists
wish to avoid, as G&S cite Higgenbotham as claiming, a Cartesian
research assumption that the mental is a separable substance from
the physical (sect. 2.2.1, para. 4). This goes without saying, but

where does that leave us? I would like to hear what G&S have to
say about (1) whether anything in neuroscience broadly construed
sheds light on MB or OM problems and (2) the relation of this
(here grossly underdescribed) conundrum to our ignorance con-
cerning how the brain produces mental life.

There appear to be two sets of issues at stake, which in their own
way tend to be as conflated as those features of the neuron doc-
trine (the trivial and the radical) that G&S usefully clarify for us.
First, there are those issues involving perspective or points-of-
view problems, problems of how a first-person ontology (ours,
bats, etc.) involving consciousness might be explained within a
third-person framework, problems of objectifying subjectivity as
Thomas Nagel, John Searle, and others have described it. If this
is not an issue, why does this not matter or lend credence to a scary
antiphysicalism or nonnaturalism? These can be collectively de-
scribed as “investigational asymmetries problems.”

How do we explain the radical intuitive differences in the felt
texture of conscious experiences from anything we can imagine
being churned up in neuroscience? It seems that what we can ex-
pect from neuroscience and related disciplines are either accounts
of the alleged conditions underlying (not obviously identical with)
conscious experience or accounts of how the results of those ex-
periences diachronically occur and can be usefully characterized.
Both of these may be viewed as problems of characterization or
taxonomy. Current interdisciplinary projects addressing them
have considerable power and charisma and are obviously helping
to decode fundamental features of mentality. For this compelling
reason many believe that as such projects develop they will explain
whatever there is to explain about the mental save for its underly-
ing physics. However, perhaps all this illumination could occur
without a ray of light being shed on the investigational asymme-
tries problems and MB and OM problems that are their fallout.
Locke noticed this division of issues in his own way in the seven-
teenth century. At the beginning of his Essay Concerning Under-
standing, he wrote that he was not going to “meddle with physical
considerations of the mind.” What did he mean by that? He meant
that he was going to produce a developmental taxonomy or char-
acterization of the mind that would explain knowledge acquisition
sans any need for innate ideas or principles. The result was his
elaborate parsing of the human mind in terms of simple and com-
plex ideas without addressing the MB problem. Why? It seems
pretty clear that it was because he appreciated the pickle Des-
cartes got into when he did address that problem and tried to 
explain mind–body interaction, the connection between con-
sciousness and the brain or body via his own precursor of a neu-
ron doctrine. Descartes located the soul or consciousness in the
pineal gland and claimed that it affected both involuntary and vol-
untary bodily movements via the “animal spirits,” forerunners of
modern neural firings. In a way, in spite of his metaphysical dual-
ism, Descartes tried to physiologize the soul. However a convinc-
ing account of that proposed connection never panned out as his
young disciple/critic Princess Elizabeth forcefully pointed out in
her lively correspondence with him. The “point of contact” prob-
lem, as we might call it, was never solved and seemed forever un-
solvable within Descartes’ research program.

Are current non-Cartesian research programs any more con-
vincing in illustrating how first-person points of view can be an-
chored in physicalistic third-person waters? Might our allegedly
sweeping ignorance concerning how the brain produces mental
life mentioned by G&S at the outset be indicative that they are
not? Do they solve any contemporary version of the “point-of-con-
tact” problem? There are versions of it that I have no space to de-
lineate here, but perhaps we should forego that metaphor and any
others like it.

Aspects of first-person points of view wherein the primary on-
tology of mind resides and badgers our comprehension cannot be
accounted for in any kind of current physicalist reduction model
(macro- to micro- or any other kind). Could this be because points
of view are neither macro- nor micro-anything yet not thereby
nonnaturalistic or dualistic in nature? If this is so, it must mean that
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one has to reformulate in a radical way the structure of MB and
OM problems and do so in such a way that, surprisingly, neuro-
science as we now know or imagine it is utterly irrelevant to them.

The neuron doctrine is an insult to neurons

Stuart Hameroff
Departments of Anesthesiology and Psychology, The University of Arizona,
Tucson, AZ 85724. hameroff@u.arizona.edu
www.u.arizona.edu/~hameroff

Abstract: As presently implemented, the neuron doctrine (ND) portrays
the brain’s neurons and chemical synapses as fundamental components in
a computer-like switching circuit, supporting a view of brain 5 mind 5
computer. However, close examination reveals individual neurons to be far
more complex than simple switches, with enormous capacity for intracel-
lular information processing (e.g., in the internal cytoskeleton). Other
poorly appreciated factors (gap junctions, apparent randomness, den-
dritic-dendritic processing, possible quantum computation, the living
state) also suggest that the ND grossly oversimplifies neuronal functions.
In the quest to understand consciousness, the presently implemented ND
may throw out the baby with the bath water.

Whether a successful theory of mental phenomena will be solely
neuroscientific (the “radical neuron doctrine”) or will require ad-
ditional psychological features is a moot question. In either case
the neuron doctrine (ND) currently in vogue, and as presently
foreseen, may be too watered-down to explain mental phenom-
ena. Neuroscience is not being applied deeply enough.

Proponents of what Gold & Stoljar (G&S) describe as the rad-
ical ND (e.g., the Churchlands: P. M. Churchland 1995; P. S.
Churchland 1986) consider only certain activity at neuronal sur-
faces, ignoring internal features, other details, and factors related
to neurons as living cells. In the ND picture, neuronal axon mem-
branes “fire” and propagate traveling action potential “spikes” on
the axonal surface. Upon reaching presynaptic axon terminals,
spikes cause release of neurotransmitters into the synaptic cleft.
These in turn trigger dendritic membrane events in a second 
neuron, which can culminate in another axon firing, more spikes,
further neurotransmitter release, and so on. Networks of synapti-
cally connected neurons self-organize and, by adjusting synaptic
strengths (“synaptic plasticity”), can account for learning.

The ND view conveniently lends itself to artificial neural net-
works: Bit states in silicon are analogous to synaptic transmissions
or axonal firings. Indeed, neural networks in the brain have in-
spired a generation of parallel distributed “neural” networks in
computers (Churchland & Sejnowski 1992). This connection
(brain 5 mind 5 computer) seems implicit in the ND.

This is fine, except that the ND brain 5 mind 5 computer view
still leaves us “almost completely ignorant about how the brain
produces mental life” (sect. 1.3, para. 2). The ND expectation is
that consciousness emerges at some critical level of computational
complexity, and that emergence itself, rather than any property
specific to neurons, accounts for conscious experience. In this
view neurons are equivalent to switches and consciousness is des-
tined to emerge in silicon computers. However, there are no
testable predictions for such emergence. We can only wait for it
to happen. The neuron doctrine is a bluff.

Perhaps we should look more closely at neurons. The present-
day ND characterization is a cartoon, a skin-deep portrayal that
simulates a real neuron much as an inflatable doll simulates a real
person. Here are five features of neurons ignored as “messy de-
tails” in the ND. Are they necessary to explain consciousness? We
do not yet know.

1. Neurotransmitter vesicle release is seemingly probabilistic.
In many neurons only about 15% of axonal action potential spikes
reaching presynaptic terminals cause actual release of neuro-
transmitter vesicle. (Apparent randomness exists at all scales in the
nervous system; see Arieli et al. 1996; Barinaga 1996). Although

probabilistic randomness per se is not a problem for the ND, vari-
ability could actually reflect deeper levels of organization such as
patterns of spikes (rather than just average frequency), cytoskele-
tal states, or quantum indeterminacy in the vesicle release mech-
anism (Beck & Eccles 1992).

2. Apart from chemical synapses, primitive electrotonic gap
junctions may be important. Gap junctions are portholes between
cells, windows of cytoplasm joining neurons into one synchro-
nously firing “giant neuron” (Kandel et al. 1991). Gap junctions
are important in embryological development but are considered
background players to more abundant chemical neurotransmitter
synapses in developed brains. However, gap junctions remain
functional and prevalent throughout all mammalian brain areas
(Micevych & Abelson 1991), and their true importance may be
hidden. Ironically, gap junctions connect neurons in a kind of
“reticulum,” or “syncytium,” which Ramón y Cajal discarded in fa-
vor of individual, discrete neurons. However, gap junctions are
transient; they come and go, regulated by cytoskeletal structures.

3. Dendritic-dendritic processing may be essential for con-
sciousness, with axonal firings supporting automatic, noncon-
scious activities (see, e.g., Pribram 1991). Eccles (1992) portrayed
“dendrons” (units of 100 pyramidal cell apical dendrites) as the
functional units of consciousness. Unique organelles (dendritic
lamellar bodies; DLBs) are found only on opposite sides of each
dendritic-dendritic gap junction, anchored to cytoskeleton (De
Zeeuw et al. 1995).

4. Any possible significant role for glial cells (80% of the brain)
is cast aside in the ND. (Glia connect with neurons by gap junc-
tions.)

5. The ND treats each neuron as a “black box,” ignoring inter-
nal activities. Dynamic structural organization, including synaptic
plasticity, is a function of the cytoskeleton. Microtubules and other
cytoskeletal structures determine neuronal architecture and
synapses; service ion channels, synaptic receptors, and gap junc-
tions; transport and release neurotransmitter vesicles; convey in-
tracellular signaling; and regulate gene expression (Fig. 1). The
synaptic plasticity essential to Kandel’s learning – as well as long-
term potentiation (LTP) in mammalian neurons, etc. – depends
on dynamic activities of the cytoskeleton. Signaling and commu-
nication occur through microtubules (see, e.g., Maniotis et al.
1997), and numerous theoretical models suggest that micro-
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Figure 1 (Hameroff). Cytoplasm within a neuron showing ap-
proximately five microtubules (diagonal, lower left to upper right),
with vesicular organelles being transported by motor proteins (ar-
rows) attached to, and organized by, microtubules. Scale bar 5
100 nmu. From Hirokawa (1991) with permission.
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tubules are well-designed information processors (see, e.g., Ras-
mussen et al. 1990).

Consider a single-cell paramecium, which swims gracefully,
avoids predators, finds food, mates, and has sex, all without a sin-
gle synapse. Remarking on the complex behavior of motile proto-
zoa, C. S. Sherrington (1951) said: “Sense organs . . . seem to in-
spection wanting. Of nerve there is no trace. But the cell
framework, the cyto-skeleton, might serve. There is therefore, for
such mind as might be there, no need . . . to . . . say ‘the appara-
tus for it is wanting.’ ” If the cytoskeleton can be so useful in pro-
tozoa, what might it be doing in massive parallel arrays within neu-
rons? Are neurons stupid in comparison to protozoa?

Are there implications of neurons being alive? Could con-
sciousness depend on some essential feature of life? For example,
the unitary nature of living systems may involve quantum states 
in cytoplasm, and models of consciousness propose quantum 
computation in microtubules (Hameroff 1998a; 1998b; 1998c;
Hameroff & Penrose 1996a; 1996b; Penrose & Hameroff 1995).
Quantum computation may soon be an important computational
paradigm, and comparisons of the brain/mind to a quantum com-
puter seem inevitable.

Mere switch? The neuron is a whole universe.

The nontrivial doctrine 
of cognitive neuroscience

Valerie Gray Hardcastle
Department of Philosophy, Virginia Tech, Blacksburg, VA 24061-0126, and
Department of Philosophy, University of Cincinnati, Cincinnati, OH 45221-
0374. valerie@vt.edu

Abstract: Gold & Stoljar’s “trivial” neuron doctrine is neither a truism in
cognitive science nor trivial; it has serious consequences for the future di-
rection of the mind/brain sciences. Not everyone would agree that these
consequences are desirable. The authors’ “radical” doctrine is not so rad-
ical; their division between cognitive neuroscience and neurobiology is
largely artificial. Indeed, there is no sharp distinction between cognitive
neuroscience and other areas of the brain sciences.

Gold & Stoljar (G&S) claim that philosophers and cognitive sci-
entists alike have confused what they dub “the neuron doctrine”
with two different claims: that, in the end, the mind sciences will
become cognitive neuroscience and that, in the end, they will be-
come neurobiology. They believe the former position is trivial but
that the latter is not. G&S believe that the doctrine is trivial be-
cause cognitive neuroscience can include any concept from psy-
chology or biology. Hence, any theory we already accept about the
mind is already part of cognitive neuroscience. If we adopt cogni-
tive neuroscience as the appropriate framework for explicating
mindedness, then nothing serious need change in the way we are
currently investigating human psychology. Implicit in their dis-
cussion of Kandel’s sea slugs is the claim that even theories that
prima facie appear to be a good case for noncognitive neurobiol-
ogy reducing psychology are actually part of cognitive neuro-
science, because these theories make essential use of psychologi-
cal concepts. The doctrine is both ubiquitous and trivial.

I disagree on both counts. Though I do believe (and have ar-
gued extensively elsewhere [Hardcastle 1996]) that a brain-cen-
tered mind science is the best way to understand the mind, I do
not concur that their “trivial” doctrine is at all the self-evident stan-
dard in cognitive science. In fact, it is quite controversial, and
rightly so.

There is an honorable tradition in artificial intelligence (AI), lin-
guistics, and psychology disavowing any connection to the brain.
Regardless of whether one believes that this tradition is ultimately
healthy, it has flourished for many decades now. I need not re-
hearse the reasons the “East Pole” philosophers and scientists give
for concluding that they can do cognitive science perfectly well

without the brain. Suffice it to say that they maintain that includ-
ing brain data into cognitive investigations would only bury psy-
chological theories under masses of irrelevant data, especially if
one believes that minds are multiply instantiable in all sorts of
nonbiological things.

I take it that G&S’s response is that we can simply join these dis-
ciplines with what we know about the brain to create cognitive
neuroscience. However, we can do so only with loss. First, we
would lose the generality of the higher ordered theories; they
would now be restricted to brained creatures. Second, and by my
lights more importantly, we would constrain the paths that both
neuroscience and psychology could follow. Many have argued that
psychology and neuroscience are autonomous sciences, that each
should develop its theories independently of what the other hy-
pothesizes. Churchland’s (1986) “reductive coevolution” is the
dream of a few, but others see it as a nightmarish straitjacket.

These sentiments come from the nice division that G&S high-
light between metaphysics and methodology. Even if, for us,
minds are brains, that fact does not entail that theories of minds
will be theories of brains. What things are made of does not de-
termine how we explain these things, or else all we would need for
scientific understanding would be collapsible Hilbert spaces. The
bottom line is that it is just false that everyone would agree that
the trivial neuron doctrine is true, or even desirable.

However, it is not the case that the radical version of the neu-
ron doctrine need be so radical, either. G&S argue that Kandel’s
work on the neurophysiology of learning is part of cognitive neu-
roscience because he develops a neurobiological theory of learn-
ing, which is the province of psychology. Similarly, I suppose, the-
ories of immunology should be considered psychological theories
as well, because our immune systems learn to create antibodies
specific to particular viruses. I doubt that philosophers should be
the ones to decide which discipline gets to claim which terms as
its own. Kandel explores the neurobiology of learning in sea slugs
and then generalizes what he learns to other biological systems.
Though what he has discovered might have implications for how
we understand the distinction between long-term and short-term
memory, Aplysia are not particularly cognitive creatures. The fact
that a discussion of a neural ganglion might use terms like “con-
tent” or “memory” or “learning” or “communication” does not
thereby make it psychological, for these words could refer to the
“basic . . . functional properties of neurons, ensembles, or struc-
tures” (sect. 2.2.2, para. 3). This is not for us in the armchair to
decide.

Though I agree that the philosophers and others who discuss the
relation between psychology and neuroscience do not maintain a
consistent picture of what they mean by “neuroscience,” what is
meant cannot be resolved by terminological fiat. What counts as
cognitive neuroscience as opposed to behavioral neuroscience as
opposed to neurophysiology is quite gray; each domain shades into
the others. I would think that at best one should be indifferent
about the category into which we place his research. At the least,
no deep philosophical questions should be resolved by it.

Neuron doctrine:Trivial versus radical 
versus do not dichotomize

Barry Horwitz
Laboratory of Neurosciences, National Institute on Aging, National Institutes
of Health, Bethesda, MD 20892. horwitz@helix.nih.gov

Abstract: Gold & Stoljar argue that there are two (often confused) neu-
ron doctrines, one trivial and the other radical, with only the latter having
the consequence that non-neuroscientific sciences of the mind will be dis-
carded. They also attempt to show that there is no evidence supporting the
radical doctrine. It is argued here that their dichotomy is artificial and mis-
represents modern approaches to understanding the neuroscientific cor-
relates of cognition and behavior.
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The dichotomy offered by Gold & Stoljar (G&S) – trivial versus
radical neuron doctrine – represents an artificial view of how neu-
roscience and cognitive behavior are (and will be) linked. Rather
than thinking in terms of a dichotomy, more justice to the way this
type of science is actually carried out can be provided by viewing
the complex connections between neuroscience and psychology
as part of a hierarchy of conceptual relationships. Each level of the
hierarchy is critical, as are the theories that bridge adjacent levels.

Besides dichotomizing a continuous conceptual framework, a
second major problem that clouds the G&S target article is the ap-
parent relish with which they use a number of highly biased (at least
to me) terms and definitions to formulate their position; for exam-
ple, “trivial” versus “radical” neuron doctrine. Whether the terms
are theirs or others’, and even though philosophers have every right
to make exacting definitions, G&S’s terminology distracts one from
assessing their arguments, making it difficult for those of us who
might concur with some of what they say to want to agree with them.

Psychological explanation is concerned with the behavior of the
organism as a whole; neurons (or even small neural networks) do
not perceive, remember, use language, and so on. These terms de-
scribe emergent phenomena resulting from the complex tempo-
ral dynamics of distributed neural systems. To reduce psychology
to neuroscience means, to me, to explain/understand/account for
psychological behavior in terms of neural behavior. Psychology
does not disappear because there is a combinatorial problem: A
given psychological phenomena arises out of some combination
(in space and time) of neural functioning. If one does not have
clear and quantitatively defined “higher level” concepts, one will
not know what is an appropriate combination of “lower level” con-
cepts (themselves highly dynamic) that relate best to the behavior
under investigation. Even in physics, this is the case. One must
have defined concepts, such as temperature, entropy, resistivity,
in order to develop a theory that accounts for them and their in-
terrelationships in molecular terms. G&S seem to agree with this
(e.g., in their discussion of color opponency), but here is where
their terminology undermines a realistic understanding of how
this must be done. Psychology is no more a “second-rate” or
“place-holder” science relative to neuroscience (sect. 1) than ther-
modynamics is a place-holder science relative to physics. When
dealing with macroscopic materials at temperatures that are nei-
ther too high nor too low, a thermodynamic (as opposed to a mol-
ecular) description is both appropriate and useful. The same
would be true for cognitive functioning and neuroscience. Al-
though cognitive psychology does not disappear, by itself it is in-
adequate. Indeed, a major challenge comes in developing a frame-
work (such as statistical mechanics in physics) that can bridge
these domains. The importance of having a neuroscientific expla-
nation of psychological phenomena is that, although competing
psychological theories may equally well account for behavioral
phenomena, perhaps only one (or a few) of these theories can con-
nect with the underlying neuroscientific domain, thus allowing a
pruning of potential theories to occur.

I also found particularly disappointing G&S’s apparent lack of
appreciation of how cognitive neuroscience in the last few years
has shifted its conceptualization of the way neural systems are re-
lated to behavior. Many of their examples and quotes represent an
old-fashion neuroscience that tried to understand cognitive be-
havior based on data obtained from examining one “object” at a
time (that object may be a neuron or a brain region). A marked
change has come about because of the relatively recent availabil-
ity of experimental methods that can acquire neural data simulta-
neously from multiple functional “entities”: multiunit electro-
physiological recordings in nonhuman species (see, e.g., Wilson &
McNaughton 1994) and especially functional neuroimaging (PET,
fMRI, EEG, and MEG) in humans (for reviews, see Horwitz 1998
and Simpson et al. 1995). Applying computational modeling to
these kinds of data provides a powerful way to relate neuronal ac-
tivity in multiple interacting brain regions to cognitive behaviors.
This, I believe, is the way in which we will be able to understand
how neural functioning mediates cognition.

For example, we (Tagamets & Horwitz 1998) recently devel-
oped a large-scale, neurobiologically realistic computational
model that can perform a delayed match-to-sample (i.e., working
memory) visual discrimination task. The task consists of the pre-
sentation of a shape, a delay, and the presentation of a second
shape; the model must decide if the second stimulus is the same
as the first. In this model, we have multiple brain regions, with in-
terregional connectivities (both feedforward and feedback) based
on primate neuroanatomical data. The excitatory elements of this
model have simulated neuronal activities resembling those found
in electrophysiological recordings from monkeys as they perform
similar tasks (see, e.g., Funahashi et al. 1993). Furthermore, we
can use this model to simulate a functional neuroimaging (PET)
study, and the simulated PET activity has values similar to those
found in a human PET working memory study (Haxby et al. 1995).
Here we have a first step toward relating the dynamic behavior of
multiple neuronal populations to human functional neuroimaging
to cognitive behavior. All levels of this analysis (neuronal, brain,
behavior) play fundamental, but hierarchically arranged, roles.
Large-scale, neurobiologically realistic models have been devel-
oped by others to address different questions relating neural ac-
tivity to cognitive behavior (see, e.g., Dominey & Arbib 1992;
Tononi et al. 1992).

The construction of such large-scale neural models is hardly
“trivial,” and their developers would often suggest that such mod-
els have succeeded in “explaining” (at least to a first approxima-
tion) a specific aspect of psychology in terms of neural activity,
consistent with the “radical” neuron doctrine. However, psycho-
logical notions were used extensively, and the effect of the work is
not to eliminate these notions, or downgrade them, but rather to
understand them in terms of the underlying neuroscientific
framework. Thus, by dichotomizing this continuous conceptual
framework, G&S have misconstrued the way cognitive neuro-
science is actually carried out.

A slightly radical neuron doctrine

Frank Jackson
Philosophy Program, Institute of Advanced Studies, The Australian National
University, Canberra, ACT 0200, Australia. frank.jackson@anu.edu.au
coombs.anu.edu.au/Depts/Rsss/Philosophy/People/Jackson/
index.html

Abstract: The element of truth in behaviorism tells us that some versions
of a radical neuron doctrine must be false. However, the representational
nature of many mental states implies that neuroscience may well bear on
some topics traditionally addressed by philosophers of mind. An example
is the individuation of belief states.

One can accept that mental states are brain states and that the
brain is a “neuronal” machine without accepting that a complete
neurobiological or neuroscientific account of us would deliver all
there is to say about our psychology. One reason is that many psy-
chological states get their psychological nature in part from how
they connect their subjects into their environments. One does not
have to be a card-carrying behaviorist to grant that there is a con-
ceptual link between what subjects believe and desire and the way
in which these states move subjects through their worlds. How-
ever, connections to environments are not delivered by neurobi-
ology or neuroscience alone. Although these connections are me-
diated by subjects’ neuronal natures, one could stare forever and
a day at subjects’ neuronal goings on without being able to work
out what they believe and desire. To work out what they believe
and desire, one must know about typical environmental causes
and effects in normal circumstances of the neuronal states one is
staring at. However, knowledge about environmental connections
is not knowledge solely about neurobiology and is not knowledge
frameable in terms of the concepts of neuroscience alone. For this
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reason (and others), I agree with Gold & Stoljar (G&S) in reject-
ing some radical neuron doctrines. Nevertheless, I think that neu-
roscience might tell us highly interesting things about our mental
natures of a kind that have traditionally engaged the attention of
philosophers of mind. Neuroscience might do more than give in-
teresting information about the causal underpinnings of the vari-
ous mental states, about what realizes the various key functional
roles, and the like. It might give information bearing on the indi-
viduation of mental states. To this extent, we should accept a
slightly radical neuron doctrine.

Mental states such as belief are essentially representational;
they serve to represent the world as being a certain way. This is
how beliefs get to be true or false: true if things are the way they
represent them, false otherwise. In this respect, they are putative
bearers of information about our environment (and also about our
internal states, as when we believe that we are about to be sick,
but I will focus the discussion on outward-looking belief states).
Hence, if beliefs are neuroscientific states of heads, then these
neuroscientific states must be putative bearers of information
about the environments of the heads they are located in; they must
be “traces” of these environments; they must be states that some-
how code for these environments. Accordingly, what we can very
properly expect from future neuroscience is an account of the way
brains carry the information, an account of the neuronal coding
system. Indeed, many cognitive scientists are already placing their
bets on the shape of the account that will emerge. This means that
the findings of neuroscience may well bear on the individuation of
certain of our mental states.

Consider, for example, my perceptual belief that there is an
equilateral triangle in front of me impinging on my sense organs,
and my perceptual belief that there is an equiangular triangular in
front of me impinging on my sense organs. If it turns out that there
is just the one neuroscientific state that carries the information
equally that there is an equilateral triangle in front of me imping-
ing on my sense organs and that there is an equiangular triangle
in front of me impinging on my sense organs, a single state which
can be reported by the brain’s “language module” either by using
the word “equiangular” or by the word “equilateral” in somewhat
the way that polar and Cartesian coordinates can report the very
same location of a simple point on a graph, then there is just one
state with two ways of being reported in the language of folk psy-
chology. When we are counting states, we count one. (However,
when we are counting contents, we might [might] want to insist
that there are two contents, that is, that there is one state with two
contents, like a single sign that tells us two things at once.) How-
ever, if it turns out that our brains are like English in having 
two codings, one which has, say “ . . . lateral” where the other has 
“ . . . angular,” or their “brain” equivalents, there are two belief
states that may or may not have different contents.

Or perhaps – as many have argued, or at least seriously enter-
tained – it will turn out that our brains have a very holistic way of
carrying information about our environments, more like the way
in which maps and hologram negatives carry information than the
way in which sentences do. In this case, it would be arguable that
we should regard talk of individual beliefs as best understood as
talk of the individual sentences that give one or another aspect of
the whole, detailed way that some single belief state or system of
belief represents things as being (see, e.g., Lewis 1994, pp. 412–
31). Think of the way in which one’s current perceptual experience
represents how things are in front of one. It is plausible that the
various sentences one produces to capture aspects of how that ex-
perience represents things as being do not, in any interesting
sense, carve at the representational joints of that experience. Per-
haps belief is like that quite generally.

To this limited extent, I agree with one theme in the writings of
the Churchlands that G&S discuss. Neuroscience might have
quite radical implications for the ontology of mind – though, un-
like the Churchlands, I would prefer to describe these implica-
tions as exciting discoveries about the nature of certain mental
states, not the discovery that these mental states do not exist.

The “trivial neuron doctrine” is not trivial

Dale Jamieson
Environmental and Technology Studies Program and Department of
Philosophy, Carleton College, Northfield, MN 55057.
djamieson@carleton.edu www.dir.ucar.edu/esig/HP–dale.html

Abstract: I argue that the trivial neuron doctrine as characterized by Gold
& Stoljar is not trivial; it appears to be inconsistent with property dualism
as well as some forms of functionalism and externalism. I suggest that the
problem is not so much with the particular way in which Gold & Stoljar
draw the distinction as with the unruliness of the distinction itself. Their
failure to see this may be why they misunderstand the views of the Church-
lands.

According to Gold & Stoljar (G&S), the trivial neuron doctrine
(TND) is the view that “a successful theory of the mind will be a
solely cognitive neuroscientific theory” (sect. 2.2.1). They go on to
identify three components of the TND: materialism, naturalism,
and an openness about exactly “which concepts will feature in the
successful theory of the mind.” Although the TND is trivial in that
it “ . . . expresses little more than a commitment to an explanation
of the mind by science. . . .” G&S point out that the TND is in-
consistent with some antiscientific views of the mind such as sub-
stance dualism and social constructivism. In fact, however, the
TND is also inconsistent with property dualism (PD) and proba-
bly with some versions of functionalism and externalism. Because
these are widely held doctrines, any theory that is inconsistent
with them cannot be correctly characterized as trivial.

PD is (roughly speaking) the view that, whereas only physical
substances may exist, they may have nonphysical as well as physi-
cal properties. Qualitative properties are the usual candidates for
nonphysical properties. If the TND is true, then PD is false. Ac-
cording to G&S, the TND’s materialism commits it to the view
that “mental phenomena are neural phenomena,” but neural phe-
nomena are physical, whereas PD holds that some mental phe-
nomena are not.

Some versions of functionalism (e.g., antipodean functionalism)
hold that conceptual analysis of various platitudes about mental
states plays an important part in understanding the mind, because
it is conceptual analysis that gives content to mental terms whose
referents are then identified with physical states. However, the
naturalism of the TND commits it to the view that the “under-
standing of this phenomenon [the mind] will derive from science.”
Because conceptual analysis of various platitudes about the mind
is clearly not a scientific activity, it would seem that any theory that
holds that such analysis is central to understanding the mind is in-
consistent with the TND.

Finally, although this is less clear, it appears that externalism
about mental content may also be inconsistent with the TND. Ex-
ternalism (roughly speaking) holds that some mental states are in
part constituted by facts, properties, or relations that are not inter-
nal to the individuals who instantiate mental states. The TND is
committed to the view that “mental phenomena are neural phe-
nomena.” Insofar as neural phenomena would seem to be internal,
it would appear that the TND is inconsistent with externalism.

What has gone wrong? I believe that the reason why the TND
turns out to have more far-reaching consequences than G&S sup-
pose is not that there is any particular problem peculiar to their
characterization of the TND but rather the inherent difficulty in
distinguishing the TND from the strong neuron doctrine (SND).
The distinction between these two doctrines is, of course, at the
heart of the target article. The linchpin of the distinction is sup-
posed to be the difference between cognitive neuroscience, whose
resources the TND is willing to draw upon, and (merely) biologi-
cal neuroscience, which is all that is available to the SND. How-
ever, the very tenability of this distinction is part of what is up for
grabs in recent discussions of the mind. It is not as clear as it once
appeared to be what cognition consists in or what resources are
required to manifest it. The failure to appreciate this is part of the
reason why G&S misunderstand the views of the Churchlands.
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The Churchlands (1994) write that:
In general terms we already know how psychological phenomena arise:
They arise from the evolutionary and ontogenetic articulation of mat-
ter, more specifically, from the articulation of biological organization.
We therefore expect to understand the former in terms of the latter. The
former is produced by the relevant articulation of the latter. (p. 48)

G&S find a logical fallacy in this passage: The first sentence asserts
the TND, and from this the Churchlands fallaciously infer the
SND. However, it is tendentious to read the “therefore” in the sec-
ond sentence as a sign of deductive inference rather than as mark-
ing the transition to an expectation about future knowledge on the
basis of what we now know. The Churchlands say that what they
are attempting in this paper is only “ . . . to rebut the counsel of
impossibility . . .” regarding “ . . . the possibility of reducing psy-
chology to neuroscience . . .” and trying “ . . . to locate the reduc-
tive aspirations of neuroscience in a proper historical context”
(p. 53). In the passage that G&S quote, the Churchlands are cit-
ing reasons for supposing that psychology will be eliminated in fa-
vor of neuroscience; the Churchlands then go on to discuss what
they call “contraindications.” What is important about this mis-
reading of the Churchlands is that it brings out an assumption that
G&S begin with that is not universally shared. They assume that
the distinction between cognitive versus (merely) biological neu-
roscience is clear and unproblematic, though (revealingly) it be-
gins to slip away when they try to characterize it. However, some
would say that such a distinction is an unwieldy basis from which
to project important claims. The scope, force, and tenability of this
distinction is part of what is at stake in the wide open discussion
of the mind that is now underway.

“Mind is brain” is trivial and nonscientific 
in both neurobiology and cognitive science

J. Scott Jordan
Department of Psychology, Saint Xavier University, Chicago, IL 60655.
jordan@sxu.edu

Abstract: Gold & Stoljar reveal that adherence to the radical neuron doc-
trine cannot be maintained via appeals to scientific principles. Using ar-
guments from (1) naturalism and materialism, (2) unification, and (3) ex-
emplars, it is shown that the “mind-is-brain” materialism explicit in the
trivial version of the neuron doctrine ultimately suffers the same theoret-
ical fate. Cognitive science, if it is to adopt an ontology at all, would be bet-
ter served by a metaphysically neutral ontology such as double-aspect the-
ory or neutral monism.

Gold & Stoljar (G&S) do an admirable job of revealing the am-
biguous nature of the neuron doctrine and then parsing it into its
trivial and radical connotations. I am concerned, however, that the
success of their arguments against the radical version will be mis-
construed as a success of the trivial version. Using the same means
employed by G&S (i.e., arguments from naturalism and material-
ism, arguments from unification, and arguments from exemplars),
I will attempt to demonstrate that adherence to mind-is-brain ma-
terialism is just as nonscientific in the trivial version of the neuron
doctrine as it is in the radical version.

Naturalism and materialism. Although being a scientist reveals
a certain commitment to naturalism, a commitment to naturalism
neither reveals nor dictates a commitment to materialism. On the
contrary, the making of strong ontological commitments is some-
what inconsistent with naturalism. What matters most to the nat-
uralist is that theories of natural phenomena should be based on
science and that the statements made in those theories should be
based on replicable phenomena. One goes against the naturalist’s
creed when one clings to the materialist assumption that the on-
tological basis of the phenomenal world resides in a transphe-
nomenal material reality, because such an assumption cannot be
empirically tested. By definition, only one of the two (i.e., the phe-

nomenal world) is empirical. The assumed existence of the other
(i.e., transphenomenal material reality) is neither fact nor testable
theory. It is, for all scientific purposes, superfluous conjecture that
is derived from replicable phenomena and can be adhered to only
via tenacity.

In cognitive science, a commitment to materialism has even
graver consequences, for the materialistically grounded notion
that mind is brain restricts the theoretical space to notions of ma-
terial cause and phenomenal effect. From the naturalist’s per-
spective, accepting such conceptual restrictions simply on the ba-
sis of superfluous conjecture is unnecessary and counterintuitive.
If a cognitive scientist chooses to assume anything regarding
transphenomenal reality, it should be the least restrictive ontology
available, something along the lines of the double-aspect theory
referred to by G&S, or the neutral monism espoused in Bertrand
Russell’s (1970) event ontology.

Unification. Another consequence of mind-is-brain material-
ism for cognitive science is an unnecessarily restricted view of po-
tential forms of scientific unification. For example, the mind-is-
brain notion leads one to assume that unification, if it is to take
place at all, will involve a reduction of psychological concepts to
concepts of neurobiological articulations of matter. Adopting a
double-aspect or neutrally monistic ontology, however, allows one
to entertain the even more radical notion that the concepts “psy-
chological” and “material” may one day find themselves unified
within a more parsimonious family of concepts. G&S make this
same point in their arguments against the radical neuron doctrine,
but they fail to mention that these arguments are just as applica-
ble to the mind-is-brain materialism inherent in the trivial neuron
doctrine. Given that materialistic and double-aspect ontologies
cannot be discriminated via empirical tests, the naturalist inter-
ested in adopting an ontology should adopt the one that serves to
retain the maximal number of theoretical possibilities.

Exemplars. An additional consequence of mind-is-brain mate-
rialism is that it unnecessarily restricts the types of explanations
cognitive science can generate. For example, a mind-is-brain ex-
planation of color phenomena is restricted to the assertion that
color exists within the brain. If one backs away from this position
by claiming that color phenomenology involves a variety of non-
brain material essences (e.g., electromagnetic radiation and/or
material objects in an environment), one has, essentially, retreated
from mind-is-brain materialism. The point is that even a materi-
alistic account of color phenomenology cannot appeal simply to
the brain. Thus, mind-is-brain materialism is, at best, untenable
and, at worst, terribly misleading. When this is coupled with the
fact that distinctions between ontologies cannot be made on the
basis of empirical tests, and hence can be adhered to only for non-
scientific reasons, it should be quite clear to the cognitive scien-
tist that a metaphysically neutral ontology such as double-aspect
theory or neutral monism, not materialism, is preferable. Betting
naturalists keep their options open.

Radical explanations, but trivial descriptions

Claus Lamm
Brain Research Laboratory, Department of Psychology, University of Vienna,
A-1010 Vienna, Austria. claus.lamm@univie.ac.at

Abstract: A thorough distinction between explanatory and descriptive
concepts reveals a radical explanatory and a trivial descriptive doctrine in
current neuroscientific research. The explanatory approach examines the
neuronal substrates of the mind, whereas the descriptive one deals only
with its correlates.

Most commentators will agree that one of the main merits of Gold
& Stoljar’s (G&S’s) target article is that it points out a lack of broad
theoretical and philosophical considerations in the mind-related
neurosciences. Particularly in sections 6.1 and 6.2, but also in the
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provocative statement that “it is only a slight exaggeration to say
that we are almost completely ignorant about how the brain pro-
duces mental life” (sect. 1.3, para. 2), G&S make it explicit that we
are currently on much shakier ground than some recent technical
developments, research results, books (e.g., Posner & Raichle
1994), and media coverage might suggest.

G&S argue quite stringently that there is not enough support
for a so-called radical neuron doctrine. A more thorough distinc-
tion between explanatory and descriptive concepts, however, may
reveal the existence of a radical explanatory and a trivial descrip-
tive neuron doctrine in the contemporary mind-related neuro-
sciences. That G&S do not make this distinction becomes evident
when one compares their quotations from the proponents of the
radical doctrine to their objection to them. Whereas the quotations
almost always include the concept of explanation or understand-
ing and also explicitly use these terms (e.g., Churchland & Sejnow-
ski 1992, pp. 3, 239; Crick 1994, p. 7; Snyder 1996, p. 1), G&S’s
“objection is only to the view that the best description . . . will be
entirely neurobiological” (sect. 3.2, para. 1, emphasis added).

The aim of the radical explanatory approach is to reveal the nec-
essary and sufficient neuronal conditions for the mind, that is, to
find the neuronal substrate of the mind. Necessary and sufficient
mean that such explanations make explicit all steps that are in-
volved in some psychological function (e.g., learning) on a neu-
ronal level. Thus, they are radical in G&S’s sense. However, this
does not mean that terms used in psychology or other behavioral
sciences might not be found in the explanation. On the contrary,
they must be, because the “thing” to be explained must be re-
ferred to. Borrowing from Marr’s (1982, p. 27) suggestion that it
is inappropriate to understand bird flight by studying only feath-
ers, it is impossible to explain learning by describing only the 
activities of neurons without referring to the behaviorally overt
processes of learning as well. An example of a neuroscientific ex-
planation is Kandel and coworkers’ (see, e.g., Kandel & Schwartz
1982) detailed report of the neuronal processes that underlie the
phenomenon of a formerly irrelevant stimulus (weak tactile stim-
ulus to the siphon of Aplysia) resulting in a gill-withdrawal reac-
tion. Of course, this explanation does not cover the whole spec-
trum of what psychology calls “classical conditioning,” and it is not
even necessary to relate the explanation to this theory. It explains
only the result of the repeated contiguous presentation of two for-
merly unassociated stimuli.

In most cases, the precursor to the explanatory approach will be
the descriptive one (cf. Reber 1985, p. 191), an approach based on
neuroscientific plausibility that at most reveals the sufficient, but
not the necessary, neuronal conditions of a psychological function.
The descriptive approach analyzes only the neuronal correlates of
the mind and is trivial in that it is the one that the majority of neu-
roscientists, and especially cognitive neuroscientists, must cur-
rently choose. It is to be chosen when some phenomena that are
known on a behavioral level cannot yet be explained or even ob-
served in detail on the neuronal level. One example from de-
scriptive neuroscience is again Kandel and colleagues’ work on
learning mechanisms in Aplysia. They were able to explain in de-
tail the behavioral association of two stimuli by contiguity, but they
have not yet been able to explain or observe some of the more
complex and perhaps more fundamental aspects of classical con-
ditioning, such as the role of informational content of the uncon-
ditioned stimulus (see sect. 5.3.5). Nevertheless, one can easily
theorize about its neuronal basis, which might result in an expla-
nation of the role of informational content. As long as this expla-
nation is not found, however, one must rely on description, with
psychological and neuroscientific accounts of the phenomenon al-
ternating, neither of them dominant.

Until now, and even with the rapid technical development in the
field of behavioral neuroimaging at the close of the “decade of the
brain,” we are still far from purely neuronal explanations of cogni-
tion and behavior. Neuroimaging techniques such as PET and
fMRI might yield more detailed descriptions of what is going on in
the brain during cognitive processing, providing an enormous

amount of exciting new data. However, they give access only to neu-
ronal correlates of the cognitive processes in question (see also
Sarter et al. 1996 and multiple book review of Posner & Raichle’s
Images of Mind BBS 18(2) 1995), and other disciplines, such as psy-
chology and computational modeling, are still necessary to explain
the neuroimaging data themselves. This might be one reason why
Michal Gazzaniga, one of the founders of cognitive neuroscience,
is rather cautious in formulating the present aim of his discipline as
“figuring out how the mind arises from the brain” (Waldrop 1993,
p. 1807) or “how the brain enables the mind” (Gazzaniga 1995, p.
xiii) and only sees the future of his field in “a science that truly re-
lates brain and cognition in a mechanistic way.” Whether or not we
will realize this future some day, I agree with G&S (sect. 5.4.3, para.
5) that the better bet is the descriptive approach.

ACKNOWLEDGMENTS
I am grateful to Judith Glueck and Oliver Vitouch for their comments on
an earlier version of this commentary.

A more substantive neuron doctrine

Joe Y. F. Lau
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Abstract: First, it is not clear from Gold & Stoljar’s definition of biologi-
cal neuroscience whether it includes computational and representational
concepts. If so, then their evaluation of Kandel’s theory is problematic. If
not, then a more direct refutation of the radical neuron doctrine is avail-
able. Second, objections to the psychological sciences might derive not just
from the conflation of the radical and the trivial neuron doctrines. There
might also be the implicit belief that, for many mental phenomena, ade-
quate theories must invoke neurophysiological concepts and cannot be
purely psychological.

In presenting the radical neuron doctrine, Gold & Stoljar (G&S)
did not explicitly say whether computational and representational
concepts (CRCs, for short) fall within their definition of biologi-
cal neuroscience; but this is important because these concepts
seem to be indispensable in understanding the function of neural
mechanisms. Without them, we cannot understand how neurons
contribute to information processing in the brain. As a matter of
fact, even the Churchlands appeal to notions such as content-ad-
dressable memory, distributed representations, parallel process-
ing, and vector transformation in articulating their favorite re-
search program. Such concepts obviously cannot be reduced to
neurophysiology, however, as they can also apply to nonbiological
systems. Thus, if CRCs are indeed indispensable, and they fall
outside biological neuroscience, then this is already sufficient to
refute the radical neuron doctrine.

Perhaps G&S meant to include CRCs within biological neuro-
science. However, such a move is likely to weaken their argument
that Kandel’s theory of learning cannot provide a reduction of the
concept of classical conditioning. According to G&S, the current
conception of classical conditioning involves the learning of rela-
tions among represented events. However, this involves the notion
of information about relations that they think cannot be captured in
Kandel’s theory. This might be so, but the issue is whether biologi-
cal neuroscience in principle has the resources to fill the gap. Inso-
far as CRCs are ideally suited for capturing informational concepts,
proponents of the radical doctrine might reply that Kandel’s theory
(or an improved version) can provide a reduction of classical condi-
tioning when embedded within a suitable computational frame-
work, and this enriched theory can still be part of biological neuro-
science in the broad sense. Whether the radical neuron doctrine is
true on this reading would then depend on whether there are psy-
chological concepts that cannot be reduced to CRCs plus other con-
cepts in biological neuroscience. I think that there are indeed many
such concepts, but this is not the place to go into the arguments.
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A related issue arising from G&S’s discussion concerns the re-
lationship between psychological and neurophysiological theories.
G&S seem to think that the latter can at most provide implemen-
tations of the former, and they illustrate their point using the 
theory of color opponency and David Marr’s theory of vision. A
common feature of both examples is that there is a level of psy-
chological theory that can be specified independently of neural
implementation. In the first case it is the theory of the opponent
character of color perception; in the second case it is a theory of
what the visual system computes and why. Interestingly enough,
however, Marr himself cautions that the distinction between com-
putational and implementational theories might not be applicable
to all problems of biological information processing. He says that
“this can happen when a problem is solved by the simultaneous
action of a considerable number of processes, whose interaction
is its own simplest description” (Marr 1977, p. 38 [his emphasis]).
If I understand him correctly, I think his point is that in such sit-
uations, which he calls “Type II” situations, it might be impossible
to find an informative abstract description of what a system does
without mentioning the complex mechanisms involved.

The relevance of Marr’s remark is that it raises the following pos-
sibility: There might be many mental phenomena for which it is im-
possible to devise informative and explanatory theories that are
purely psychological and that do not make use of neurophysiologi-
cal concepts. Let the “substantive neuron doctrine” be the claim
that this possibility does in fact obtain. Of course, even if this doc-
trine were true, it would not vindicate the radical neuron doctrine,
insofar as the mixed theory can contain irreducible psychological
concepts, but this substantive doctrine is not trivial either; it has the
methodological consequence that for some mental phenomena it
would be misguided to try to develop a purely psychological theory.

The point is not just that one has to keep in mind the issue of
neural implementation when devising psychological theories for
these phenomena. Rather the claim is that one cannot begin to for-
mulate an adequate theory without explicitly bringing in neural de-
tails, “getting one’s hands dirty” as it were. It seems to me that a lot
of the rhetoric directed against the psychological sciences might
have to do with the implicit acceptance of this substantive doctrine
and not just the conflation of the radical and the trivial doctrine.

This is one way to interpret what the Churchlands have in mind
when they criticize “autonomous psychology” (McCauley 1996, p.
220). They give the example that the structure of the periodic
table remains a mystery until quantum mechanics enter into the
picture. Likewise, the suggestion might be that many distinctive
features of the mind can be explicated only if we bring in neuro-
physiological findings. Whether this is true is of course an empir-
ical matter. There can be no a priori route to the conclusion that,
say, theories of syntactic principles must somehow bring in neu-
rophysiological concepts if they are to be viable. As with the rest
of science, the ultimate justification for any particular approach
lies in its success, but, whatever the case may be, on this inter-
pretation we need not see those who defend the neuron doctrine
as defending a view that either has no defense or that needs none.

Supervenience and qualia

Ken Mogi
Sony Computer Science Laboratory, Higashigotanda, Shinagawa-ku, Tokyo,
141-0022 Japan. kenmogi@csl.sony.co.jp
www.csl.sony.co.jp/person/kenmogi.html
www.quali-manifesto.com

Abstract: The privileged position of neural activity in biological neuro-
science might be justified on the grounds of the nonlinear and all-or-none
character of neural firing. To justify the neuron doctrine in cognitive neu-
roscience and make it both plausible and radical, we must consider the su-
pervenience of elementary mental properties such as qualia on neural ac-
tivity.

The assumption that neurons are the appropriate level of de-
scription for cortical information processing and mental phenom-
ena in general (the neuron doctrine) is usually regarded as valid.
It is important, however, to question once in a while the very foun-
dation and scope of this doctrine, as Gold & Stoljar (G&S) have
done.

The ultimate reductionist approach to cortical information pro-
cessing would only point to physics, and the ultimate level of de-
scription would be that of elementary particles. From this per-
spective, as G&S remark, neurobiology would be only a “local
stop” (sect. 4.2), so the privileged status of neurons in today’s brain
science cannot be derived from reductionism itself.

How then is neural firing the appropriate level of description in
neuropsychology? From the dynamics point of view, neural activ-
ities are special because of the nonlinearity and all-or-none char-
acter of action potential generation. No subneural processes are
known at present that show the same degree of macroscopic non-
linearity. In addition, in most cases, synaptic interaction is invoked
only when a neuron fires. These are the rationales for treating
neural firing as the only relevant explicit variable in cortical infor-
mation processing. All other variables (including those describing
the subcellular processes) can be treated as implicit variables, af-
fecting cortical information processing only through their effect
on the eventual neural firing. The reductionist would only have to
go as far as neural activity; the rest would be details. Neurobiol-
ogy might be a “local stop,” but it suffices. Treating neural firing
as an explicit variable does not necessarily entail a grandmother
cell-type coding and is, in fact, a generic assumption behind any
model of neural coding. It is in this modern sense that the neuron
doctrine (Barlow 1972) should be interpreted.

The rather simplified but effective treatment of cortical infor-
mation processing in terms of neural activities given above does
leave some very important issues unanswered, as G&S rightly
point out. The main difficulties are in the field of “cognitive neu-
roscience” as opposed to “biological neuroscience” (sect. 2.1).
Here, there is indeed an “ambiguity” in what the neuron doctrine
means (sect. 1.4). If it is claimed that the neuron doctrine is rele-
vant only for the biological neuroscience, fine; it is plausible but
not radical. If it is claimed that the neuron doctrine supersedes the
psychological sciences as well, then it is surely radical, but does
not necessarily sound plausible. What is the neuron doctrine re-
ally supposed to mean in this view?

In my interpretation, the ambiguity could be resolved by con-
sidering the “supervenience” of mental events on neural activities.
Davidson (1970) introduced the concept of supervenience thus:
“Mental characteristics are in some sense dependent, or superve-
nient, on physical characteristics. Such supervenience might be
taken to mean that there cannot be two events alike in all physical
respects but differing in some mental respect, or that an object
cannot alter in some mental respect without altering in some phys-
ical respect.” To paraphrase, we could hypothesize that there can-
not be two events alike in all neural activities but differing in some
mental respect, or that an object cannot alter in some mental re-
spect without altering in some neural activities. This hypothesis
does sound plausible, and in this sense it is plausible that mental
events should supervene on neural activities. In other words, it
should in principle be possible to explain mental events in terms
of neural activities only, with no extraneous elements needed.

Qualia (Chalmers 1996) come into the picture here. Qualia are
the hallmark of our mental activities, at least as far as conscious
mental activities are concerned. It seems plausible to assume that
a certain quale is invoked in our mind when a certain pattern of
neural firing occurs in the brain. There is certainly the difficult
question of comparing the qualia that two individuals have. We
cannot ever be sure whether the qualia of the red that two sub-
jects have are identical, nor whether such a comparison is mean-
ingful at all. However, it does seem to be plausible that once we
have a specific neural firing pattern in individual subjects’ brains
they will have a certain quale corresponding to that neural activ-
ity. In this sense, qualia would supervene on the neural activities.
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Some authors (including myself) have begun inquiring what the
mathematical principles involved in this supervenience would be
(Mogi 1999; Santosh, in press).

There is indeed an ambiguity in the neuron doctrine at present.
This comes in part from the inability or unwillingness of neuro-
scientists to come forward with any explicit remarks on how men-
tal events might be derived from neural activities. As long as the
neuroscientists persist in this reluctance, the neuron doctrine will
be unable to supersede the psychological sciences. My suggestion
is that we must address seriously the question of the neural cor-
relates of qualia and must try to understand how mental activities
actually supervene on neural activities. If this approach is suc-
cessful, there will be none of the ambiguity in the neuron doctrine
that Gold & Stoljar have pointed out. Elucidating the neural cor-
relates of qualia would make neuroscience plausible and radical at
the same time.

Neurobiology: Linguistics’ millennium bug?

Stanley Munsat
Department of Philosophy, University of North Carolina, Chapel Hill, NC
27599-3125. munsat@email.unc.edu

Abstract: Gold & Stoljar pose a dilemma for linguistics should neurobi-
ology win out as the science of mind. The dilemma can be avoided by
reestablishing linguistics as an autonomous discipline, rather than a branch
of the science of mind. Independent considerations for doing this are pre-
sented.

In raising the specter of the consequences should neurobiology
become the science of mind, Gold & Stoljar (G&S) have argued
that linguistics has a stake in the outcome. “So linguistics faces a
dilemma: Either it must be reformulated in neuroscientific
terms,” (which is probably not possible) “or else it must be judged
a place-holder science” (sect. 1.2). However, there is a way to es-
cape the horns of this dilemma. The proposal is radical in terms of
the nature of much current theory in linguistics, but from a
broader, more philosophical perspective it is not radical at all. The
way to escape the dilemma is to separate linguistics as the study
of language from linguistics as a science of the mind.1 (We may
even want to adopt the radical convention of using the term “lin-
guistics” for the former only.) After all, there are many disciplines
(musicology, mathematics, jurisprudence, economics, political
science) whose subject matters are (loosely speaking) human arti-
facts. They are not eo ipso branches of the science of mind. Chom-
sky has asserted the necessity of making linguistics a science of the
mind, but we should remember that linguistics had a long and
fruitful history, delivering much insight into the structure of nat-
ural language, before it was declared a science of the mind. It is
hard to believe, for example, that we would have to give up our
claims about the character of number and gender agreement in
English, or take them to be only place-holder claims, because of
the success of neurobiology in explaining the mind. A neurobio-
logical theory of how we master these features (the nature of un-
derlying structures and processes, of whatever sort they may turn
out to be) would indeed look very different from today’s cognitive
psychology. Should the millenium drive rules-and-representation
psychology out of business, or into the status of a place-holder sci-
ence, that would be too bad for the psychology of language. Lin-
guistics need not worry about it.

This argument for the separation of linguistics from science of
mind may strike some as an argument from prudence and, as such,
empty of intellectual force. After all, why should linguistics change
its way of doing business now on the basis of a purely speculative
threat, to wit, radical neurobiology? A concrete example may help
show why this return to treating linguistics as an autonomous dis-
cipline is a sound strategy.

Agrammatic aphasia is a disorder associated with damage to

Broca’s area. The collection of symptoms is rather striking; as the
name suggests, syntactic functioning is affected, whereas seman-
tic functioning remains relatively untouched. Thus patients will
show problems with number and gender agreement, tracking di-
rect versus indirect objects, and handling “contentless” mor-
phemes such as -en and -ing. They have no problems when the
morphemes have content such as dis-, un-, or -able. Prepositions
are also selectively affected. Patients show no problems with
prepositions when they have content, for example, “under the
table” as opposed to “on the table” or “above the table,” but per-
formance breaks down when the prepositions have no semantic
content, as in “under arrest” or “on fire” (“on” here does not con-
trast with “over” or “underneath”). Note that the distinction be-
tween the two types of word (often referred to as “content words”
vs. “function words”) is made on the basis of facts of the language,
such as whether or not the preposition, as used, belongs to a con-
trast set. Suppose the question came up of whether a similar dis-
tinction could be made for the prepositions in fused verb-prepo-
sition structures such as “throw up,” “mess up,” and “screw up.” Is
the preposition “up” in these a content word or a function word
(of course the answer may not be the same for all of them)? Lin-
guists would rightly complain if one proposed to answer this ques-
tion by seeing if performance on these prepositions was down for
patients with agrammatic aphasia resulting from damage to
Broca’s area. Linguistic questions must be settled by citing lin-
guistic facts. The question of how our brain or mind works to en-
able us to operate with such words is another matter.

But if this is true when the mechanisms in question are neuro-
logical structures, it is just as true when the mechanisms2 are rules
and representations. The fact that a set of rules adequately de-
scribes what is grammatical (and what is not) does not show that
those rules are somehow involved in the actual production of sen-
tences by the individual. The rules (supposing there are such) op-
erating in the production of utterances might be completely dif-
ferent from the rules linguists develop to describe the language.
For example, there is no reason why there could not be two dif-
ferent rules sharing what is linguistically a single phenomenon,
nor is it to the point to claim that the rules by which the utterances
are actually produced are “notational variants” of the linguist’s
rules. If in fact some rules or others are actually powering the pro-
duction of our utterances, then there is one and only one correct
formulation of what those rules are. This is just how it is with de-
vices that operate by following rules. (If a program will not run on
your machine, it is of little consolation that it is a “notational vari-
ant” of one that will.)

Finally, I offer a parting shot in favor of the neurological ap-
proach. Broca’s aphasia unites two otherwise disparate linguistic
phenomena – syntactic structure and function words. The expla-
nation of why they “break down” together is a mystery for the rules
approach but is immediately explained once we see that they have
a common neurological underpinning, Broca’s area. It might be
suggested that rules dealing with syntax and function words, on
the one hand, and rules dealing with semantic content, on the
other, are “implemented” in different parts of the brain, and so the
neurobiological approach gets no explanatory edge in this case.
But why should that be? That is, why should rules dealing with dif-
ferent aspects of language (e.g., syntax vs. semantics) be imple-
mented in structurally different parts of the brain? The whole
point of thinking of the brain as organized along the lines of a com-
puter is that the explanatory work is done by the sequencing of the
code and the basic algorithms that underlie it. However different
syntax is from semantics, the tools for encoding the rules of syntax
and semantics are the same. A line of code is a line of code. But
on the neurobiological view (where, as it were, everything is im-
plementation), one would expect that different brain structures
might be better suited for handling different processing tasks.
NOTES

1. Indeed psychologists currently distinguish between linguistics and
psychology of language.

2. Here, and throughout this commentary, I use the term “mecha-
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nisms” in a broad, theoretically neutral sense. Hence the “mechanisms” of
language could turn out to be rules and representations or neurological
structures.

Begging the question of causation 
in a critique of the neuron doctrine

J. Tim O’Meara
Obermann Center for Advanced Studies, University of Iowa, Iowa City, IA
52242. omeara@anthropology.unimelb.edu.au

Abstract: Gold & Stoljar’s argument rejecting the “explanatory suffi-
ciency” of the radical neuron doctrine depends on distinguishing it from
the trivial neuron doctrine. This distinction depends on the thesis of “su-
pervenience,” which depends on Hume’s regularity theory of causation. In
contrast, the radical neuron doctrine depends on a physical theory of cau-
sation, which denies the supervenience thesis. Insofar as the target article
argues by drawing implications from the premise of Humean causation,
whereas the radical doctrine depends on the competing premise of phys-
ical causation, the resulting critique of the neuron doctrine amounts
largely to begging the question of causation.

Gold & Stoljar (G&S’s) argument rejecting the “explanatory suffi-
ciency” of the radical neuron doctrine depends on distinguishing
it from the trivial neuron doctrine. This distinction depends in
turn on the thesis of “supervenience,” or “Humean superve-
nience,” which underpins claims that distinctively mental proper-
ties, entities, and events “supervene” on physical brain properties,
entities, and events, and furthermore that such supervenient
properties, entities, and events have direct explanatory import be-
yond that of physical brain mechanisms. Humean supervenience
thus offers Cartesianists a fallback position that Davidson (1980)
labels “anomalous monism,” which endorses ontological monism
together with causal (and therefore explanatory) dualism. The
trivial neuron doctrine is just the neuron doctrine interpreted
through anomalous monism.

Humean supervenience depends in turn on Hume’s regularity
theory of causation, which takes causation to be a matter of rela-
tions among events. Under this theory, causal efficacy can be
claimed for any property, entity, or event where (1) statements
about their occurrence are accepted as true by some reference
group and (2) their occurrence is suitably correlated with another
type of event (see, e.g., Nagel 1961, pp. 541–44). Once causation
is taken to be a matter of relations among events, causal efficacy
is automatically accorded to whatever properties or entities are
taken to constitute or demarcate those events (see O’Meara
1997).

Humean causation thus implies that relational properties are
causal properties in themselves. Such properties include group
and qualitative properties as well as function, fitness, order, mean-
ing, disposition, propensity, and such obtuse properties as is
“transported to a distance of less than three miles from the Eiffel
tower” (Fodor 1994, pp. 690–91). The resulting claims of causal
efficacy and direct explanatory relevance for such properties un-
derpins G&S’s conclusion that “special sciences” such as psychol-
ogy and linguistics, which deal with those supervenient or rela-
tional properties, are distinct from the physical sciences.

Humean causation carries the further implication that causal
laws state regularities of occurrence among types of events; that
causal explanations are logical arguments showing that an event
happens because its occurrence accords with the lawful pattern
governing such events; that causal concepts, laws, and theories oc-
cur at different conceptual “levels”; and that explanatory theories
might therefore be “reduced” from one level to another by show-
ing that one set of concepts and laws can be derived from the other
(see O’Meara, in press). Humean causation is thus a major premise
underpinning the target article’s claims concerning what counts as
explanatory concepts, properties, and entities; what counts as ex-

planatory laws and theories; what counts as legitimate or sufficient
explanations; and what counts as successful reduction.

In contrast, quotes from proponents of the radical neuron doc-
trine show that they are working with a physical theory of causa-
tion. According to this theory, it is empirically factual that (1) cau-
sation is exclusively a matter of the physical properties of and
interactions among what can be characterized loosely as physical
entities (recognizing that they have a temporal dimension),
(2) causal properties are exclusively physical properties, and (3)
causal entities are exclusively physical entities. Distinctively psy-
chological or cognitive properties and entities might still be said
to supervene on physical brain properties and entities – and it
might be useful sometimes to do so – but these supervenient
properties and entities have no direct explanatory import because
their referents lack causal efficacy (see O’Meara, submitted).
Thus, the radical neuron doctrine is just the neuron doctrine in-
terpreted through a physical account of causation.

Progress is now being made in formalizing a physical account of
causation (see Salmon 1984; 1994; Dowe 1992; 1995). Salmon
(1984) notes that this physical account commits us to a “mecha-
nistic world view” that is unpopular, but this unpopularity is un-
justified because it is usually conceived in terms that are scientif-
ically outmoded (p. 241). Maxwell’s electromagnetic theory and
Einstein’s special theory of relativity show that electromagnetic
fields have fundamental physical reality – an important point for
neuroscientists – so that a mechanical philosophy remains viable
even though a crude materialism, such as that engaged by G&S,
remains untenable (Salmon 1984, p. 241).

Contrary to the claim that researchers “confuse” and “conflate”
the trivial neuron doctrine with the radical neuron doctrine, that
distinction arises only under the premise of Humean causation,
which trivializes the neuron doctrine on the one hand and under-
mines it on the other. Insofar as the target article argues largely by
drawing implications about the neuron doctrine from its premise
of Humean causation, whereas the radical doctrine depends on a
competing premise of physical causation, the authors’ critique of
the neuron doctrine amounts largely to begging the question of
causation. Researchers who accept a physical theory of causation
have every reason to accept the radical neuron doctrine as well.
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The neuron doctrine in psychiatry

Christian Perring
Philosophy and Religious Studies, Dowling College, Oakdale, NY 11769.
perring@dowling.edu www.angelfire.com/ny/metapsychology

Abstract: Gold & Stoljar’s target article is important because it shows the
limitations of neurobiological theories of the mind more powerfully than
previous philosophical criticisms, especially those that focus on the sub-
jective nature of experience and those that use considerations from phi-
losophy of language to argue for the holism of the mental. They use less
controversial assumptions and clearer arguments, the conclusions of
which are applicable to the whole of neuroscience. Their conclusions can
be applied to psychiatry to argue that, contrary to many researchers’ as-
sumptions, the approaches to both understanding and treating mental dis-
orders must be interdisciplinary.

Gold & Stoljar’s (G&S’s) argument is wonderfully clear. It is note-
worthy that their criticism of the radical neuron doctrine does not
rely on considerations about the subjectivity of experience or the
holism of the mental. The philosophical debates about subjectiv-
ity, what it is like to be a bat or a human, and the existence of qualia
are controversial and have narrowed the focus on the interrelation
between neuroscience and philosophy to some very specialized is-
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sues. The debates about the holism of the mental are also contro-
versial in philosophical circles and have tended to be very abstract,
making it difficult to draw specific conclusions from them for neu-
roscientific research. G&S’s argument relies partly on the simple
virtue of conceptual clarity about the relation between meta-
physics and scientific explanation and partly on insights about sci-
entific methodology. Their argument is powerful for two main 
reasons: First, it does not rely on philosophically controversial as-
sumptions; second, it has both conceptual and methodological 
implications with a far wider reach than those of standard philo-
sophical criticisms of neurobiological accounts of the mind.

One can emphatically endorse G&S’s call for more philosophy
of neuroscience. Philosophy of neuroscience overlaps with an-
other area of increasing prominence, the philosophy of psychiatry
(see the summary of the developments in this new area of research
in Perring 1998). This commentary discusses the implications of
G&S’s target article for psychiatry.

In psychiatry, achieving effective treatments of mental disorder
has priority over the understanding of the mind. As in the rest of
medicine, it is not unusual to have an effective treatment with lit-
tle understanding of what causes the disorder or how the treat-
ment works. One of the main methods in finding treatments for
mental disorders has the following simple format: (1) Find the
causes of a mental disorder. (2) Discover how to prevent the ini-
tial causes of the mental disorder, or alternatively discover how to
intervene in the chain of causes and effects that lead from the first
cause to the final effect.

The neuron doctrine states, roughly, that a successful theory of
the mind will be a solely neuroscientific one. It seems to follow
from this that the causes of mental disorders should be understood
solely within a neuroscientific framework. We have to be very
careful how we understand this. For example, suppose for the sake
of argument that abandonment of a small child by its primary care-
givers will predispose that child to clinical depression later in life.
The abandonment itself cannot be understood in neuroscientific
terms. It might be possible, though, to describe the effects of the
abandonment in neuroscientific terms, and presumably this is
what the neuron doctrine would hold. The neuron doctrine would
never want to deny that events occurring outside of the central
nervous system have significant effects on our mental life. It would
hold that, when the mind interacts with the world, the mental as-
pects of that interaction can be understood with neuroscientific
theories.

What are the implications of the neuron doctrine for the treat-
ment of mental disorders? Although obvious, it is worth empha-
sizing that it does not follow that psychiatry should not concern it-
self with social issues (Perring 1996). As was just noted, it is quite
compatible with the neuron doctrine that mental disorders can
have causes (such as the abandonment of small children) not de-
scribable in neuroscientific terms.

Let us now focus on psychiatric treatments that deal with the
individual rather than the social. Take first the trivial neuron doc-
trine. It holds that a successful theory of the mind, and thus of
mental disorders, will use an interdisciplinary approach integrat-
ing the physical and biological sciences with the psychological sci-
ences. Thus the approach to discovering treatments for mental
disorders will also be interdisciplinary.

To move to the radical neuron doctrine, it holds that a success-
ful theory of the mind, and thus of mental disorders, will be a
solely biological neuroscientific theory. Although many re-
searchers in psychiatry would disagree with the radical neuron
doctrine, this assumption underlies much research on the nature
of mental disorders carried out today. Furthermore, it is increas-
ingly the standard assumption in the popular understanding of
psychiatry in the western world, especially the United States:
Mental disorders are often described as “brain disorders,” with the
clear implication that they should be understood in such terms as
malfunctions of neurotransmitter receptors and imbalances of
neurotransmitter levels in the bloodstream. Furthermore, the
“brain disorder” model is often used as an explanation of why the

person with the disorder has no control over the behavior associ-
ated with that disorder.

Suppose that the radical neuron doctrine were true. It would
not follow logically that the treatment for mental disorders should
necessarily be that of organic psychiatry, for example, pills, neu-
rosurgery, electroshock treatment, or other direct interventions in
the workings of the brain. Other treatments, such as talk therapy,
might still be as effective as or more effective than organic treat-
ments. It would still be an empirical question which is the most
effective form of treatment. Nevertheless, a case can be made that
if the real understanding of the mind is to be found in neurobiol-
ogy and we have some reasonable chance of achieving such an un-
derstanding, then ceteris paribus (supposing we can get a handle
on what the ceteris might be) we have the best chance of finding
effective treatments by investigating organic treatments as op-
posed to other forms of treatment.

Now we can see G&S’s argument that the radical neuron doc-
trine is controversial and implausible has significant implications
both for psychiatric research and also for the popular under-
standing of psychiatry. It is likely that an underlying assumption of
much research into the nature of mental disorders is false. The ar-
guments set forth in sections 3, 4, and 5 point to the need for an
interdisciplinary approach to psychiatric research. It is a further
corollary that the issue of the responsibility of those with mental
disorders for their behavior has not been settled and still requires
careful analysis.

Neuroscience and the explanation 
of psychological phenomena

Antti Revonsuo
Center for Cognitive Neuroscience, Department of Philosophy, University of
Turku, FIN-20014 Turku, Finland. antti.revonsuo@utu.fi
www.utu.fi/research/ccn/consciousness.html

Abstract: Explanatory problems in the philosophy of neuroscience are not
well captured by the division between the radical and the trivial neuron
doctrines. The actual problem is, instead, whether mechanistic biological
explanations across different levels of description can be extended to ac-
count for psychological phenomena. According to cognitive neuroscience,
some neural levels of description at least are essential for the explanation
of psychological phenomena, whereas, in traditional cognitive science,
psychological explanations are completely independent of the neural lev-
els of description. The challenge for cognitive neuroscience is to discover
the levels of description appropriate for the neural explanation of psycho-
logical phenomena.

What are the proper levels of description and explanation in neu-
roscience, especially when it comes to the explanation of mental
phenomena? Before we try to answer this question, it may be il-
luminating to consider how the explanation of complex biological
phenomena is realized elsewhere in the life sciences. The overall
idea is that in a biological system there are several different levels
of organization. Biological science tries to determine what these
levels are and to construct the corresponding levels of description.
The mechanistic explanation of a phenomenon at a certain level
of description is accomplished by showing how the structure and
behavior of the system at a higher level of description can be un-
derstood in terms of the parts of the system, their functions and
interactions, all of which reside at a lower level of description.

Mechanistic explanation by no means entails what philosophers
call “elimination.” Although we do have a mechanistic under-
standing of, say, a living cell, no biologist would deny that cells nev-
ertheless really do exist, nor that they are elementary entities at
their own level of organization. Furthermore, mechanistic expla-
nation in biology has little to do with what philosophers call “the-
ory reduction.” Biologists do not engage in figuring out what the
logical relationships of linguistic representations of biological
knowledge might be. In fact, scientific knowledge in biology does
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not consist of laws that are expressed in linguistic representations.
Thus, theory reduction is largely irrelevant to the actual empirical
progress made in biology. Instead of laws, biological knowledge is
typically expressed in models of biological systems. Such models
are usually expressed in visualizable diagrams and figures, and
their development is often heavily dependent on the available re-
search methods and techniques that allow the visualization of oth-
erwise unobservable biological phenomena (Bechtel & Richard-
son 1993; Sargent 1996).

In this naturalistic framework of biological explanation, the rad-
ical neuron doctrine (RND) can be reinterpreted as the claim that
there should be a privileged level of explanation in neuroscience
at the level of the basic structural and functional properties of neu-
rons, ensembles, or structures. All higher level (especially psy-
chological) descriptions can be discarded (at least in principle) in
favor of descriptions at the privileged neurobiological level. Gold
& Stoljar (G&S) are quite correct in pointing out that the RND is
highly dubious. One reason for this (not mentioned by G&S) is
that explanation elsewhere in biology obviously requires multiple
levels of description; different kinds of biological entities and in-
teractions are realized at distinct levels of organization. There is
no reason to believe that any single explanatory level should pre-
vail at the expense of all the other ones or that mechanistic expla-
nation should lead to the abandonment of higher level descrip-
tions and phenomena. A similar view is arising in the philosophy
of chemistry: Molecular structure is seen as a level of reality on-
tologically distinct from the lower, microphysical levels (Del Re
1998; see also Guterman 1998).

It would appear rather foolish for neuroscientists to support the
RND when explanation elsewhere in the life sciences actually re-
quires multiple levels of description. I therefore doubt that many
neuroscientists actually support the RND. Furthermore, I doubt
that neuroscientists have in mind anything so loose as what G&S
call the trivial neuron doctrine (TND) when they use the term
“cognitive neuroscience.” G&S (sect. 2.2.1, para. 1) claim that
“cognitive neuroscience includes any concept from the psycho-
logical or biological sciences” and that “most cognitive scientists
believe they are theorizing about the brain” and consequently are
“neuroscientists in the cognitive sense” (sect. 3.1, para. 3). It ap-
pears, instead, that cognitive neuroscience attempts to extend the
strategies of mechanistic biological explanation all the way up to
psychological phenomena. This goal is obvious if we look at how
the pioneers of cognitive neuroscience characterize their field:

Cognitive neuroscience is an attempt to understand how cognition
arises from brain processes; the focus is on the brain, as the term “neu-
roscience” implies. We don’t want to separate the theory of information
processing from the theory of the brain as a physical mechanism. . . . A
complete cognitive neuroscience theory would specify . . . how each
process is instantiated in the brain, and how brain circuits produce the
input/output mappings accomplished by each process. . . . Given these
goals, it seems clear that cognitive neuroscience must move closer to
neurobiology. But it will simply not become neurobiology. (Kosslyn, in
Gazzaniga 1997, pp. 159–60)

At some point in the future, cognitive neuroscience will be able to de-
scribe the algorithms that drive structural neural elements into the
physiological activity that results in perception, cognition, and perhaps
even consciousness. . . . The future of the field, however, is working to-
ward a science that truly relates brain and cognition in a mechanistic
way. . . . The science built up to understand how the brain enables the
mind has come to be called cognitive neuroscience. (Gazzaniga 1995,
p. xiii)

Cognitive neuroscience sees psychological levels (“cognition”)
as the higher levels of description, to be explained by referring to
the neural and neurocomputational mechanisms residing at the
lower levels. Psychological phenomena are not explanatorily au-
tonomous, but neither are they eliminable, just as cytology is nei-
ther eliminable nor autonomous in relation to biochemistry and
molecular biology. The cognitive neuroscientific view of explana-

tion is radically different from the standard computationalist and
representationalist views in cognitive science, which see psychol-
ogy as residing at an explanatorily autonomous level:

A better understanding of the mind is not to be obtained by knowledge
– no matter how detailed or precise – of the biological machinery by
means of which the mind does its job. (Dretske 1995, p. xiv)

The view that cognition can be understood as computation is ubiqui-
tous. . . . In studying computation it is possible, and in certain respects
essential, to factor apart the nature of the symbolic process from prop-
erties of the physical device in which it is realized. (Pylyshyn 1990, pp.
18, 29)

The central disagreement between cognitive science and cog-
nitive neuroscience in the explanation of psychological phenom-
ena is whether or not the explanations can be construed at a level
of description where no reference to neural phenomena is neces-
sary. Traditional cognitive scientists claim that no reference to the
neural level is really required. Therefore, it seems quite peculiar
to call cognitive scientists “neuroscientists in the cognitive sense”
(sect. 3.1, para. 3). According to cognitive neuroscientists, some
neural levels of description at least are essential for the explana-
tion of psychological phenomena: Psychology is not entirely au-
tonomous in relation to neuroscience. Cognitive neuroscience en-
tails no commitments either to the RND (which imposes too strict
constraints on acceptable levels of explanation) or to the TND
(which imposes practically no constraints at all and is consistent
with the complete autonomy of psychological explanation and the-
ory).

We have, however, no reason to believe that current neuro-
science describes all the levels of organization in the brain that will
be explanatorily relevant. Quite the contrary: We have good rea-
sons to believe that there are higher levels of neurophysiological
organization that have not yet been empirically uncovered. More-
over, the ontology of cognition remains unclear, too: Neither sym-
bol processing nor connectionism seems to be an entirely satis-
factory account of what cognitive phenomena are at bottom
(Bechtel 1994), and the notions of “symbol,” “computation,” and
“algorithm” do not name any natural biological phenomena that
would exist independently of observers (Searle 1992). Thus, the
appropriate levels of organization remain to be discovered both in
the mind and on the brain side of the story.

In conclusion, explanation in neuroscience should be seen in
the context of biological explanation. This approach reveals that
the RND is indeed an untenable position. What most so-called re-
ductionists in neuroscience seem to have in mind is not the RND
but, instead, the notion of mechanistic biological explanation
across different levels of description. This type of explanation
works extremely well within life sciences and should therefore be
extended to psychological phenomena through the research pro-
gram of cognitive neuroscience. The view opposite to this sort of
“reductionism” is not the TND but, rather, the widespread belief
within behavioral sciences that psychological explanation is es-
sentially autonomous with respect to neuroscience. Functionalism
and computationalism, popular varieties of this philosophy, are
deeply embedded in traditional cognitive science. Cognitive neu-
roscientists are thus caught in a theoretical dilemma: On the one
hand, they absorb the psychological vocabulary from cognitive sci-
ence, which emphasizes independence from neural and biological
levels of explanation. On the other hand, cognitive neuroscientists
want to have strictly mechanistic biological explanations of psy-
chological phenomena. This curious combination of ideas from bi-
ological and cognitive sciences leads them to talk about computa-
tion in the brain and “algorithms . . . translating structural
physiological data into psychological function” (Gazzaniga 1997,
p. 160), although it is empirically impossible to discover algo-
rithms or computations in the brain, insofar as these notions do
not denote any natural phenomena (Revonsuo 1994; Searle 1992).
These explanatory problems reduce to the fact that we simply have
not yet found the appropriate levels of description to be used in a
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full mechanistic biological explanation of psychological phenom-
ena.
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Abstract: This commentary is intended to illuminate Gold’s & Stoljar’s
main contentions by exploiting a favorite comparison, namely, that be-
tween biology and electronics. Roughly, and leaving out Darwinian theory
and the like, biology is physics and chemistry plus natural history just as
electronics is physics plus wiring diagrams. Natural history (even that dis-
covered by sophisticated apparatus such as electron microscopes) contains
generalizations, not laws. Psychology and cognitive science typically give
more abstract explanations, as do “block diagrams” in electronics, and are
less dispensable.

I am largely in agreement with Gold & Stoljar (G&S) and here
wish to illuminate and possibly strengthen what I believe to be
their main contentions by using a favorite comparison of mine
(Smart 1963; 1989), that the relation of physics and chemistry to
biology (and I take psychology to be a branch of biology) is com-
parable to that of physics to electronics. (I am thinking of the cen-
tral biochemical core of biology, not of Darwinian theory or of sta-
tistically and geographically oriented ecology.) Putting it crudely,
biology is physics and chemistry plus natural history, and elec-
tronics is physics plus wiring diagrams. I shall abstract away from
the practical motives of electronics and think of it as an object of
intellectual curiosity, as some of us nontechnologists do. Natural
history does not give us laws but gives us mere generalizations, ex-
ceptions to which need not cause intellectual concern. The gen-
eralizations may be more sophisticated than those made by field
naturalists: They may be about entities that can be observed only
with highly technical apparatus. With a qualification (having to do
with “block diagrams”), the generalizations are explained by
means of the laws of physics and chemistry. Thus, it is wrong to
think of biology becoming a subtheory of physics itself.

Now, let us look at the analogy with electronics. Wiring dia-
grams are generalizations. Apparatus can go wrong; components
can fail. Consider a superheterodyne radio receiver. The distinc-
tive thing about it is a circuit (based on a valve or transistors) that
changes a radio frequency signal to an intermediate frequency sig-
nal, which can be amplified with greater stability than can a radio
frequency one and with greater sensitivity than can an audio fre-
quency one. This circuit is called “a frequency changer” and can
be represented as a square in a “block diagram,” which will also
contain other interconnected but distinct squares, such as for “ra-
dio frequency amplifier,” “detector,” and “audio frequency ampli-
fier” as well as for “intermediate frequency amplifier.” Note that
it is possible for these entities to overlap in the wiring diagram. A
block diagram for a superheterodyne certainly can give some un-
derstanding of the working of the receiver. It would not be as de-
tailed an explanation as we would get from a complete wiring di-
agram. Nevertheless, it would have some advantages, enabling us
to see the wood for the trees and also being more general, apply-
ing to superheterodynes whose circuits differ, for example, re-
garding whether there are thermionic valves or transistors. Pur-
suing the analogy, cognitive science and psychology operate very
largely at a “block diagram” level. In the electronics case, the ex-
planatory value persists even in the absence of teleology and in the
possible intimate knowledge of the circuitry. Even with this last

we are not quite down to physics; “transistor,” “transformer,” “re-
sistor,” and so on are hardly terms of physics proper, nor is “neu-
ron.” Engineers regularly treat components as “black boxes,” and
neuroscientists regularly do the same with neurons. Still, this is not 
germane to my main point.

Let us therefore think of psychology and cognitive science as
largely concerned with block diagrams. The unification of these
sciences with neuroscience is thus the bringing together of one
level of abstraction with another. Neurology itself contains gener-
alizations of natural history, not laws, as in the originally separate
sciences of electricity and magnetism. The unification of these in
Maxwell’s equations and the invariance of these in special relativ-
ity is a poor model for the sort of unification of generalizations and
physical principles that we get in biology and in technology. Per-
haps what is wrong with the position of the proponents of the neu-
ron doctrine is that unification has to be of the sort we get in
physics or else is nothing. I hope that my comparison of the ex-
planatory structure of biology to that of technology (in abstraction
from teleology) will shed light on the confusion that Gold & Stol-
jar diagnose: the conflation of a weak and a strong interpretation
of the neuron doctrine. Indeed, neuroscience may always have to
rely on block diagrams, because the circuitry of the human brain
is thousands of orders of magnitude more complex than that of a
radio, and the values of interconnections between neurons are
changing all the time. Metaphysically, of course, I have no quar-
rel with the strong neuron theory.

Autonomous psychology and the moderate
neuron doctrine

Tony Stonea and Martin Daviesb

aDivision of Psychology, South Bank University, London SE1 0AA, United
Kingdom, and bDepartment of Experimental Psychology, University of Oxford,
Oxford OX1 3UD, United Kingdom. stonea@sbu.ac.uk
martin.davies@philosophy.ox.ac.uk sbu.ac.uk/psycho

Abstract: Two notions of autonomy are distinguished. The respective de-
nials that psychology is autonomous from neurobiology are neuron doc-
trines, moderate and radical. According to the moderate neuron doctrine,
interdisciplinary interaction need not aim at reduction. It is proposed that
it is more plausible that there is slippage from the moderate to the radical
neuron doctrine than that there is confusion between the radical neuron
doctrine and the trivial version.

What does it mean to say that the discipline of psychology is au-
tonomous? Jerry Fodor (1998, p. 9) says that “a law or theory that
figures in bona fide empirical explanations but that is not re-
ducible to a law or theory of physics is ipso facto autonomous.” F-
autonomy is irreducibility. The Churchlands mean more than this
by autonomy; for them, to regard a discipline as autonomous is to
“try to conduct the affairs of [that discipline] independently of the
affairs of its immediate neighbours, both upward and downward
in level” (Churchland & Churchland 1996a, p. 220). We take it
that this is not just a matter of pragmatic choices about conduct-
ing research with limited resources; rather, a discipline is au-
tonomous when it is not governed or constrained by other disci-
plines. In this sense, C-autonomy is independence. On the face of
it, the two doctrines are distinct, and C-autonomy entails F-
autonomy.

Consider now the denial of autonomy in each case. Officially,
the denial of F-autonomy about psychology is the claim that if
there are laws or theories of a genuine empirical science of psy-
chology, they are reducible to laws or theories of physics. We shall
suppose that, en route to physics, the laws or theories of psychol-
ogy would be reduced to laws or theories of neurobiology. This is
the aspect of the denial of F-autonomy that we shall focus on: the
denial of the autonomy of psychology from neurobiology. The de-
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nial of C-autonomy about psychology is the claim that psycholog-
ical theories are constrained from above and below: “Theories at
different levels quite properly function as ongoing checks, bal-
ances, and inspirations for theories at adjacent levels, both up and
down” (Churchland & Churchland 1996a, p. 221). In particular,
the denial of the C-autonomy of psychology from neurobiology
holds that discoveries in neurobiology may put empirical pressure
on psychological theories.

These two denials are, we may say, neuron doctrines, though
they do not equate precisely with the radical and trivial neuron
doctrines that Gold & Stoljar (G&S) distinguish. The possibility of
reduction is certainly part of the radical neuron doctrine, but it is
also part of the doctrine that “the psychological sciences must be
relegated to a second-rate, or place-holder, status” (sect. 1, para.
4) and that psychological theories will be discarded in favor of 
neurobiological ones. As the Churchlands argue persuasively
(Churchland & Churchland 1990), this claim about actual scien-
tific practice does not follow from the claim about reducibility.
Thus, the denial of the F-autonomy of psychology from neuro-
biology is a substantial part of, but not the whole of, the radical
neuron doctrine.

The denial of C-autonomy is clearly not radical, but it is not triv-
ial either. The trivial neuron doctrine states only that a successful
theory of mind will draw on some or all of the components of cog-
nitive neuroscience; it might draw only on neurobiology or only on
psychology or on some combination. Thus, the trivial neuron doc-
trine would be supported by someone who maintained that neu-
robiology would play no part at all in a successful theory of the
mind. As neuron doctrines go, this is trivial indeed.

We propose to distinguish between a weak and a moderate neu-
ron doctrine. The weak neuron doctrine goes beyond the trivial by
saying that neurobiology will be one of the disciplines that to-
gether furnish a successful theory of mind. However, this is still
consistent with C-autonomy; the weak neuron doctrine allows a
picture of cognitive neuroscience as a project in which different
aspects of behavior receive explanations from different and inde-
pendent component disciplines. The moderate neuron doctrine
takes the further step of saying that cognitive neuroscience is an
interdisciplinary, and not just a multidisciplinary, project. It denies
C-autonomy and allows that results in neurobiology could count
against a putative cognitive psychological explanation of some 
aspect of behavior.

Just as the two notions of autonomy are, on the face of it, dis-
tinct, so also this moderate neuron doctrine is different from the
radical neuron doctrine. The moderate neuron doctrine seems to
capture something of the idea that cognitive psychological and
neurobiological theories coevolve (P. S. Churchland 1986), but
Churchland links the idea of coevolution with something else
(p. 284): “The discoveries and problems of each theory may sug-
gest modifications, developments, and experiments for the other,
and thus the two evolve towards a reductive consummation.” As
against this, we do not regard “reductive consummation” as the in-
evitable result, or even as the desired endpoint, of coevolution or
interdisciplinary interaction. Interaction without reduction seems
to be an allowable, and even attractive, option.

Among those theorists who would accept the moderate neuron
doctrine but without any commitment to the reducibility of cog-
nitive psychological theories, laws, or categories are those who
claim that, within cognitive neuroscience, the functional (i.e., cog-
nitive psychological) level has priority over the neurobiological
level. Part of the priority idea is this (Coltheart & Langdon 1998,
p. 150): “It can be very hard to understand what a system is actu-
ally doing if one’s only information about it is a description at the
physical-instantiation level” (cf. P. S. Churchland 1986, p. 373:
“Neuroscience needs psychology because it needs to know what
the system does”). Another part is that neurobiological theories
may be “conceptually dependent” on cognitive psychological the-
ories (Coltheart & Langdon 1998, p. 149), and, in practical terms,
the development of a cognitive psychological theory may abstract
from debates within neurobiology even while it is acknowledged

that the theory would have to be rejected were there no neurobi-
ological story consistent with it. (See Young 1998, p. 44, for this
point applied to a dual-route theory of face processing.)

Perhaps defensible claims about the theoretical and practical
priority of the cognitive level sometimes tip over into something
more extreme and implausible, namely, the claim that neurobiol-
ogy is strictly irrelevant to cognitive psychological theorizing.
However, even the strong priority claims of Mehler et al. (1984)
are consistent with the in principle answerability of cognitive psy-
chological theory to neurobiological data (see also Shallice 1988,
p. 214). There is certainly nothing inevitable about a shift from
the priority idea to an assertion of strict disciplinary indepen-
dence. On the contrary, the priority idea seems to be consistent
even with the reducibility of cognitive psychology to neurobiol-
ogy.

Like G&S, we are not convinced of the truth of the radical neu-
ron doctrine in either its theoretical (“reduce”) or practical (“dis-
card”) aspect. We do, however, think that the moderate neuron
doctrine is plausible. Cognitive psychology is constrained by neu-
robiology because neurobiology tells us about the mechanisms in
virtue of which cognitive psychological generalizations are true
(Fodor 1989). In practice this is constraint without government;
challenges and insights flow in both directions.

We can hypothesise that some arguments for the radical neu-
ron doctrine involve a degree of slippage from interaction to re-
duction, but G&S’s diagnosis of where the arguments are apt to
go wrong is different. Their hypothesis, which figures especially
in their discussion of the argument from naturalism and materi-
alism, is that advocates of the radical neuron doctrine confuse it
with the trivial version. Given that the trivial neuron doctrine al-
lows that neurobiology has no part to play in a successful theory
of the mind, whereas the radical doctrine asserts that only neu-
robiology has any part to play, this is not an easy confusion to
make.

The Churchlands’ neuron doctrine:
Both cognitive and reductionist

John Sutton
Department of Philosophy, Macquarie University, Sydney, NSW 2109,
Australia. jsutton@laurel.ocs.mq.edu.au
www.phil.mq.edu.au/staff.htm

Abstract: According to Gold & Stoljar, one cannot consistently be both
reductionist about psychoneural relations and invoke concepts developed
in the psychological sciences. I deny the utility of their distinction between
biological and cognitive neuroscience, suggesting that they construe bio-
logical neuroscience too rigidly and cognitive neuroscience too liberally.
Then, I reject their characterization of reductionism. Reductions need not
go down past neurobiology straight to physics, and cases of partial, local
reduction are not neatly distinguishable from cases of mere implementa-
tion. Modifying the argument from unification as reduction, I defend a po-
sition weaker than the radical but stronger than the trivial neuron doctrine.

Gold & Stoljar (G&S) allow “biological neuroscience” to include
study of the function as well as the structure of neuronal ensem-
bles (sect. 2.1). But they think that invocations of function in ac-
tual neurobiological explanations already invoke nonbiological
concepts, so that explanations of causal mechanisms fulfilling
those functions are not purely neurobiological. Because even an
apparently physiological notion such as the reflex is “highly theo-
retical,” G&S deny that it is a legitimate construct of physiology
alone (n. 40). It is as if the fact that neurophysiology, as Enc (1983)
says, “contains as an essential component a certain abstract level
of description of the functional organization of the nervous sys-
tem” (p. 298), automatically makes it a nonbiological science.
Thus, the radical neuron doctrine (RND) as defined is ludicrously
strong. G&S’s purified definition, excluding all psychological, the-
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oretical, or behavioral terms from neurobiology, allows only theo-
rists who refuse to invoke concepts such as classical conditioning,
information, and representation consistently to propose RND.
There may be some such theorists among those who deny the util-
ity of current concepts of representation, seeking instead to re-
place psychology with terms from dynamical systems theory (van
Gelder 1995) or even quantum theory (Penrose 1994). G&S could
persuasively argue that these attempts to unify cognitive science
directly with physics, which are compatible with RND, do not
have sufficient resources to explain mentality. Surprisingly,
though, they are not the targets. Instead, G&S implausibly inter-
pret the Churchlands as supporters of RND. However, neuro-
computational models of learning and memory centrally invoke
representations (P. S. Churchland & Sejnowski 1992, pp. 141–
237). They are pitched “at a decidedly abstract level”: The two-
pronged framework of transient, occurrent representations, and
enduring, dispositional (distributed) representations can in prin-
ciple be realized in many neurobiological systems (Churchland &
Churchland 1996a, pp. 224–30). Indeed recognizably connec-
tionist frameworks of explicit and implicit memory representation
were developed by early modern theorists such as Descartes and
Hartley, who relied on quite different neurophysiological realiza-
tions, in animal spirits and in vibrations, respectively (Sutton 1998;
1999).

G&S have two responses. First, they complain that the
Churchlands do nevertheless, in confusion, often defend RND.
A more charitable reading would focus less on hyperbolical
rhetoric and more on the Churchlands’ detailed proposals for
specific neurocomputational explanations, where they rely on
thoroughly cognitive theories, including the opponent process
theory of color perception (Churchland & Churchland 1998, pp.
168–72; cf. the use of psychophysical and clinical data on vision
in P. S. Churchland & Ramachandran, 1993, and of the cognitive
neuropsychology of emotion and decision making in P. S. Church-
land 1996).

More substantively, G&S see the only alternative to RND as the
weak trivial neuron doctrine, by which “cognitive neuroscience”
will explain mentality. They see all versions of the neuron doctrine
that allow for relations of integration (rather than exclusion, re-
duction, or replacement) between psychology and neurobiology
as equally “trivial” (sect. 2.2.1, para. 2). G&S’s definition of “cog-
nitive neuroscience” is too inclusive. As a label for a “science of
minimal commitments,” their category includes a “vast family of
sciences” that might contribute to an understanding of mentality
(Stoljar & Gold 1998, pp. 111, 130). Approaches as diverse as com-
putational neuroscience and cognitive ethology do actively seek
“to synthesize biology and psychology in order to understand the
mind” (sect. 2.1, para. 2), but many others who accept the basic
materialism of the trivial neuron doctrine do not pursue this syn-
thesis, and a definition of cognitive neuroscience that includes
them is misleading. In, for example, Chomskian linguistics, psy-
choanalysis, and classical artificial intelligence (AI), many theo-
rists study the brain only in the attenuated sense that, say, geolo-
gists or ecologists study particles. This is not yet a criticism; it
might be (as the analogy makes clear) that direct study of the brain
does not aid understanding of some mental phenomena. The
Churchlands’ targets are not the psychological and linguistic sci-
ences per se, but only certain theories within those sciences. In
context, P. M. Churchland’s reference to “an alternative to, or po-
tential reduction of” Chomskyan linguistics is clearly not a state-
ment of RND (sect. 1.2, para. 5) but an empirical bet that other
(neuro)computational, thoroughly cognitive frameworks will bet-
ter explain linguistic performance and competence.

G&S see Kandel’s account of learning as a mere implementa-
tion, rather than a reduction, of psychological theory. This is a con-
troversial, narrow picture of reduction, by which the reducing the-
ory has to be entirely conceptually independent of the reduced
theory. However, many philosophers of science hold that reduc-
tions can be partial (Bickle 1998). In a thoroughgoing discussion
of Kandel’s work, for example, Kenneth Schaffner (1992, pp. 323–

39) argues that reductive connections between psychology and
neurobiology need not be simple. He acknowledges that the
causal generalizations of theories such as Kandel’s are “typically
not framed in purely biochemical terminology” but instead mix
different levels: There is not even a single neurobiological level,
as the model of molecular biological processes is integrated into,
or “seen as a more detailed expansion of the neural circuit for the
gill-siphon reflex.” Genuine explanatory reductions will produce
“many weblike and bushy connections” across levels, with causal
sequences described at many levels of aggregation. The general-
izability of biological reductions is limited; some may be specific
to the system in question. Thus, not even reductionists impressed
by Kandel need claim that this kind of synaptic plasticity explains
all forms of learning and memory, though Kandel himself seems
tempted by RND (1987, p. viii). Reduction, on a range of more
liberal views, is “bound to be patchy” (Schaffner 1992, p. 37; cf.
P. M. Churchland, 1996, p. 306, on “objective knowledge of a
highly idiosyncratic reality”).

G&S rely on a sharp distinction between “parasitic” theories,
which merely specify implementing mechanisms for independent
psychological functions, and genuinely reductive theories (such as
the kinetic theory of heat) which render reduced terms (“temper-
ature”) explanatorily redundant (sect. 5.3.3, para. 2). In their view,
explanations in neurobiology that rely on functional characteriza-
tions of the explananda are automatically (nonreductive) mere im-
plementations. However, if a Schaffner-like picture of reduction
is correct, this distinction breaks down, and many different rela-
tions between mere implementation and complete reduction are
possible. A modified “argument from unification as reduction” can
then go through. G&S’s strategy against this argument (sect. 4.2)
is to set aside the “enormous literature dealing with reductionism”
and then to interpret reductionism in a specific, implausibly
strong way, as requiring direct and complete descent to the phys-
ical. If this was the only form of reductionism, then reductionists
would refute themselves whenever they employ terms other than
those of a completed fundamental physics, but it is not. The mod-
ified argument from reductive unification encourages close en-
gagement, as exemplified by G&S, with the complex mesh of
causal generalizations embedded in specific neurophysiological
theories and importantly leaves open the possibility that, in some
domains, psychological concepts may be (partially) revised. RND
then becomes unnecessary; we get a modified conception of gen-
uine reduction without inevitably dispensing with psychological
concepts.

Taking the trivial doctrine seriously:
Functionalism, eliminativism,
and materialism

Maurizio Tirassa
Centro di Scienza Cognitiva, Università di Torino, 10123 Turin, Italy.
tirassa@psych.unito.it

Abstract: Gold & Stoljar’s (G&S’s) characterization of the trivial doctrine
and of its relationships with the radical one misses some differences that
may be crucial. The radical doctrine can be read as a derivative of the com-
putational version of functionalism that provides the backbone of current
cognitive science and is fundamentally uninterested in biology: Both doc-
trines are fundamentally wrong. The synthesis between neurobiology and
psychology requires instead that minds be viewed as ontologically primi-
tive, that is, as material properties of functioning bodies. G&S’s charac-
terization of the trivial doctrine should therefore be correspondingly mod-
ified.

Gold & Stoljar (G&S) contrast two versions of the neuron doc-
trine, the claim that scientific understanding of the mind will
come from neurobiology. In the trivial version, understanding will
require the synthesis of neurobiology and psychology; according
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to G&S, this reading of the neuron doctrine is uncontroversial and
widely accepted in cognitive science. The radical version is instead
eliminativist: It can be clearly distinguished, at least in general,
from the trivial one, and G&S prove it wrong by showing that pre-
cisely the psychological concepts it rejects are instead necessary in
neurobiology.

This picture, however, misses some differences that may be cru-
cial. The backbone of cognitive science is currently provided by a
doctrine, computational functionalism, that has nothing to do with
biology, which it views as mere implementation, that is, acciden-
tal. Furthermore, this doctrine has close (albeit seldom acknowl-
edged) relationships with eliminativism. G&S’s characterization of
the trivial doctrine as the assembly of all noneliminativist views of
cognition blurs the difference between the biologically inspired
and the classically computational views of cognition and should
therefore be correspondingly modified.

That the computer metaphor lies at the heart of most contem-
porary studies of the mind hardly seems debatable: Talk of cogni-
tion as computation is commonplace both in the symbolic and in
the connectionist literature, albeit with different specifications,
and so is the tenet that the architecture of the mind is that of an
information-processing system. (Let us set aside the exhausting
discussion of precisely what sort of information-processing system
the mind is supposed to be.) It is constitutive of this perspective
that the mind is an abstract description of the physical machine
that happens to “implement” cognition. The doctrine of multiple
realizability is the natural, if sometimes disowned, child of this
view.

Computational functionalism is generally held to be the oppo-
site of eliminativism; indeed, this seems to be G&S’s view as well
when they exclude from their characterization of the trivial doc-
trine only “a certain version of artificial intelligence” (sect. 2.2.1,
para. 7). As the mind is stripped of its ontological primitiveness,
however, the radical doctrine loses much of its radicalness and un-
reasonableness: After all, if the mind is only an abstract level of de-
scription, why should cognitive scientists not simply do away with
it and focus instead on the concrete physical machine? Elimina-
tivism is another natural child of computationalism, though, again,
one that is often disowned. (There is no space here to discuss how
it relates to the doctrine of multiple realizability.)

Should this reading appear somewhat wicked, reconsider in its
light the quotation that G&S make from Higginbotham1 (1990):
“the study of the mind is the study of the brain and nervous sys-
tem, conducted at some level of abstraction that we would like to
clarify” (sect. 2.2.1, para. 4).

As another example, suppose that, thanks to some novel 
mathematical approach, a yet-to-be-devised nonassociative con-
nectionist network proves capable of satisfactory grammatical
parsing: Would this not be a proof, to those who endorse compu-
tational functionalism, that the alleged abstract level of descrip-
tion is fundamentally useless and thus count as a match point for
the radical doctrine that minds are but the folk postulates of an
immature science? (According to the account that the mind is a
computational device implemented in the brain, such a hypothet-
ical network must be at least a possibility, if computationalism is
not to espouse dualism. The insufficiencies of current connec-
tionism thus cannot be used to do away with this point.)

The only way out of these two related versions of eliminativism
(computational functionalism and G&S’s radical doctrine) is to ac-
knowledge that minds are ontologically primitive rather than dis-
posable high-level descriptions of what is actually occurring at the
physical level. Unless one is willing to be a dualist, this position in
turn entails that minds must be conceived of as material proper-
ties of functioning brains (or, better still, functioning bodies). As
with all natural phenomena, minds can of course be described, but
they are not themselves levels of descriptions.

To resume, the situation is much more complex and articulated,
and more controversial, than can be captured with the dichotomy
between mentalism and eliminativism, unless careful constraints
are imposed on what view of the mind counts as noneliminativist.

In particular, what G&S call the trivial doctrine comes in two quite
different versions that should not be conflated. One version en-
dorses what seems to me (and to G&S) the main tenet of materi-
alist cognitive science, namely, the idea that neurobiology and psy-
chology should proceed toward a nondualist, noneliminativist
synthesis. This doctrine will turn out to be correct in one or an-
other of its possible versions and has all the substantive conse-
quences one might desire, concerning in particular the plausi-
bility of computationalism and the role of formal tools and exter-
nalized codes in the study of cognition.

Most cognitive scientists, however, seem to endorse a different
version of the trivial doctrine, one that builds on the computational
version of functionalism that has so pervasively shaped the devel-
opment of our discipline and while viewing biology as implemen-
tation, is fundamentally uninterested in it. The radical doctrine
may be viewed as a consequent, albeit somewhat perverted, de-
rivative of this stance, and both are fundamentally mistaken.

NOTE
1. My point is not particularly aimed at Higginbotham’s work or at lin-

guistics in general: Analogous statements abound in the literature on the
philosophy of cognitive science as well as in textbooks and introductions
to the field.

Let us keep our ontology 
and epistemology separate!

William R. Uttal
Arizona State University, Department of Industrial and Management Systems
Engineering, Tempe 85287-5906. aowru@asu.edu

Abstract: Gold & Stoljar are right in their thesis but incomplete in not
pointing out that there are many other arguments from cognate sciences
suggesting that a radical eliminativist neuroreductionism is unlikely to be
achieved. The radical neuron doctrine they criticize is only a hoped for
dogma that cannot be verified, whereas a constrained monistic material-
ism (with only partial reductionism) is subject to immediate test by apply-
ing such criteria as combinatorial complexity and thermodynamic ir-
reversibility.

Congratulations to Gold & Stoljar (G&S). They have brought clar-
ity and good sense to the absurdities of the hyper-reductive state-
ments of some overly enthusiastic neurobiologists and their at-
tendant philosophers. I fully support G&S’s position and offer the
following supplementary material to strengthen their case further.

Let us express the key issue using G&S’s terminology. First, the
“radical neuron doctrine” argument is as follows: Mental pro-
cesses will ultimately be fully explained by neurobiological data
and theories! Insofar as this has not yet happened, it is necessar-
ily an assumption, a dogma, a prejudgment, a hope, and/or an
untestable hypothesis. There is no way to verify this conjecture
conclusively at the present time. Second, the “trivial neuron doc-
trine” is as follows: Mind, although assuredly a biological process,
cannot be fully explained by neurobiological processes! If it can be
shown that there are strong reasons to support this doctrine, then
it would be possible to accept it at the present time. I contend that,
unlike the case with the radical version, there are solid arguments
that make this version into a testable hypothesis.

The following list contains the most compelling epistemologi-
cal arguments against eliminativism.

1. Combinatorial explosion: The number of neurons involved
in even the simplest kind of cognitive process is so large that no
conceivable model could analyze it at the necessary level of detail
from which mentation emerges.

2. Entropic irreversibility: There is no way to go from the cur-
rent state of a complex system such as the mind to its initial con-
ditions, that is, to its neural origins.

3. Functionally closed systems: Although the “black box” rep-
resented by the brain may be surgically or tomographically
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opened, because of its complexity it remains functionally
closed.

4. Chaotic apparent randomness: Although determinist in
principle, information about the brain is in a state of functional or
apparent randomness. It is impossible either to work up from the
neural component level to mind or to work backwards from the
mind to the network. The necessary information to do either is
simply not available.

5. Descriptive neutrality: Mathematics, computational models,
and psychophysics are only descriptive and are neutral with regard
to the specific internal mechanics or processes of a complex 
system.

6. Misinterpreted analogies: Low-level neural processes are
not the equivalents of perception; transmission codes represent
stimulus parameters but are not the same as the mechanisms in-
stantiating the veridical mental responses. Furthermore, the re-
sponses of single neurons are not the psychoneural equivalents of
mental processes.

7. Cognitive penetration: The semantic content of a message
affects its interpretation; thus, strict neuroreductionism ignores
some of the critical high-level influences on mental acts.

8. Dynamic, adaptive, statistical, and redundant nature of
neural states: The neural net is so unstable, redundant, and adap-
tive that it is unlikely we will ever be able to define a unique equiv-
alence of neural network state and mental process.

By ignoring these arguments, eliminativists confuse their un-
testable ontological beliefs with testable epistemological con-
straints. Furthermore, the eliminativist position confuses many
contemporary neuroscientific accomplishments with future goals
that are beyond any plausible scientific approach. This is not to say
that mental processes are not material manifestations or that they
reflect some kind of dualistic or metaphysical reality. Rather, it is
to emphasize that there are well established limits and boundaries
on the acquisition of knowledge established by other kinds of nor-
mal science that affect the extreme neuroreductionist dogma. It is
also to say that, although considerable progress has been made in
understanding the simplest of neural processes and codes (usually
those of transmission and relatively peripheral sensory or motor
cortical mechanisms), we have no knowledge of how the activity
in complex networks of central neurons become the equivalents
of (or are) mental processes.

As impressive as is Kandel’s research, G&S’s extensive discus-
sion of it is largely irrelevant. As they point out, arguing from func-
tional analogies such as the one between conditioning in humans
and the simple kind of learning in Aplysia is a typical source of the
eliminativist’s false optimism. Indeed, Hawkins and Kandel (1984)
themselves noted that they “do not provide any data suggesting
that higher orders of conditioning must necessarily emerge from
the basic cellular mechanisms of more elementary forms of learn-
ing” (p. 389). One hopes that this wisdom still holds in their think-
ing.

Finally, nothing said here should be interpreted to mean that
neurobiology has no place in psychology (and certainly not vice
versa). Neurophysiology has added enormously to our under-
standing of how we see and move. The problem is, as G&S have
so properly noted and as I have argued more extensively else-
where (Uttal 1998), a radical neuroreductionism is unlikely to
eliminate completely molar psychological theories and concepts.

Synaptic plasticity is complex;
neurobiologists are not

Richard M. Vickery
School of Physiology and Pharmacology, University of New South Wales,
Sydney, NSW 2052, Australia. richard.vickery@unsw.edu.au
www.med.unsw.edu.au/Physiology/school/staff/vickery/welcome.html

Abstract: The complexity of modern neurobiology in even a compara-
tively restricted area such as use-dependent synaptic plasticity is underes-
timated by the authors. This leads them to reject a neurobiological model
of learning as conceptually parasitic on the psychology of conditioning, on
the basis of objections that are shown to be unsustainable. An argument is
also advanced that neurobiologists hold an intermediate version of the
neuron doctrine rather than a conflated one. In this version, neurobiolo-
gists believe that psychology will eventually be underpinned by neurobi-
ology but are agnostic about the extent of upheaval that this will produce
in psychology.

The argument from an exemplar in favor of the radical neuron is
rejected by Gold & Stoljar (G&S) on the grounds that Kandel’s
theory of learning in inadequate to explain the importance of tim-
ing and stimulus properties in classical conditioning. However,
there are sound neurobiological concepts in the literature of
synaptic plasticity to explain both of the cited counterexamples.

First, G&S discuss an experiment (sect. 5.3.5) in which a con-
ditioned response develops only when the unconditioned stimu-
lus (US) is not on during periods when the conditioned stimulus
(CS) is off. Precise temporal and phase relationships between
stimuli are very important in neurobiology, and one explanation of
these experimental results is an activity-dependent form of synap-
tic plasticity called “heterosynaptic long-term depression” (LTD;
see Bear & Abraham 1996). LTD is synaptic change that results in
a decreased efficacy of synaptic transmission. The heterosynaptic
form of LTD occurs in synapses that are silent but are proximate
to active synapses. In the cited example, during periods when the
CS and US are both on, there will be synaptic activity at both
synapses, and there will be potentiation (in Kandel’s case, presy-
naptic facilitation). When the US synapse is active but the CS
synapse is silent, then the CS synapse will undergo heterosynap-
tic depression (consistent with the original paper: Rescorla 1968).
Therefore, alternating periods of paired and unpaired activity in
the CS and US synapses will cause both potentiation and depres-
sion that may cancel each other and lead to no conditioned re-
sponse. This would be a logical prediction from the known neu-
robiology and would seem to provide a “low-level mechanical
process in which the control over a response is passed from one
stimulus to another (sect. 5.3.5) without the need to appeal to a
richer level of information.

The second cited experiment (sect. 5.3.5, para. 5) demonstrates
that not all stimuli can be conditioned with equal ease, and the au-
thors conclude that “a mental representation of a relation govern-
ing the stimuli thus has a differential effect on the course of learn-
ing.” However, this differential effect on learning may simply be
due to the structural relationships of population of neurons, in
particular, the extent of overlap of axonal and dendritic arbors.
Most contact between neurons in the mammalian cortex is
through more than a single synaptic bouton, and one axon termi-
nation may take many synaptic contacts with the dendrites of a sin-
gle neuron. The efficacy of the axon in firing the target neuron is
related to the number of contacts, their proximity to the target
neuron soma, and the specific properties of each synaptic contact.
One of several possible neurobiological explanations for stimulus
preference in the association experiment is that plasticity requires
spatial matching of input synapses on the dendrites of the target
neuron (see White et al. 1990). Some types of synaptic plasticity
may affect only CS synapses on the same dendritic branch or spine
as the synapses of the US input (Denk et al. 1996). Insofar as neu-
ronal inputs are often sorted or ordered in some way, it is possible
that the synapses made by the CS “triangle” input are too remote
from the US “red square” synapses for there to be any interaction
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that leads to plasticity, whereas synapses from the CS “square” in-
put may well be located close to the US “red square” synapses. It
seems that not only the psychological complexity of simple mod-
els of learning has been underestimated but also the neurobiolog-
ical complexity.

The argument introduced in section 5.3.1 about color oppo-
nency is also unconvincing. G&S state that neurobiology provides
a description of cell populations with center/surround structure
but that it cannot model the function of these cells. This seems
false; the population of cells includes only red/green and blue/
yellow pairings. The inference a neurobiologist draws from this is
that red and green cannot be experienced in the same location at
the same time because they are mutually inhibitory. The same ap-
plies to yellow and blue. Red can coexist with yellow or blue, and
green also with yellow or blue. The neurobiology leads to the same
conclusion about function that the psychological theory does, but
by an independent route.

A restatement of the neuron doctrine that I believe more accu-
rately reflects the views of neurobiologists might be:

Neurobiology will come to underpin psychology. This will likely lead to
substantial revolution and revision of existing psychological theories.
Psychological theories not underpinned by neurobiology will be dis-
carded in favor of those that are.

At present, neurobiology is generally reducible, through biol-
ogy and biochemistry, to any desired level of explanation, although
this is not possible for psychology. This version of the neuron doc-
trine holds that psychology will ultimately be reducible to neuro-
biology, and so further down to any other explanatory level, and
that, because there are currently few points of contact, this is likely
to entail a major revision of psychology. G&S make clear in note
30 that they are discussing reduction in principle, and that “what
determines the form of the successful theory is where the best ex-
planation is to be found” (sect. 5.3.6), although I would qualify this
to include predictive power as well. Psychological concepts will be
used to describe the ensemble activity of neurons but will always
be directly understandable in terms of the activity of all the indi-
vidual neurons in the ensemble. This version seems to give the
best reading of G&S’s quotes by neuroscientists such as Barlow
(sect. 1.1, para. 15) and Churchland and Sejnowski (sect. 1.2, para.
6), and it is neither trivial nor unsubstantive.

Neuronal connectivity, regional 
differentiation, and brain damage 
in humans

Dahlia W. Zaidel
Department of Psychology, University of California at Los Angeles, Los
Angeles, CA 90095-1653. dahliaz@ucla.edu

Abstract: When circumscribed brain regions are damaged in humans,
highly specific impairments in language, memory, problem solving, and
cognition are observed. Neurosurgery such as “split brain” or hemi-
spherectomy, for example, has shown that encompassing regions, the left
and right cerebral hemispheres, each control human behavior in unique
ways. Observations stretching over 100 years of patients with unilateral fo-
cal brain damage have revealed, without the theoretical benefits of “cog-
nitive neuroscience” or “cognitive psychology,” that human behavior is in-
deed controlled by the brain and its neurons.

The arguments presented by Gold & Stoljar (G&S) have narrow
definitions of the relationship between neurons and the mind,
particularly when they apply to the human brain. My argument
emphasizes what we know about the organization of the human
mind in the brain from studying neurological and neurosurgical
patients with focal brain damage (DeRenzi et al. 1968), commis-
surotomy (Bogen 1992; Zaidel 1990; Zaidel & Sperry 1974), and
hemispherectomy, and without the benefits of what is today called

cognitive neuroscience. The behavioral consequences of neuronal
connectivity disruptions have been amply verified postmortem
and with brain imaging techniques (Geschwind & Galaburda
1984).

First, not all brains are the same, even if they all have neuronal
cells. Aplysia, rats, birds, monkeys, chimps, and humans do not
have the same brains, nor do all species have the same sensory or-
gans to process incoming stimuli. What matters is how neuronal
populations have assembled into regions in each type of brain.
Brain regions are defined by characteristic neuronal cell size,
shape, orientation, axons, dendrites, and neurochemical and phys-
iological processes (Zaidel et al. 1997). In humans the regions ex-
ert specialized control over behavior to an extent not seen in other
animals, whether mammals or not.

Second, evolutionary adaptive changes have put constraints on
the relationship between brain and mind. For example, the hall-
mark of human cognition is hemispheric specialization (Sperry
1974). The lateralization of speech and most components of lan-
guage to the left cerebral hemisphere and of topographical knowl-
edge and visuospatial and facial perception to the right hemi-
sphere is unlike anything seen in animals in scope and extent. As
the human brain evolved, the major interhemispheric tract of con-
necting fibers, the corpus callosum, grew to a size larger than in
any other mammal. Similarly, as the brain evolved, the hippocam-
pal commissure became smaller, suggesting that, rather than the
abundant direct communication between the two hippocampi
seen in rats, cats, or monkeys, in humans each hippocampus com-
municates with the ipsilateral neocortex (Amaral et al. 1984;
Rosene & Van Hoesen 1987). Such an arrangement could explain
why unilateral hippocampal damage in humans results in memory
impairment consistent with the cognitive deficits following neo-
cortical damage on the same side (Zaidel et al. 1994), whereas,
with experimental animals, rarely if ever does memory impair-
ment follow unilateral hippocampal damage, with bilateral dam-
age required to produce the impairment. The encompassing re-
gion represented by each cerebral hemisphere thus controls
different components of the human mind.

Third, observations on the consequences of brain damage do
not require for their interpretation theories of cognitive psychol-
ogy, cognitive neuroscience, or just plain psychology. When a
right-handed person suffers from a stroke or a tumor affecting his
left hemisphere, particularly the lower third frontal convolution
(Broca’s area), aphasia, a severe inability to communicate linguis-
tically, emerges. This is simply obvious. The ancient Greeks had
already observed this relationship between language and the left
side of the brain.

Fourth, not all scientific pursuits of the mind have equal suc-
cess in uncovering the relationship between neurons and the
mind. Neuropsychology and neurology are neurodisciplines that
have provided insights on mind and brain through the under-
standing that focal brain damage in humans fractionates the com-
ponents of the mind, which, in turn, can be subjected to system-
atic analysis. Theories of the mind-in-the-brain gleaned by
researchers in these disciplines well precede the relatively recent
theories of cognitive neuroscience or cognitive science. The build-
ing blocks of the mind can be revealed by observing the alterations
in neuronal connectivity.

Answers to questions such as “how does human language occur
in the first place?” are elusive. The left hemisphere is critically in-
volved; we know that much. How neurons produce language is
something that we simply do not yet know (Scheibel 1984). Neu-
ropsychologists and neurologists in collaboration with cognitive
neuroscientists and scientists from neuroanatomy, immunohisto-
chemistry, cellular biology, and experimental neuropathology will
most likely discover the answer. Interdisciplinary collaborations
have provided evidence for a strong relationship between neu-
ronal density in the hippocampus, for example, and memory
(Zaidel & Esiri 1996), particularly verbal memory (Rausch & Babb
1993; Sass et al. 1990), and for explicit versus implicit memory
(Zaidel et al. 1998). At the same time, associations between mor-
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phological or immunohistochemical features of neurons and com-
ponents of the mind are sorely missing. In any case, neuronal con-
nectivity surely plays a critical role in producing the mind in the
brain.

Playing with words, working 
with concepts, testing ideas

J. M. Zanker
Center for Visual Sciences, Research School of Biological Sciences,
Australian National University, Canberra, ACT 2601, Australia.
johannes.zanker@anu.edu.au
cvs.anu.edu.au/johannes/johannes.html

Abstract: Gold & Stoljar’s attempt to disentangle the body-mind problem
in time for the end of the decade of the brain deserves praise for its 
diligence and courage in moving onto the treacherous ground of interdis-
ciplinary discourse. In making their point, they should not have stopped
half-way: a more clearly defined experimental paradigm seems necessary
to solve this exciting and substantial problem.

Gold & Stoljar (G&S) attempt to assess the validity and explana-
tory power of a future neuroscientific theory of mind. In doing
so, they suggest yet another definition of the term “neuron doc-
trine.” Some decades ago, this term was introduced for Cajal’s
fundamental claim that separable nerve cells are the basic unit of
brain function, instead of a continuous network as postulated by
the recticular theory (Shepherd 1991). Since the seminal paper
by Barlow (1972), the same label has also been used to distin-
guish the concept of encoding complex objects in a single neu-
ron from that of representation by assemblies of cortical cells.
Now we are confronted with G&S’s redefinition of this term to
mean that “a successful theory of the mind will be a solely neu-
roscientific theory.” The final aim of this both naive and provoca-
tive claim is to demonstrate that neuroscience will provide de-
finitive answers to fundamental questions about the human
condition that philosophy seems to have failed to provide for
more than two millenia.

The central problem with the G&S’s position, exemplified by
this change in the meaning of “neuron doctrine,” is that crucial ar-
guments eventually end up as difficult semantic problems. For ex-
ample, the essential aspects of the mind that the authors expect to
be explained by neuroscience are paraphrased vaguely as “mental
function” or “psychological phenomena,” without any further
specification. Even worse, the meaning of apparently simple but
critical terms such as “neuroscience” remains a matter of dispute.
G&S rather deliberately draw a line between the core disciplines
of neurophysiology, neuroanatomy, and neurochemistry, which
they call “biological” neuroscience and other, psychologically ori-
ented, disciplines constituting a “cognitive” neuroscience. This
separation is crucial to their distinction between an undisputed
but “trivial” neuron doctrine and a “radical” but questionable one.
But what about the rapidly growing and evolving disciplines such
as neuroethology and psychophysics, which exactly and quantita-
tively pin behavior or perception down to their neuronal mecha-
nisms (see, e.g., Spillmann & Werner 1990)? They are excluded
from the inner circle of “psychology-free” paradigms, although
they could be regarded as frontrunners in the quest for the holy
grail of neuroscience as set up by G&S.

G&S identify an important, if not the ultimate, question of
modern neuroscience and discuss it with great philosophical rigor,
well informed by the neuroscientific literature. They successfully
object to a technically minded approach, such as that advocated
by Zeki (1993), who praises the collection of scientific facts over
“endless and fruitless philosophical discussions about the mean-
ings of words,” and they successfully oppose the defiant belief of
authors such as Crick (1994), who writes a whole book on “con-
sciousness” without accepting any need to define the word. How-

ever, although they make progress in their attempt to identify con-
cepts, to disentangle hidden assumptions and to clarify crucial
terms, G&S eventually get caught in a culture of misunderstand-
ing that accompanies the discourse between neuroscience and
philosophy. Their logical treatments of the naturalism/material-
ism argument and of unification, and even their evaluation of a
particular exemplar, crucially rely on a semantic issue: What is
neurobiology? In consequence, their rejection of the neuron doc-
trine is based on terminological usage.

Because all of G&S’s arguments eventually fall back on the
question of which disciplines will be embraced by neurobiology
strictu sensu, their discussion of an exemplar seems most promis-
ing. Surprisingly, however, they discuss the cellular learning para-
digm in Aplysia, eventually rejecting its claim to describe a “pure”
neurobiological basis of a mental phenomenon, because of con-
tamination by the psychological theory of classical conditioning.
This argument leaves the reader puzzled as to how a psychologi-
cal narrative can be totally avoided. After all, this is the “mental
phenomenon” that has to be explained? One also wonders why
this particular example was chosen. Why should the explanatory
power of neuroscience be tested against the behavior of a lazy sea
slug? Would it not be better to talk about neurons performing log-
ical operations, physiological evidence for language processing in
the brain, recording of activity believed to be related to a theory
of the mind, or neurophysiological explanations of visual illusions
offered by psychophysics?

In the twilight zone between science and the humanities, it is
important to reach methodological agreement, and, with their ar-
gument from exemplars G&S offer neuroscientists an empirical
answer. But how far does this option take us? What kind of exem-
plar would pass their scrutiny? Such an example certainly cannot
be a complete description of the mechanism, in depth (down to
single molecules) and in scope (embracing all the elements in-
volved). Gierer (1983) doubts whether such an approach is pos-
sible. In any case, a complete description does not yield much
explanatory power, because a mirror image does not imply under-
standing (the translation of a Shakespeare sonnet into Japanese
does not provide any clue to understanding its meaning).

So, what will be the criteria for a valid example? What would be
acceptable as “independent explanation”? How many exemplars
and what detail would be required to satisfy G&S? A productive
outcome of the discourse between neuroscientists and philoso-
phers (if they could achieve agreement among themselves) would
be the formulation of criteria for a kind of neuro-mind Turing test
to guide experimental and theoretical efforts by neuroscience to
tackle the body–mind problem. Without such a set of explicit cri-
teria, G&S’s argument remains in a vacuum, leaving open the
prospect of a revival of a dualist position, as proposed by Chalmers
(1996).

Difficulties in interpretation associated 
with substitution failure

Eric Zarahn
Department of Neurology, University of Pennsylvania, Philadelphia, PA
19104. ericz@mail.med.upenn.edu cortex.med.upenn.edu/~zarahn/

Abstract: In one of their arguments against the radical neuron doctrine,
Gold & Stoljar (G&S) use the idea that, in certain situations, equivalent
terms may not be substitutable into statements that regard properties of
the objects to which the terms refer. This device allows G&S to refute the
necessity of the conclusion that “the science of the mind equals the sci-
ence of the brain” even though they take as a premise that the mind equals
the brain. I argue, however, that this practice leaves the meaning of the
“science of the mind” and the “science of the brain” indeterminate.

If A and B represent two propositions, then “A is equivalent to B”
means that A is true if and only if B is true. In basic logic, a conse-
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quence of the equivalence of two propositions, A and B, is that,
wherever A is found as part of another proposition C, it can be re-
placed by B without changing the truth of C. The qualification is
added because there are other cases in which this ability to substi-
tute may be argued to fail. Gold & Stoljar (G&S) claim that such a
case exists with the terms “mind” and “science of the mind” (as well
as with “brain” and “science of the brain”). The statement that
“mental phenomena are identical to neural phenomena” is used by
G&S as “a version of” (sect. 3, para. 2) the definition of material-
ism. However, the authors state (in n. 5) that mind equals brain
need not imply that “the science of the mind equals the science of
the brain.” G&S’s argument for this claim may involve treating “sci-
ence of the mind” (or “science of the brain”) as a belief that need
not adhere to constraints that we apply to “mind” (or “brain”).

G&S use the identity/equivalence of mind and brain quite pre-
cisely (for example, “we [the authors] agree also that mental phe-
nomena are identical to neural phenomena”; sect. 3.2, para. 1).
There are, as one might imagine, other versions of materialism be-
sides equivalence. An example of such a relationship is that “the
mind supervenes on the brain”; this would mean that any change
in the mind would be accompanied by a change in the brain
(which is not necessarily the same as equivalence). Though the au-
thors acknowledge these other versions, they state (in n. 4) that
the equivalence premise “will do.”

Is the particular choice of premise of G&S that “mind equals
brain” (as opposed to, say, “mind supervenes on brain”) really so
unimportant to their arguments about both the radical and the
trivial neuron doctrines (i.e., the relationship between “the sci-
ence of the mind” and “the science of the brain”)? Do they actu-
ally deduce any conclusions from this premise (i.e., is it used as a
premise, or is it simply an isolated statement)? I will argue that
G&S have made any premises about the “mind” and the “brain”
inconsequential to conclusions regarding the “science of the
mind” and the “science of the brain.” This is because their use of
substitution failure in conjunction with their lack of clarification
of the precise relationship between the “mind” and the “science
of the mind” and the “brain” and the “science of the brain.”

First, let us examine, as naively as we can, the consequences of
G&S’s premise that the brain is equivalent to mind. Would it not
follow that every property of the “brain” would have to apply to
the “mind” as well (and vice versa)? If so, for example, “the sci-
ence of the mind” would have to equal “the science of the brain.”

In section 3.1, however, G&S appeal to the idea that the equiv-
alence of the “science of the mind” and the “science of the brain”
does not necessarily follow from the equivalence of “mind” and
“brain.” They use this substitution failure as the primary method
of refutation of an argument supporting the radical neuron doc-
trine, which they considered in section 3. However, given this ap-
peal to substitution failure, it seems that the authors have made
something of a superfluous statement in “the mind is equivalent
to the brain” because, owing to the failure of substitution of the
terms “mind” and “brain” into the statement “the science of the
mind is equivalent to the science of the brain,” their premise
seems to have no bearing whatsoever on the relationship between
the “science of the mind” and the “science of the brain.” More
generally, it would follow that any property of the “brain” need
have no bearing on the “science of the brain” (and likewise any
property of the “mind” need have no bearing on the “science of
the mind”). This does not seem to be a mistake or oversight on the
part of the authors but, rather, the intended method of this par-
ticular refutation of the necessity of the radical neuron doctrine.
This particular device, however has dialectical reverberations. In
this appeal to the failure of substitution (and in the absence of fur-
ther elaboration on the presumed relationship between “X” and
the “science of X”), G&S sever the formal relationship between
the terms “mind” and “science of the mind” (as well as that be-
tween “brain” and “science of the brain”). From this perspective,
any further inquiry into the relationship between “the science of
the mind” and the “science of the brain” seems uninteresting, or
at least obscure.

Regardless of how it was actually used (or not used) by G&S,
the premise of equivalence itself has interesting consequences if
we keep the premise of mind–brain equivalence and do not in-
voke failure of substitution. This would imply that “the science of
the brain is equivalent to the science of the mind,” and hence that
the “mind” could be explained completely by G&S’s “biological
neuroscience” (sect. 2.1, para. 1). However, it would not imply the
radical neuron doctrine (as incorrectly concluded sect. 1, para. 3)
because “the science of the mind” would conversely be itself ca-
pable of complete explanation of the “brain.” That is, equivalence
is symmetric, and “the science of the brain is equivalent to the sci-
ence of the mind” gives no favor to “science of the brain” over “sci-
ence of the mind.” We might also wonder if the naive premise of
equality seems valid. On first consideration, the answer would
have to be no. This is because the “brain” has properties that
would not agree with most definitions of the “mind” (e.g., the
statement “the mind is bathed in cerebrospinal fluid”).
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Abstract: Although a wide variety of questions were raised about
different aspects of the target article, most of them fall into one of
five categories each of which deals with a general question. These
questions are (1) Is the radical neuron doctrine really radical? 
(2) Is the trivial neuron doctrine really trivial? (3) Were we suffi-
ciently critical of the radical neuron doctrine? (4) Is there a dis-
tinction to be drawn at all between the two doctrines? and (5) How
does our argument bear on related issues in the ontology of mind?
Our replies to the objections and observations presented are or-
ganized around these five questions.

Central to the target article is an analysis of the theory of 
elementary learning in Aplysia californica developed by
Eric Kandel and his coworkers. According to the analysis,
Kandel’s theory has two parts. The first part provides what
Robert Cummins (1983) calls a property theory and ex-
plains what elementary learning is. As we argued, this part
of the theory relies on the psychology of classical condi-
tioning. The second part provides what Cummins calls an
instantiation theory and describes how the psychology of
classical conditioning can be implemented in Aplysia neu-
rons. If this analysis is correct, then to those who claim that
neuroscience will ultimately explain mental phenomena
one can pose an important question, namely, “What do you
mean by ‘neuroscience’?” If you mean neuroscience as typ-
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ified by the work of Kandel and coworkers, the claim that
neuroscience will ultimately explain mental phenomena
can only be interpreted as the trivial neuron doctrine
(TND) – trivial in the sense that it is committed only to an
explanation of the mind by some collection of relevant sci-
ences. In the case of Kandel’s theory, both neurobiology and
the psychology of classical conditioning are relevant. If you
mean something more stringent than Kandel’s theory, how-
ever, such as the view we call the radical neuron doctrine
(RND), according to which neurobiology alone will explain
the mind, then your view is not supported by our best cur-
rent science. Nor is it supported by general considerations
of philosophy and the history of science. The best evidence
we now have, therefore, supports only the weak claim that
the successful theory of the mind will be an eclectic one.
The evidence may change, but at the moment, the rational
view is an agnosticism about the possibility that neurobiol-
ogy alone will explain the mind. The significance of this
conclusion is that many in the field believe, or seem to be-
lieve, that the opposite is true.

The commentaries on the target article provide many dif-
ferent points of view about our interpretation and evalua-
tion of the neuron doctrine. Some argue that we are obvi-
ously right, some that we are obviously wrong, and some
that we did not go far enough. We thank all the commenta-
tors for their observations and for the challenges they have
presented to our position. We have tried to address all of
the main criticisms they have made, but, for reasons of
space, we have regrettably not been able to address every
point. In addition, although many commentators expressed
support for specific aspects of our argument, our remarks
naturally focus on areas of disagreement or apparent dis-
agreement.

We divide our replies into five main themes: (1) whether
the RND is really radical; (2) whether the TND is really
trivial; (3) whether we went far enough in our criticism of
the RND; (4) whether there is a distinction to be drawn at
all between the two doctrines; and (5) what relations our
position bears to the ontology of mind.

R1. Is the radical neuron doctrine really radical?

Many commentators suggest that we are wrong to think that
the RND is radical, or at least that it is radical in some ob-
jectionable way. There are a number of different objections
which we discuss in turn.

R1.1. Relevant concepts. Many commentators raise a
question about the concepts to which a neurobiological the-
ory of the mind can properly appeal. Sutton takes our char-
acterization of the RND to include the claim that neurobi-
ology is prohibited from making use of abstract functional
concepts in order to explain behavior. According to this
view, any theory likely to produce an explanation of behav-
ior would immediately count as non-neurobiological and
would be, as Sutton says, a ludicrously strong position.

Sutton is right that this would be much too strong. Our
claim, however, is not that neurobiologists are prohibited
from appealing to functional descriptions but rather that
when they do so it is often psychology that provides these
descriptions. The example of Kandel bears this out, but we
also think that other examples, such as that of long-term po-
tentiation (see Stoljar & Gold 1998), are best analyzed in a
similar fashion. Sutton wants to defend a position that is

neither the RND nor the TND as we describe them, but in
order to do so, he needs to do more than claim that neuro-
biology can help itself to notions of structure and function.
He needs to show, rather, that we are mistaken in our ap-
proach to Kandel’s theory by arguing that it is either not a
successful bit of neuroscience, or else that it is not a typical
bit of neuroscience.

Lau asks whether we intended to include computational
or representational notions in biological neuroscience. If
not, then the RND is obviously false because no theory of
the mind that fails to include computation or information
can be successful; but if so, then our account of Kandel’s
theory is weakened. We argued that the theory cannot plau-
sibly be interpreted as a reducing theory of classical condi-
tioning because the neurobiological concepts Kandel em-
ploys – synaptic plasticity in particular – cannot reconstruct
central features of classical conditioning such as the notion
of an animal’s representing relations among stimuli. How-
ever, Lau argues, if representational notions are part of the
arsenal of the neurobiologist, then, for all we know, a future
extension of Kandel’s account will be able to reduce the psy-
chology of classical conditioning.

Lau is quite right that a future version of neurobiology
(perhaps including computational and representational no-
tions) might provide a reducing theory for classical condi-
tioning. But he is mistaken in thinking that this would af-
fect our analysis of Kandel’s theory. The crucial fact about
Kandel’s account, as we see it, is not that the psychological
theory it needs is computational or representational but
that it is a piece of psychology that cannot at the moment
be discarded. It is reasonable to envisage a future theory
somewhat like Kandel’s that would also provide a reducing
theory. But it is not to envisage Kandel’s theory.

Setting aside Lau’s specific suggestion concerning Kan-
del, his question about representational and computational
notions is important in its own right. It is uncontroversial
that neurobiology can appeal to abstract functional notions,
and, in some uses of the term, these might reasonably be
called computational. Neurobiology also includes notions
such as that of a receptive field, which might reasonably be
called representational. The mere fact, therefore, that a
theory incorporates representational and computational
notions does not prevent it from being neurobiological. The
crucial question for us is whether the representational and
computational notions have a more natural home in psy-
chology or in neurobiology, and that question can only be
answered on a case by case basis. The crucial fact about the
neurobiology of elementary learning is that it is not re-
ducible to neurobiology as it currently is, and this is all that
is required for us to reject the argument from exemplars.
Perhaps Lau is suggesting that neurobiology might develop
new representational and computational notions that are
totally unlike its current ones. There are various ways that
this might come about (we describe them in sect. 4 of the
target article), but none of them supports the RND.

Both Sutton and Lau are interested in the possibility
that neurobiology itself might develop abstract accounts of
cognitive function. In contrast, Blumenthal & Schirillo
suggest that evolution might provide such accounts, and
that these would allow neurobiology to do without psychol-
ogy.

So far as we can see, evolutionary considerations cut
across the distinction we want to focus on. It is certainly
possible that evolution might provide an abstract account of
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cognitive function. Until such an account is provided, how-
ever, we cannot tell whether it will make neurobiological ac-
counts of mental function easier to develop or not. For all
we know, evolutionary accounts of mental life will mesh
better with psychology than with neurobiology. After all,
there are a number of central evolutionary notions – adap-
tation, fitness, and environment, to name some of the fa-
miliar ones – that are no more at home in neurobiology than
in psychology. In fact, evolution has been applied (e.g., by
Barkow et al. 1992) to explain psychological structure and
function. For this reason, although evolutionary considera-
tions might support an RND, we have as yet no evidence
that they do.

R1.2. Linguistic issues. According to Hardcastle, we
have made the RND radical only by engaging in armchair
neuroscience. She seems to suggest that the question of
which terms belong to which science is not significant, or,
at any rate, not one to be answered by philosophers. The
fact that Kandel’s theory appears to explain what looks like
psychological phenomena is really just an illusion of termi-
nology. One might equally be misled into thinking that
since the immune system “learns” to create antibodies, the-
ories of this process are psychological theories. No doctrine
of interest, certainly no “radical” doctrine, should be de-
cided on terminology.

If Hardcastle is right, talk of learning in Aplysia, like
talk of learning in the immune system, is only metaphori-
cal. However, as she herself emphasizes, one of the inter-
esting aspects of Kandel’s work is that it may generalize
and tell us something universal about the nature of mem-
ory itself, in particular about the distinction between long-
and short-term memory. But it is hard to see how this
could be true if we interpret attributions of memory to sea
slugs as metaphorical as we do in the case of the immune
system.

Zanker’s commentary raises a related point. He argues
that we have attempted to answer substantive scientific
questions by semantic means. As we understand him,
Zanker’s claim is that we have artificially restricted the do-
main of the term “neurobiology” and have thereby ignored
other areas of neuroscientific research – he mentions neu-
roethology and psychophysics – in which neural explana-
tions of psychological phenomena may be available. We
have, therefore, made it extremely difficult, if not impossi-
ble, for the RND to come out true. Zanker further claims
that this restriction leads us to choose the inappropriate ex-
emplar of Kandel’s theory against which to test our claims.
Here, however, Zanker’s claim is not that we have applied
semantics where science is necessary, but that the RND can
only fail to be supported by the exemplar because every
psychological phenomenon requires a psychological de-
scription to identify it at all. Isn’t a solely neural account of
the exemplar therefore impossible from the start?

We did note in the target article (in n. 17) that less rad-
ical neuron doctrines could be produced by increasing the
number of branches of neuroscience included in neurobi-
ology. Whether or not neuroethology or psychophysics
could be added to neurobiology to produce a neuron doc-
trine that is interesting is a question we cannot pursue
here, but whatever the answer, it does not seem to us to be
one that would be determined by linguistic fiat. The bor-
ders of neurobiology may be fuzzy, but they are not stipu-
lative. It is possible that there are exemplars that would

lend more support to the RND, and we are prepared to
consider them on their merits and on substantive scientific
grounds.

In any case, even if Zanker is right that we have been
overly restrictive in our definition of neurobiology, it is hard
to see how that criticism supports his claim that we have
sneaked psychology in by the back door in our discussion of
classical conditioning. Our claim that Kandel’s theory in-
corporates psychological notions is not based on the idea
that any description of a psychological phenomenon must
appeal to psychological concepts. This would indeed be to
establish our position by theft rather than by honest toil.
Our claim is that Kandel’s theory appeals to substantive psy-
chological notions that cannot be eliminated without sig-
nificantly limiting the explanatory power of the theory.
More important, the psychological theory of classical con-
ditioning is the sort of psychology that seems unambigu-
ously excluded from an expanded neurobiology.

We conclude with a logical point raised by Zarahn, who
suggests that we overestimate the radicalness of the RND
by not considering in detail the status of the inference from
“the mind is the brain” to “the science of the mind is the sci-
ence of the brain.” Zarahn takes up a note in which we point
out that “the science of” is an intensional functor in the 
following sense: from “A 5 B” it does not follow that “the
science of A 5 the science of B.”

We are not sure whether Zarahn objects to our general
claim about “the science of” or whether his concern is the
particular case of mind–brain identity. It is unlikely that his
concern is with the former because, without doubt, failure
of substitution does occur in some cases: for example, plan-
ets are identical to clumps of atoms, but the science of plan-
ets is not the science of clumps of atoms. If, however, his
concern is with the particular case of mind–brain identity,
it is hard to see how the inference from “mind 5 brain” to
“science of mind 5 science of brain” poses a problem for
our argument. The concern of the target article is precisely
with the question of what meaning should be given to the
phrase “science of the brain” when considering its role in
the explanation of the mind. Our claim in part is that there
is a sense in which the science of the mind is the science of
the brain, namely, where “science of the brain” is inter-
preted as cognitive neuroscience. However, one comes
down to the question of substitution – even if one supposes
that the inference Zarahn discusses is a good one – the
question of the neuron doctrine will have to be evaluated
on its merits.

R1.3. The resources of neurobiology. The comments 
by Hameroff, Zaidel, and Vickery take an empirical 
approach to the question of whether the radical doctrine is
really radical. According to these commentators, we have
underestimated the complexity of neurobiology, and this af-
fects our conclusions.

Hameroff suggests that the standard picture of the neu-
ron is simplistic in a way that hides the possibilities for ex-
plaining psychological phenomena at the subneural level. A
doctrine that makes full use of the complexity of the sub-
neural function would not seem as radical as we take the
neuron doctrine to be.

Hameroff’s suggestion is an interesting one and de-
serves to be taken seriously; he is certainly right that the
views we discuss tend to neglect the complexity of the neu-
ron. Of course, Kandel’s own work is not such a case be-
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cause parts of his theory of learning that we did not discuss
refer to gene expression. Hameroff is also right that should
neurobiological explanation begin to make use of the con-
cepts of intraneural function to explain psychological phe-
nomena, then we would have to reconsider the plausibility
of the RND. We have not argued that the RND is false but
that it is currently unsupported by our best science, and sci-
entific progress might require a change in our position. It 
is not clear, however, that our analysis would have to be
changed even if future neuroscience begins to exploit in-
traneural function. The mere fact that one appeals to intra-
neural complexity in explaining some cognitive phenome-
non does not in itself tell us anything about the structure of
that explanation. It may continue to be an implementation
account rather than a reduction.

Zaidel focuses on neural systems-level explanations of
psychological phenomena rather than intraneural level ex-
planations. She argues that neuropsychological research of-
fers an example of psychology-independent investigation of
the mind and constitutes an area of the theory of the mind
in which the RND is true. We certainly agree that the study
of focal (or other) brain damage offers important insights
into mental function, in particular, as Zaidel notes, by frac-
tionating behavior. But this is not the RND in practice be-
cause, at its best, neuropsychological investigation reveals
previously unknown psychological functions. When we dis-
cover, for example, that patients with Alzheimer’s disease
can read fluently without comprehension (Warrington
1975), we are learning something about the function of the
brain but not about the function of neurons or neural sys-
tems. The dissociation between fluent reading and linguis-
tic comprehension is a cognitive one whose underlying
neural implementation is no better understood as a result.
In fractionating behavior, neuropsychology contributes to
psychology more than to neurobiology.

Vickery argues that we have underestimated the power
of neurobiological concepts to account for classical condi-
tioning. He offers neurobiological explanations for the con-
ditioning phenomena we refer to in section 5.3.5 in the tar-
get article in order to argue that Kandel’s theory could not
successfully reduce classical conditioning. He first dis-
cusses heterosynaptic long-term depression (LTD) to ex-
plain the differential conditioning results obtained when
the conditioned and unconditioned stimuli only occur to-
gether and when the conditioned stimulus also occurs with-
out co-occurrence of the unconditioned stimulus. He then
hypothesizes that possible differences in spatial structure at
the level of synapses might account for the differential
learning effects in the second-order conditioning experi-
ment we discuss.

We are grateful for Vickery’s suggestions, particularly re-
garding LTD, because he is quite right that there is consid-
erable variety in the mechanisms of potentiation and de-
pression, and there may indeed be other neurobiological
resources for explaining learning behavior than the ones we
mention. There are two points to be made about his sug-
gestions, however. First, it does not seem necessary to ap-
peal to LTD in order to offer a mechanism for the first result
because the failure of the conditioned and unconditioned
circuits to be co-active in all cases might be sufficient to ex-
plain Rescorla’s results. Indeed, one would expect LTD to
lead to an increased difficulty in conditioning, whereas
Rescorla’s (1988) results merely indicate a failure of condi-
tioning. Second, describing the correct neurobiological

mechanism is not really central to our point. Our argument
about the first of the conditioning results is meant only to
call into question the adequacy of the received view about
conditioning as a transfer of response from unconditioned
to conditioned stimulus. If “mere transfer” is not an ade-
quate characterization of conditioning, then Kandel’s ac-
count (which seems to translate the notion of transfer into
neurobiological terms) cannot be used to support the RND
despite its contribution to understanding classical condi-
tioning. Even if Vickery is right that Kandel’s theory can ac-
count for the first of the conditioning experiments, that ex-
periment may nonetheless expose the limitations of the
neurobiological resources available to explain conditioning.
His suggestion about mechanism may be correct without
undermining our claim about the relation between the neu-
robiology and the psychology of classical conditioning.

Similarly, if the notion of stimulus relations raised in our
discussion of the second experiment cannot be captured by
the traditional conception of conditioning, then Kandel’s
theory, which seems to be best suited to the traditional con-
ception, must be described as implementation rather than
reduction. Vickery’s proposal, as far as we can tell, is that
spatial matching is required for synaptic plasticity and acts
as a sort of filter: in the “similar” case, the synapses of the
conditioned and unconditioned circuit are sufficiently close
to undergo facilitation, whereas in the “dissimilar case” they
are not. We concede that were an explanation of this sort to
be verified, it would go some way toward offering a richer
neurobiological story about conditioning. However, would
that story reduce the psychological story or implement it?
Surely, if some notion of the representation of relations
among stimuli is part of the psychological story, then spatial
matching by itself would not serve because not all relations
are spatial relations. Once again, it is important to empha-
size that we are not calling into question the idea that Vick-
ery’s proposed account (or some similar one) might be cor-
rect. Our claim is only that those mechanisms do not take
over the conceptual work done by the psychological theory.

Vickery’s point about our account of color opponency is
relevant here. He claims that the examination of opponent
neurons would produce the same discovery as the psycho-
logical theory, namely, that one cannot see a reddish-green
or a bluish-yellow. Perhaps, but opponent theory is much
more than that observation, and there is as yet no neurobi-
ological story about opponent cells that makes the psycho-
logical story otiose. Similarly, Vickery does not offer a set of
neurobiological concepts that could replace the psycholog-
ical ones that explain conditioning. Of course, Vickery may
be on to something. There may be some such story waiting
to be articulated, and we are prepared to revise our position
should it become available.

R1.4. Objectionable consequences. Setting aside the ques-
tion of the interpretation of the RND, a number of com-
mentators claimed that our interpretation does not entail the
consequence we draw. Byrne & Hilbert distinguish two
radical doctrines and claim that we conflate them to our
detriment. The weak doctrine holds that the mind will be ex-
plained by neurobiology; the strong doctrine holds that only
neurobiology will explain the mind. Byrne & Hilbert’s claim
is that the mere existence of a low-level theory that explains
a set of phenomena does not ipso facto entail that the higher-
level theory might not also explain the phenomena. For this
reason, the future success of neurobiology does not entail
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that the psychological sciences are place-holder sciences,
and neither is this a consequence defended by the Church-
lands (e.g., P. S. Churchland 1997). Byrne & Hilbert con-
sider the argument from unification as an instance of our er-
ror, but the point is a general one. According to Byrne &
Hilbert, the Churchlands hold the weak doctrine, but our
critique of the RND assumes that the strong doctrine is true,
and for this reason, our argument misses its target.

There are two objections to Byrne & Hilbert’s sugges-
tion. The first is that explanations in science tend to exclude
each other. Let us suppose with Byrne & Hilbert that there
is (or could be) a neurobiological theory of language that is
genuinely successful. Such a theory would either be better
than traditional linguistics or it would not. (It could be ex-
actly as good, but such cases are the exception rather than
the rule in science.) If it were worse, it would not replace
the psychological theory and neither the weak nor the
strong version of the RND would be true. If it were better,
what explanatory significance should we attach to the fact
that there is a somewhat less successful psychological the-
ory also available? It is not clear why we should attach any
significance to that fact at all. Thus, even if the RND is am-
biguous between a weak and a strong doctrine, this does not
alter our argument concerning the RND or our analysis of
the argument from unification.

The second objection is that although Byrne & Hilbert
are right that one can draw a distinction between a strong
view that only neurobiology will explain the mind and a
weak view that at least neurobiology will explain the mind,
it is less clear how this distinction will be of use in practice.
The reason is that, as Byrne & Hilbert point out, even ac-
cording to the weak view, psychology must be interpreted
as reducing to neurobiology. Hence, the strong view that
only neurobiology will explain the mind does not exclude
the claim that psychology will also explain the mind since a
reduced psychology just is a part of neurobiology. (Com-
pare: to say that only philosophers will come to the party
does not rule out the possibility that Jones will come, so long
as Jones is a philosopher.) The distinction drawn by Byrne
and Hilbert and their critique of the argument from unifi-
cation is thus in danger of collapse. Of course, this leaves
open the question of whether psychology does reduce to
neurobiology – but that is precisely one of the questions
that our paper addresses.

A different point is made by Munsat in his interesting re-
mark about linguistics. According to Munsat, linguistics is
really a bit like mathematics, and therefore the neuron doc-
trine has no bearing on it. It is true that the status of lin-
guistics is a difficult matter, and there is certainly some
plausibility to the claim that languages or grammars are
mathematical objects. But it is not obvious from this that
linguistics and linguistic explanation is similar to mathe-
matics and mathematical explanation. Moreover, as Alexan-
der George (1989) makes clear, even a Platonist conception
of linguistics requires a psychologistic account of psycho-
linguistics. Our point will be the same if it is restricted to
psycholinguistics.

R2. Is the trivial neuron doctrine really trivial?

Many commentators objected to our use of the word “triv-
ial.” We were surprised by this. First, as we noted, we did
not intend the word trivial to mean uninteresting, false, log-

ically flawed, or logically vacuous. We meant to suggest only
that the TND does not make strong predictions about the
future course of science and is an uncontroversial view
about the practice of science. Nevertheless the word caused
alarm in some readers that we might have avoided with a
less contentious choice.

Words aside, some of the objections made to our argu-
ment focused on the substantive question of whether the
TND is, or should be, widely accepted. If it is not, then it is
not trivial in our sense. These objections fall into two
groups: those who claim that cognitive scientists do not hold
the TND and those who claim that philosophers do not hold
it. We consider each in turn.

R2.1. The autonomy of cognition. It is pointed out by Sut-
ton, Hardcastle, Revonsuo, and Daniel that the TND is
at odds with a position that they say is, or was, common in
cognitive science circles and therefore should not be called
trivial. This position, sometimes referred to as the auton-
omy of cognition or the autonomy of the mental, says that
the level of description of mental function is independent
of the neural level. Therefore, no facts about the brain are
relevant to understanding mental function, and no doctrine
that envisages the theory of the mind as an integration of
the psychological and neural sciences could be true. If the
TND, which is one such doctrine, is not true, then it can-
not be obviously true or uncontroversial, which is what our
use of “trivial” is meant to convey. Even if the autonomy
thesis is not true, if it is or was widely believed, then the
TND cannot be trivial in our sense. We addressed this is-
sue only briefly in the target article, and we are pleased to
be given the opportunity to answer it here.

The doctrine of the autonomy of the mental can be in-
terpreted in two quite distinct ways corresponding to the
two senses of “autonomy” usefully distinguished by Stone
& Davies. “C-autonomy” is the relation of independence
between theories and “F-autonomy” is the relation of irre-
ducibility between theories. The doctrine of the autonomy
of the mental can therefore be interpreted either as the
strong thesis that the theory of the mind is C-autonomous
with respect to (i.e., independent of) the theory of the
brain, or as the weaker thesis that the theory of the mind is
F-autonomous with respect to (i.e., irreducible to) the the-
ory of the brain. There are thus two distinct claims that
Daniel, Hardcastle, Revonsuo, and Sutton could have
in mind – the first that the TND is inconsistent with the C-
autonomy of psychology with respect to neurobiology, and
the second that it is inconsistent with the F-autonomy of
psychology with respect to neurobiology – and our re-
sponse to their criticism depends on which of these is un-
der discussion.

We take C-autonomy to represent the position we as-
cribed to certain researchers in the AI community, social
constructivists, and others who take theories of the brain to
be strictly irrelevant to the understanding of the mind. No-
tice that this position is very strong indeed because it im-
plies not only that the theory of the mind will be a solely
psychological theory, but that neurobiology could not pos-
sibly be relevant to the development of that theory. We
agree that the TND is inconsistent with this interpretation
of the autonomy of the mental, but we do not believe that
this interpretation is commonly held. After all, researchers
representing mainstream positions in the sciences of the
mind have never denied that neurobiology might be rele-
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vant to the study of the mind. Because it is a mistake to de-
limit a priori the domain of investigation that will provide
insight into any phenomenon of interest, how could they
deny that? More importantly, these researchers did not
deny that even an autonomous theory of the mind would re-
quire an implementation theory to explain how mental
function was instantiated in the brain, even if neurobiology
played little or no part in the development of that theory.
That is to say, they advocated the thesis of F-autonomy,
rather than the thesis of C-autonomy. However, the F-
autonomy of psychology with respect to neurobiology is not
inconsistent with the TND because the TND permits a suc-
cessful theory of the mind to be constituted by a psycho-
logical theory together with a neurobiological implementa-
tion to which the psychology is irreducible. We disagree,
therefore, with Daniel, Hardcastle, Revonsuo, and Sut-
ton because we claim that the TND is perfectly consistent
with one popular interpretation of the doctrine of the au-
tonomy of the mental, and although the TND is inconsis-
tent with a different interpretation of the autonomy thesis,
that thesis is not at all widespread.

The debate between those who support a neuroscientific
approach to cognition and those who support the autonomy
of the mental is often characterized as a debate between
two radical views, the RND and the thesis that psychology
is C-autonomous with respect to neurobiology. But this
choice is a false one. There is an obvious conservative posi-
tion, namely, the TND, that is compatible with a large range
of middle positions (see again Stone & Davies). Once this
middle ground is pointed out, it is clear that many cognitive
scientists and neuroscientists implicitly are located at some
point within it or that they would choose to be so. And it is
equally clear that this is the right position to hold.

R2.2. Issues in the philosophy of mind and language.
Both Daniel and Jamieson write that the TND is incon-
sistent with positions defended in philosophy of mind and
language and therefore cannot be trivial. (For a further dis-
cussion of how the argument of the target article interacts
with issues in the philosophy of mind, see sect. R5 below).
According to Jamieson, the TND is inconsistent with ex-
ternalism, functionalism, and property dualism. Daniel also
cites the case of functionalism.

We agree that the TND is inconsistent with property du-
alism; the framework of the target article explicitly included
a commitment to materialism (as evidenced, for example,
in the argument from materialism and naturalism). In any
event, both the TND and the RND are inconsistent with
dualism. Thus, the question of dualism is orthogonal to that
distinction and to our concerns.

We do not agree, however, that the TND is inconsistent
with functionalism or with externalism. Jamieson has ana-
lytic functionalism in mind, as Daniel does, according to
which functionalism is an account of what our ordinary
mental concepts are; it is, so to speak, a “theory-theory” ap-
proach to our commonsense folk psychology. But a func-
tionalism that provides an analysis of our everyday mental
concepts leaves open a number of options when one turns
to the scientific theory of what it is that those concepts de-
note. For example, our everyday concept of belief might be
articulated as the state of a person that represents the world
as being in a certain way and which, when combined with
other states, causes the person to behave in various ways.
Such an account of belief largely leaves open the question

of what, as a matter of empirical fact, the states in question
are – linguistic states, computational states, neurobiologi-
cal states, or some combination. Analytic functionalism thus
largely leaves open how a scientific theory of mental states
will look, and this means that analytic functionalism is not
inconsistent with the TND. Analytic functionalism is a view
about concepts; the TND is a view about what best explains,
as a matter of fact, what the concepts denote.

The question of analytic functionalism is important also
for another reason. In her commentary, Hardcastle makes
the interesting point that one cannot conjoin biological the-
ories with psychological theories without loss of generality;
any such theory would necessarily only apply to creatures
with brains. We agree that psychological concepts should
apply to creatures that are very different from us in consti-
tution and structure, but we take it that this generality is the
goal of a functionalist analysis of mental concepts. The role
of scientific psychological theories, in contrast, is to explain
how these concepts are instantiated in particular creatures.
The TND is about the latter issue, not the former.

We turn now to Jamieson’s point about externalism, the
claim (roughly) that the individuation of some psychologi-
cal facts requires reference to the external world. We men-
tioned this issue in a note in the target article (see also Stol-
jar & Gold 1998), but we are grateful to Jamieson – and to
Jackson who makes a similar point in a different context –
for giving us the opportunity to explore it further.

Externalism can be understood in at least two different
ways. (We are indebted to Frank Jackson for discussion.) In
one interpretation of the view, externalism is the thesis that
some psychological properties are relational and intrinsic:
relational because in order to describe the properties, one
has to refer to items external to the subject that possesses
them; intrinsic because if a subject has a particular psycho-
logical property, a duplicate of the subject will also have 
the property. An analogy is water-solubility. Being water-
soluble is a relational property of a sugar cube because in
order to describe the property, one has to refer to items ex-
ternal to the sugar cube. However, water-solubility is in-
trinsic because (in usual cases) duplicate sugar cubes will
both be water-soluble if either is. A different interpretation
of externalism takes it to be the thesis that psychological
properties are relational but extrinsic: relational for the rea-
son already mentioned; extrinsic because if a subject has a
property, it does not follow that a duplicate subject will also
have the property. An analogy is the property being two feet
from a burning barn. If a sugar cube is two feet from a burn-
ing barn, it does not follow that a duplicate sugar cube will
also be two feet from a burning barn.

Jamieson’s claim is that the TND is inconsistent with 
externalism because neural phenomena are internal; the
identity of mental phenomena and neural phenomena to
which the TND is committed entails that mental phenom-
ena must be internal as well. Jamieson rightly claims, how-
ever, that it is a common view that some mental phenom-
ena have to be individuated by reference to the external
world and cannot therefore be internal.

What does it mean to say that neurobiological properties
are internal? Usually, this claim is understood as the claim
that neurobiological duplicates will have all and only the
same neurobiological properties. But that is quite consis-
tent with externalism in the first sense. As long as neurobi-
ological properties can be relational properties, they can
provide the connections to the external world required by
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externalism about mental phenomena. The neurobiological
properties will nonetheless remain internal in the sense that
they will be preserved across duplication. Moreover, it
seems quite clear that some neurobiological properties are,
in fact, relational in the sense required. (This point is also
made by Perring.) The concept of the receptive field in 
visual neurophysiology provides an illustration. Receptive
fields are defined by reference to an area of visual space in
which a stimulus elicits a response from a neuron and by
reference to the particular stimulus that elicits that re-
sponse. Neurons in V1, for example, respond to moving
bars. The classification of V1 cells, therefore, makes essen-
tial reference to the external world (i.e., to a moving bar).
Externalism in the intrinsic sense, therefore, is not at odds
with the TND.

What if one interprets externalism in the extrinsic sense?
Admittedly, the claim that the TND is inconsistent with this
version of externalism is more plausible than the parallel
claim about the first version. If neurobiological properties
are internal in the sense of being preserved across duplica-
tion but mental properties can change across duplication,
then mental properties cannot be identical to neural prop-
erties in the sense presupposed by the TND. Having dis-
tinguished these two senses of externalism, however, it is not
clear to what extent this latter view is widely held. (Jack-
son, for example, holds the first version, not the second.)
And if it is not widely held, then the TND can still be said
to be trivial in our sense. In any case, the general claim that
externalism is incompatible with the TND is false because
of its compatibility with the intrinsic version of externalism.

More importantly, to the extent that the extrinsic version
of externalism is plausible in the psychological case, we
must ask whether neurobiological properties are indeed in-
ternal. If both neurobiological and psychological properties
can be relational, as we have claimed, why is it plausible to
treat only the latter as extrinsic? Certainly, an argument to
the effect that neurobiological properties are not extrinsic
is required before a possible incompatibility with the TND
can be said to have been shown.

R3. Is there a distinction between the TND 
and the RND at all?

We turn next to a different sort of criticism regarding the
interpretation of the neuron doctrine, namely, that the dis-
tinction we draw between the TND and the RND is not
well-founded. This objection is formulated by the com-
mentators based on a number of different premises.

R3.1. Reduction and implementation. According to Sut-
ton, we have distinguished too rigidly between reduction
and implementation, thereby setting the bar too high for
real science. As a result, the distinction between an account
of a mental phenomenon that is purely neurobiological and
one that is interdisciplinary is not as clear-cut as we main-
tain. With a less rigid TND–RND distinction and a more
nuanced conception of reduction, it is possible to show that
Kandel’s theory is a reduction of classical conditioning.

In the target article, we took for granted that there was
an intuitive distinction between reduction and implemen-
tation, and although we referred to the classical conception
of reduction (Kim 1993; Nagel 1961), we made no specific
claims about the proper way to characterize the distinction.
No doubt there is a lot of philosophy of science to be done

here. However, our argument does not depend on any pre-
cise conception of reduction and implementation. The in-
tuitive way to express our view about reduction is that the
form of a successful theory depends on where the best ex-
planation of the phenomena is to be found (sect. 5.3.6, tar-
get article). Thus, leaving aside the details of reduction and
implementation, we claim that the RND is true just in case
the best explanations of the phenomena of the mind are to
be found in neurobiology.

We agree with Sutton that the nature of reduction is rel-
evant to the understanding of the theory of the mind, and
we suspect that he is right that mixed positions of the sort
he describes better capture the likely future of the sciences
of the mind. However, the plausibility of the TND does not
by itself show that there will never be an extension of neu-
robiology that will explain the mind. Because the RND
could be true, the distinction between the RND and the
TND is a real one.

R3.2. Metaphysical considerations and explanation. The
distinction between the TND and the RND, O’Meara ar-
gues, depends on a distinction between a Humean and a
physical conception of causation. According to his view, the
TND presupposes a Davidson-style psychophysical super-
venience thesis that depends on a Humean account of cau-
sation. The RND, in contrast, presupposes a physical ac-
count of causation, according to which psychological states
and events could not be causal in the Humean sense. Thus,
for O’Meara, the TND and the RND are in fact the same
claim interpreted according to two different accounts of
causation.

O’Meara’s distinction does not, however, affect the point
we want to make. It is commonplace in discussions of cau-
sation to make a distinction between causation proper and
causal explanation, where “causation” refers to the meta-
physical phenomenon itself and “causal explanation” refers
to the process of appealing to that phenomenon in the con-
text of a scientific theory or model. O’Meara’s distinction
between “physical” and “Humean” theories is a distinction
at the metaphysical level and not at the level of scientific ex-
planation. Our argument concerns the level of scientific ex-
planation because it addresses the kind of theory that will
offer explanations of mental phenomena. Indeed, these are
not necessarily causal explanations, because it is far from
obvious that all psychological explanations are causal.
Whether one thinks that causation is a physical relation or
not, one will still have to make sense of the idea that expla-
nations operate at both the psychological and neurobiolog-
ical levels. Our interest is in the relation between the ex-
planations at these levels.

It is worth pointing out also that O’Meara’s suggestion
that psychology is operating with a Humean account of cau-
sation while neurobiology is operating with a physical ac-
count, is not altogether plausible. A claim like “the property
P of the stimulus caused the perceiver to be in perceptual
state S” might well be heard in a psychology lab (and simi-
lar claims might well be heard in a neurobiology lab). How-
ever, the claim itself leaves the issue of the background
metaphysics of causation quite open. The difference be-
tween the psychological and neurobiological causal stories
does not seem to be a difference in causation but a differ-
ence between psychology and neurobiology.

In contrast, Fahey & Zenzen argue that there is a clear
TND–RND distinction but that our way of attempting to
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articulate it is inadequate. We distinguish between expla-
nation by cognitive neuroscience as opposed to explanation
by neurobiology alone. But Fahey & Zenzen claim that all
explanation is relative to some purpose or other, and the
mere availability of an explanation cannot be used as the ar-
biter of whether reduction has been achieved in some do-
main or other. The only way to defend reductionism is to be
committed to a metaphysical principle according to which
the properties of higher-level phenomena are derivable
from the properties of lower-level phenomena. To claim
that the RND is false, therefore, one must be an emergen-
tist; that is, one must believe that the properties of higher-
level entities are not so derivable.

Is a metaphysical commitment as strong as emergentism
needed to support the TND–RND distinction? We do not
think so. Imagine that the science of the mind one day has
adequate explanations for all mental phenomena. It seems
that one can coherently ask the question, “Are those expla-
nations purely neurobiological or not?” in the absence of
any belief whatsoever about emergentism. It may well be
that the course of science is in fact affected by whether or
not emergentism is true, but that is a quite distinct claim.
Because the question about explanations of mental phe-
nomena seems perfectly coherent, it seems the TND–
RND is well-founded. It may be true that explanations are
purpose-relative, but that does not make it impossible to
ask what concepts are used in an explanation.

R3.3. Description and explanation. A different strategy is
adopted by Lamm, who distinguishes a radical and a triv-
ial doctrine by appealing to “genuine” explanation as op-
posed to mere description. The genuinely radical doctrine
is committed to the explanation of a cognitive phenomena
completely in neural terms, whereas the trivial doctrine is
only committed to the existence of descriptions of those
phenomena. Lamm argues that psychological theories are
really only descriptions and thus only support the trivial
doctrine. Lamm does not think that this is a criticism of psy-
chology, however, because all sciences must go through a
descriptive stage.

Lamm is right in distinguishing different stages in the
development of scientific theory, although we hope he is
wrong that the best we can expect is a descriptive science
of the mind. (In the quotation from the target article that
Lamm provides, we did only mention description. In sur-
rounding sentences we also mentioned explanation, but the
quoted sentence is certainly misleading in that it overem-
phasizes the issue of description.) Where Lamm sees the
explanatory theory of the mind as a largely neurobiological
one with psychological concepts thrown in, we believe that
an explanatory theory might be mostly psychological. We do
not need to take a stance on how likely this is, but it is im-
portant to keep such a possibility among the serious options
for the explanation of the mind.

R3.4. Relations among the sciences. According to Bulli-
naria, we have elevated a pragmatic matter of developing
a scientific explanation into a call for more work in a new
subject, the philosophy of neuroscience. His claim is that a
commitment to reductionism in science only expresses the
aim of choosing an appropriate theoretical level that will
provide a perspicuous explanation of the phenomenon in
question, and thus that the TND–RND distinction is a
practical rather than a substantive one.

It is not clear to us, however, why Bullinaria takes his
view of the pragmatics of explanation to be at odds with our
account of the neuron doctrine. We did not explore how
particular scientific theories are chosen by scientists to ex-
plain particular phenomena. Once such explanations are
produced, however, one can ask which theories were used
to produce them. Was quantum mechanics used to explain
gene replication? If not, then the explanation of gene repli-
cation does not come from that level of theory. Is it relevant
that genes are made up of fundamental physical particles?
Not in the least, unless one can generate a better explana-
tion of gene replication in quantum mechanical terms. (See
also our response to Byrne & Hilbert.)

Now consider the theory of the mind. Whatever deter-
mines the choice of theories that are used to produce ex-
planations of mental phenomena, it is quite coherent to ask,
Were theories other than neurobiological ones required? If
the answer is yes, then the RND is false; if it is no, then the
RND is true. The debate over which theories to choose for
which purposes of explanation is orthogonal to our position,
which is that there are two real scientific futures that can be
envisaged in the sciences of the mind. In one, various sci-
ences are required to produce good explanations of mental
phenomena. In another, neurobiology alone is enough to
produce those explanations. One can therefore hold Bulli-
naria’s views about explanation without denying anything
we say.

Horwitz also suggests that we have created a dichotomy
where there is none. He argues that neuroscience makes
use both of neural and higher-level psychological concepts
in order to understand cognitive phenomena, and he cites
a number of studies from “modern” neuroscience to illus-
trate the approach. (No doubt Eric Kandel would disagree
that his work reflects an outmoded style of neuroscience!).

Horwitz’s commentary is clearly meant to be an objec-
tion to the argument of the target article, but we suspect
that our use of the word “trivial” has distracted him from
the substance of our position. So far as we can see, Horwitz’s
description of neuroscience is precisely one plausible and
attractive instantiation of the TND – a truly integrative and
interdisciplinary cognitive neuroscience. As we say in the
target article and have reiterated above, we did not mean in
the least to demean cognitive neuroscience by our use of
the word “trivial”; quite the contrary. Our use of “trivial”
was meant to imply the obvious truth of the neuron doc-
trine and the fact that it is and should be widely accepted
in the neuroscientific community. We therefore take Hor-
witz’s commentary to support our position rather than to 
reveal its flaws.

R3.5. Is the confusion caused by a different distinction?
We conclude this section by discussing a related objection
in the interesting commentary of Stone & Davies. They
do not deny the distinction between the TND and the RND
but argue that it is implausible that these are the positions
that are conflated by scientists and philosophers. Instead,
they distinguish a weak and a moderate neuron doctrine.
According to the former, neurobiology will explain some as-
pects of the mind and psychology will explain others; ac-
cording to the latter, neurobiology will be integrated with
psychology to explain the mind. The weak doctrine takes
the science of the mind to be multidisciplinary, whereas the
moderate doctrine takes it to be interdisciplinary. Neither
doctrine is equivalent to the TND; Stone & Davies cor-
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rectly claim that the TND is strictly compatible with the
idea that neurobiology will play no role in the future theory
of the mind (see sect. 2.1 above). That is, the TND allows
any combination of psychological and neurobiological con-
cepts including the “vacuous” cases in which neurobiology
either plays no role, or plays the only role. Stone & Davies
argue that it is implausible to suppose, as we do, that scien-
tists and philosophers mistake a doctrine as weak as the
TND with the RND and much more likely that they con-
flate the RND with the moderate doctrine.

We agree that the moderate and, indeed, even the weak
doctrines are quite plausible views about the future of the
sciences of the mind, and it is quite possible that many sci-
entists and philosophers do mean to endorse the moderate
view when they endorse the RND. But it is precisely the
specificity of this view that makes us doubt the suggestion
that it is common to conflate it with the RND. Anyone who
had formulated the moderate position would have quite
clear ideas about the possible roles of neurobiology and psy-
chology in some future theory of the mind. Our suggestion,
is that a general commitment to the identity of mind and
brain and a confidence in the ability of science to explain
the mind could form the basis for an illicit inference to the
RND. In other words it is easier to leap to the RND from
the obvious plausibility of the TND than from the specific
prediction of the moderate doctrine. To be sure, this is a
speculation about the psychology of people who are inter-
ested in the neuron doctrine but one that seems to us quite
plausible.

R4. Were we sufficiently critical of the RND?

A number of commentators suggest that we have not gone
far enough in our criticism of the RND.

Before we address the specific arguments of the com-
mentators, we should say more about our overall view of the
RND. In the target article, we claim that a commitment to
naturalism is at odds with confident predictions about sci-
ence. It is our commitment to naturalism that leads us to be
agnostic about the future of the science of the mind, and
this agnosticism extends to the RND. Whatever the current
state of the science of the mind, it seems perverse to deny
the possibility of a scientific development, however radical
the possibility seems, that will produce concepts that would
allow neurobiology to explain mental phenomena. Our con-
clusion is not that the RND is false but that there is cur-
rently no positive case to be made for it.

The commentary of Uttal is a case in point. We cannot
possibly do justice to the many interesting suggestions he
makes purporting to show the falsity of the RND. One of his
claims is that the apparent randomness of the brain shows
that it is impossible to work up from neurobiology to mind
or backwards from mind to neurobiology. Consider, how-
ever, the neurobiological work of Freeman (1991) [See also
Skarda & Freeman: “How Brains Make Chaos to Make
Sense of the World” BBS 10(2) 1987.] who has shown that
nonlinear dynamical modelling reveals stable mathematical
states in the apparently random activity of neurons in the ol-
factory bulb of rabbits. These states are not only stable but
alter systematically and predictably with changes in olfac-
tory stimulus. Freeman’s work thus reveals a surprising fact,
namely, that with the appropriate theory, not only can one
make sense of the apparent randomness in brain function

but one can represent the neural level in such a way as to
make contact with psychology. It seems premature, there-
fore, to conclude that future developments in the science of
the mind might not make progress of the same sort; a revo-
lution, or a number of revolutions, might do away with psy-
chology and vindicate the RND. The probability of such a
revolution may be low, but we do not believe it is zero.

R4.1. Functional roles. In order to counter this claim,
Chater compares psychology and economics and argues
that just as no physical description of the money in my
pocket will explain its role as currency, so no neurobiologi-
cal description of brain activity will explain psychological
function. In each case, the lower-level description picks out
the realizer of the functional state but is inadequate to re-
place the functional description. (See also sect. R2.2 above.)

Notice first that as part of a social institution, currency
has physical properties that are stipulated by the relevant
authorities. For this reason, Chater is quite right that the
physical description of money is of no relevance to the
functional role played by a particular currency. Because in
principle paisley socks could play the role of dollar bills as
easily as certain kinds of paper and ink, there is nothing in-
teresting to be learned about the role of currency from the
examination of its realizers. But it is by no means obvious
that the same can be said for the relation between mind
and brain; not just any potential realizer will be adequate
to do the job defined by the functional description, nor is
any functional description compatible with particular real-
izers. As Jackson notes, one’s view about the individuation
of beliefs can be affected by discoveries about neural func-
tion. A comment we made about Kandel in the target arti-
cle makes the same point. According to Kandel, neurobi-
ology may have discovered that simple and associative
learning are not as different as psychology has supposed.
Perhaps that insight could have been achieved by psychol-
ogy alone; perhaps not. The fact that neurobiology can con-
tribute to the functional-level description, however, shows
that the possibilities for what Patricia Churchland (1986)
calls the “coevolution” of neurobiology and psychology are
real. And if neurobiology can make some contribution to
the functional-level description of mental life, it is hard to
see how a priori limits on that contribution could be es-
tablished. In this regard, it is worth reiterating Lau’s point
that Marr himself acknowledged that there may be cases
in which insight into the function of some psychological
system may demand a nuts-and-bolts explanation rather
than a purely psychological description. If there are such
cases, then they are evidence that a successful theory of the
mind will include a significant conceptual neurobiological
component.

Smart, to whose seminal views about the mind-body
problem our own perspective is so much indebted, makes
a point similar to Chater’s in a different way. Smart argues
that psychology is to neurobiology as block diagrams are to
wiring diagrams. Given the indispensability of broadly
functional description to psychology as well as to electron-
ics, he concludes that there is no prospect of neurobiology
replacing psychology.

We also think that functional descriptions are indispens-
able and that most of those descriptions currently come
from psychology. Where we differ from Smart is in our be-
lief that neurobiology may eventually be able to produce its
own adequate functional descriptions of psychological phe-
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nomena. Should that day come, we could agree with Smart
that functional descriptions are an integral part of the sci-
ence of the mind and still maintain that the RND is true.

Tirassa defends the surprising claim that the RND fol-
lows from the computational theory of the mind that is cur-
rently the accepted framework of psychology. According to
his view, as against those that defend the autonomy of the
mental, it is a slippery slope from the distinction between
functional role and implementation to a rejection of the im-
portance of the functional description. If psychology is no
more than an abstract description of the brain, why not sim-
ply study the brain? Tirassa defends a conception of minds
as ontologically primitive, from which it follows that psy-
chology is ineliminable.

Tirassa may of course be right in thinking that the cur-
rent division of labor between computational description
and neurobiological implementation may one day change,
but it is unclear to us how the ontological primitiveness of
minds leads to the belief that psychology is ineliminable.
The connections between general metaphysical views and
the development of scientific theories are much less obvi-
ous than is often thought. As a result, even if we did take
minds to be primitive parts of our ontology, nothing sub-
stantive follows for the sciences of the mind. Perhaps the
best description of a mind-as-primitive is a neurobiological
description. There is thus no difficulty in holding that the
RND may eventually be vindicated, whatever the back-
ground metaphysics.

R4.2. Unification. An attempt is made by Franceschetti to
show that we have been hoist by our own petard by arguing
that considerations of unification not only do not provide
evidence for the RND, they provide evidence against it. He
argues that, in practice, theories tend to co-evolve, and that
even in cases of genuine unification (e.g., by Maxwell’s
equations), theories apparently made otiose (e.g., optics)
continue to remain useful. Thus even if there were a unifi-
cation of some sort in the sciences of the mind, psychology
is unlikely to disappear and the RND is unlikely to be true.
(This argument, if sound, would lend support to the posi-
tion of Byrne & Hilbert with respect to unification.)

Our response to Bullinaria is relevant here. The target
article did not discuss the factors that determine where a
successful scientific explanation will be found. Our position
is only that once an explanation is available, there is a de-
terminate answer to the question of which science or sci-
ences produced it. If optics is still required to explain par-
ticular phenomena, then Maxwell’s equations did not unify
optics, if by unification one means dissolution. Similarly,
should a unified theory of the mind be produced, it will ei-
ther include psychology as a necessary part, or it will not. If
it turns out that psychology is unnecessary (even if it re-
mains a convenient shorthand), then the RND will have
been vindicated.

R4.3. On the use and abuse of neuroscience. We are
grateful for Perring’s commentary, in which he supports
some elements of our position by appealing to the case of
psychiatry. He shows that the TND and the RND are reg-
ularly conflated, with potentially serious consequences. An
advocate of the neuron doctrine who fails to make the
TND–RND distinction will infer from a “mental illness is
an illness of the brain” that “mental illness ought to be
treated by neurobiological interventions.” But, as Perring

notes, this does not follow at all, as talk therapy, for exam-
ple, may continue to be the most effective treatment for a
pathology of the brain. Given the enormous emotional, so-
cial, and financial costs of mental illness, if Perring is right,
then the TND–RND distinction cannot be of purely intel-
lectual interest. The commentary of Brothers also makes
reference to the social effects of the RND. Brothers argues
that the RND has received unreasonable support in part
because of the social value of trumpeting the successes of
neuroscience in particular at a time when global theories of
the mind (e.g., Freud’s) are found sorely lacking. Once the
social motivation behind the RND is noticed, however, its
appeal is significantly reduced.

Is the RND a remedy for a fin de siècle malaise in the sci-
entific community? Perhaps; the question is difficult and
we don’t have the expertise to answer it. What is important
to stress, however, is that whatever the uses and abuses of
the RND may be, one must keep its possible truth separate
from them. However misguided some advocates of the
RND might be, they may be advocating a view that is even-
tually vindicated. This is a theme familiar in other areas of
science as well. For example, few theories are as badly mis-
represented and abused as quantum mechanics, as a cur-
sory look in the “metaphysics” section of many local book-
stores will reveal. But the use of quantum mechanics to
support everything from panpsychism to Eastern medicine
does nothing to negate the theory. Likewise, one ought to
remain open to the RND whatever its current social abuses.

R5. How does our argument bear on related
issues in the ontology of mind?

As noted in Perring’s commentary, our aim in the target ar-
ticle is to deal with a number of issues in the philosophy of
science and their implications for neuroscience. However,
some commentators raised related questions about the on-
tology of the mind that we did not deal with explicitly. We
conclude with a discussion of some of these issues.

Jordan suggests that the naturalism we are committed
to is at odds with a commitment to materialism. He sug-
gests, in effect, that an open-minded investigation into the
nature of the mind ought to refrain from commitments un-
supported by science, and materialism is one such commit-
ment. Opting for neutral monism – according to which the
mind and the brain are aspects of the same neutral stuff –
is, therefore, preferable.

Our commitment to materialism for the purposes of the
target article, however, amounts to no more than the claim
that the mind is identical to the brain; indeed, even this is
only a working assumption. Our intention is to suggest that
ontological monism may coexist with scientific pluralism,
and we could have adopted a neutral monism to make the
same point. The dispute between neutral monism and ma-
terialism is separate from the main claims we defend.

Mogi acknowledges that the RND is radical but offers an
interesting suggestion as to why a theory of the mind should
invoke explanations at the individual neural level. He then
raises the problem of qualia. As we understand it, his view
is much like Barlow’s (1987), which we referred to in the
target article. According to Barlow, biological neuroscience
is promising as an explanation of mental phenomena, at
least until we reach the problem of conscious awareness.
Like O’Meara, Mogi advocates a supervenience account as
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both potentially adequate to the phenomena and capable of
being integrated into a respectable science of the mind.

We are rather doubtful about the potential usefulness of
supervenience in this context for two reasons. First, we are
impressed by the work of Kim (1993), who argues that the
notion of a wholly independent psychological domain that
nonetheless supervenes on a distinct neurobiological do-
main may be untenable. What is more relevant to the argu-
ment of the target article, however, is that the super-
venience of the psychological on the neurobiological or
physical is usually taken to be a metaphysical thesis, not an
explanatory one. Our interest is in the explanatory question,
not the metaphysical one.

Partly because of this, we do not say anything in the tar-
get article about qualia or consciousness more generally,
nor do we address in any direct way the mind–body prob-
lem or the problem of other minds, both raised by Gun-
derson. It is important, however, to have something to say
about how these issues are related to the target article. With
respect to the mind–body problem, the crucial question is
not whether neuroscience or cognitive psychology will be
able to explain mental phenomena such as qualia. It is
whether a science of any sort will be able to do so (see Jack-
son 1982). So the mind–body problem raises questions
about the scope and limits of science in general, and not
simply about neuroscience and cognitive psychology. Of
course, these are the sciences that we look to for a solution
to the mind–body problem, so they bear the burden of our
search.

With respect to qualia and consciousness in general, one
of the obstacles to an adequate theory is the absence of an
adequate functional characterization of consciousness
(Block 1995). Of course, it is plausible that some of the phe-
nomena connoted by the concept of consciousness, for ex-
ample, what Block calls access-consciousness, do have func-
tional characterizations. But, as Block points out, it does not
follow from this that we have a functional characterization
of qualia or phenomenal consciousness. As a result, we are
inclined to be pessimistic about the likely success of the
current search for the neural substrate of consciousness
(e.g., synchronous 40-Hz oscillations). Until we have a bet-
ter idea of what we are looking for, it is going to be difficult
to find it.

As for the problem of other minds, this seems to us a
normative question in epistemology about which the de-
scriptive questions in philosophy of science have nothing in
particular to say. Gunderson notes that we acknowledge
the possibility that not all problems about the mind will be 
explained by neuroscience. The problem of other minds
strikes us as one such case.

Finally, we come to the commentary of Jackson. We
have already noted his point about externalism, so here we
will concentrate on his suggestion concerning the relevance
of neuroscience to the ontology of the mind, with which we
are much impressed and quite in agreement. Jackson ar-
gues that because psychological states, such as belief, are
information-bearing, a successful neuroscience will tell us
how they are achieved by the brain. In so doing, neuro-
science will have something to say about how these states
are individuated and will thereby make a contribution to
mental ontology. To take his example, results in neurobiol-
ogy might make a difference to whether or not we approach
individual beliefs as discrete countable states of the subject
or rather as abstractions from a single overall belief state.

Jackson’s suggestion is important for two reasons. First,
it shows in a particularly convincing way that where ques-
tions about mental life depend on the fundamental build-
ing blocks of mental representation, we have a strong 
reason to expect the coevolution of psychology and neuro-
science described by Patricia Churchland (1986). Just as the
discovery of the double helix had important consequences
for larger questions in genetics, the discovery of the prop-
erties of information-bearing states in the brain will affect
how we count, and conceive of, psychological states. Sec-
ond, his suggestion highlights the fact that even if discover-
ies in neuroscience do not undermine the psychological
conception of the mind, they may nevertheless alter it in
significant ways. How neurons produce mental states is a
problem of implementation but – to borrow Gary Marcus’s
turn of phrase – not mere implementation. How the brain
does the work of the mind is one of the deep questions of
science even if the science of the mind turns out to include
psychology.
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