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The presence of code Doppler and navigation bit sign transitions means that the acquisition of
global positioning system (GPS) signals is difficult in weak signal environments where the out-
put signal-to-noise ratio (SNR) is significantly reduced. Post-correlation techniques are typically
utilised to solve these problems. Despite the advantages of these techniques, the post-correlation
techniques suffer from problems caused by the code Doppler and the navigation bit sign tran-
sitions. We present an improved semi-bit differential acquisition method which can improve
the code Doppler and the bit sign transition issues in the post-correlation techniques. In order
to overcome the phenomenon of navigation bit sign transitions, the proposed method utilises
the properties of the navigation bit. Since each navigation bit takes as long as 20 ms, there
would be 10 ms correlations duration integration time between the received signal and the local
coarse/acquisition (C/A) code in which the navigation bit sign transitions will not occur. Conse-
quently, this problem can be cancelled by performing 10 ms correlations in even and odd units
separately. Compensation of the code Doppler is also accomplished by shifting the code phase
of the correlation results. To validate the performance of our suggested method, simulations are
performed based on three data sets. The results show that the quantity of required input SNR to
detect at least four satellites in the proposed method is —48-3 dB, compared with —20 dB and
—9dB, respectively, in traditional differential and non-coherent methods.
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1. INTRODUCTION. Because of the application of global satellite navigation systems
(GNSS) in various dimensions of industry, urban canyon, military and extensive scien-
tific research, they are considered among the essential technologies of today’s world.
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Satellite-based navigation systems are able to estimate the receiver position, velocity and
time (PVT) information in real-time. Global Positioning System (GPS), which is widely
used in military and civilian domains, is the most common GNSS (Kaplan and Hegarty,
2005). In a software receiver, the digitised signals enter into the acquisition section, which
provides the estimates of the Doppler frequency and the code phase to the tracking section
for more precise processing (Jiang et al., 2017). Consequently, to find the receiver PVT,
the tracked navigational information and pseudo-ranges are sent to the navigation section.
Although numerous methods have been proposed for improving the tracking and position-
ing sections (Li et al., 2014a; Teng and Wang, 2016; Guo et al., 2018; Teng et al., 2018;
Ke et al., 2019), the acquisition of signals received from satellites is the first and the most
important step in the software receiver (Liu et al., 2019b). Several methods can be utilised
for the acquisition of the weak signals. These methods are classified into two general cate-
gories. The first category is called the serial search. Although this category cannot be used
to create fast acquisition conditions, it is simple to implement it in hardware (Borio et al.,
2008). The second category is the code phase search. It utilises fast Fourier transform (FFT)
and inverse fast Fourier transform (IFFT) in the frequency domain to perform correlations
across all pseudo-random noise (PRN) code phases at a given code and carrier Doppler fre-
quency (Sagiraju et al., 2008). This category creates conditions for rapid acquisition, and
it is used in most receivers (Chang et al., 2011; Li et al., 2014b). The FFT search method
results from the circular cross-correlation in the time domain. Unlike the serial method
which is required to step through different code phases and Doppler frequencies, the code
phase search is only required to step through Doppler frequencies. Therefore, structures
based on the FFT can be regarded as the fastest method for the acquisition of GPS signals
(Kong, 2013).

Due to phenomena such as navigation bit sign transitions, code Doppler and residual
Doppler frequency, these methods are not able to provide weak signal acquisition in low
input signal-to-noise ratio (SNR) environments (Chung, 1995; Song et al., 2011). Several
methods have been proposed for elimination of the bit sign transitions. Zhu and Fan (2015)
proposed one method that employs a parallel algorithm and FFT method. Lin and Tsui
(2001) introduced a half-bit method that was able to circumvent the effect of the naviga-
tion bits. The problem with this approach is that it only considers half of the navigation bit
length while still suffering from squaring loss problems. Psiaki (2001) and Ziedan and Gar-
rison (2004) also presented methods named ‘full bit” and ‘circle’ that were able to estimate
where the navigation bit sign transition occurs, respectively. Likewise, these methods suf-
fer from the same problems of squaring loss and computational complexity. Other methods
utilised in this field are called post-correlation techniques. Coherent integration is one of
the techniques used to increase the integration time. The navigation bit sign transitions and
the residual carrier phase Doppler frequency are two constraints that prevent increasing the
integration time in this method (Shin and Lee, 2003; Elders-Boll and Dettmar, 2004). In
non-coherent integration methods, though the navigation bit sign transitions are eliminated
as a problem, there is a new issue that occurs in the detector output due to squaring oper-
ations. This is called squaring loss (Weixiao et al., 2010; Zeng et al., 2015). Differential
methods are some of the most popular methods used for increasing the integration time and
the amount of out SNR in weak signal environments (Sun, 2010; Esteves et al., 2016).

The post-correlation methods are suggested to increase the integration time, but despite
their advantages, they suffer from the code Doppler phenomenon. This phenomenon
occurs when long integration times causes the correlation peaks between the local

https://doi.org/10.1017/50373463320000028 Published online by Cambridge University Press


https://doi.org/10.1017/S0373463320000028

894 M. NEZHADSHAHBODAGHI AND OTHERS VOL. 73

coarse/acquisition (C/A) codes and the received signals not to fall into the same code phase
because of the shifts that occur. Therefore, it reduces the out SNR in the desired code
phase and hence the detection probability (Guo et al., 2017). Several solutions have been
suggested for this problem. One of the simplest ideas as presented by (Ziedan, 2006) per-
forms the compensation by producing a local version of the C/A code adjusted to properly
account for the actual Doppler frequency. Psiaki (2001) has offered the concept of inter-
polation to solve this problem. Also, Jiao et al. (2012) have performed the compensation
operation based on the theory of time-shifts. But the high computational complexity of
these methods can be considered as their main shortcoming. Yichao et al. (2016) have sug-
gested a method for compensation of code Doppler which not only has a low computational
complexity, but also a fairly good performance.

We present an improved method that is both able to solve the problem of the navigation
bit sign transitions and the code Doppler phenomenon which occurs in differential methods
in a large number of integration times. The result of simulations performed based on three
data sets indicates that the amount of required input SNR to detect at least four satellites in
the proposed method is —48-3 dB, but in traditional differential and non-coherent methods
are —20 dB and —9 dB, respectively.

The rest of this paper is organised as follows. Section 2 presents a model of the received
signal in the receiver and also describes the syntax of signal acquisition in weak signal
environments. In Section 3 the problems of the code Doppler phenomenon and the nav-
igation bit sign transition in weak signal environments are discussed. Next, in Section 4,
the usual acquisition structure and consequently the improved structure are introduced. In
Section 5 the simulation results are presented. Finally, the conclusions will be presented in
Section 6.

2. SIGNAL MODEL AND ACQUISITION OPERATION IN WEAK SIGNAL ENVI-
RONMENTS. The GPS signal will be taken to describe the proposed acquisition
algorithm. Without loss of generality, it can be adopted in other navigation systems as
well. GPS L1 C/A signal is binary phase shift keying (BPSK) modulated by a 50 bits per
second (bps) navigation data stream and C/A code with a chip rate of 1-023 MHz. Each
GPS satellite is allocated a unique PRN code to identify itself.

2.1. Signal model. The GPS signals that are in the L1 band will be mixed to the IF
band after they are received by the receiver. The received signals after the front-end can be
displayed as follows:

rigi(nTy) = \/EDi(nTv)ci(nTx — 1+ nTy) exp(j 27 (fie + fai)nTs + @o) + W(nTy) (1)

where 75 ;(nTy) indicates the signal received from the i-th satellite, P; is the power of the i-th
satellite, D;(nTy) is the indicator of the navigation data of the i-th satellite, 7 is the sampling
time, c;(n7T) is the C/A code of the i-th satellite, and 7; indicates the code phase delay of
the i-th satellite. fir shows the frequency of the IF band, and f;; represents the Doppler
frequency of the i-th satellite, which is produced due to the relative motion between the
satellite and the receiver. §; = fu; - fenip/frF represents the code-frequency offset of the i-th
satellite, in which fehip and frr denote the C/A code frequency and the carrier frequency,
respectively. ¢ ; models the initial phase of the i-th satellite and W(n) specifies the Gaussian
noise with zero mean and o variance.
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Figure 1. Acquisition structure in weak signal conditions.

2.1.1. Acquisition operation in weak signal environments. The acquisition operation
in weak signal environments is usually based on the correlation between the incoming and
local signals. This correlation can be defined as follows:

N-1

Z(&fa) = Y rednT)einTs — &) exp(—j 27 fanTy) )
n=0

where Z(7;, fd,[) denotes the correlation function or so-called ambiguity function. 7; and fd’,-
are the estimates of the code phase and the Doppler frequency of the i-th satellite, respec-
tively. N represents the number of samples (or code phases) in a C/A code period (usually
one millisecond). After Equation (2) is estimated for the i-th satellite, the magnitude of
Z(%;, fd,,-) is compared with a predetermined threshold, and if it exceeds the threshold value,
it shows that the i-th satellite is acquired and the code phase and the Doppler frequency
estimates (f,-,fd,i) will be delivered to the tracking section.

Since performing a correlation operation for a single C/A code period is inadequate in
weak signal environments, the integration time must be increased. Therefore, the post-
correlation techniques can be utilised to increase the amount of SNR in the output of
detector. In Figure 1, the overall structure of the acquisition in weak signal environ-
ments can be observed. As shown in Figure 1, the post-correlation techniques are used
after the correlation operation. These techniques can be divided into three categories
(Parkinson et al., 1996; Sun, 2010): (1) coherent integration, (2) non-coherent integration,
and (3) differential integration.

Each of these methods can be placed in the specified box of Figure 1. The coherent
integration method has the following relationship:

2

M A~
> Zk(Enfa)

K=1

Ti(Eifa;) = 3)

where M represents the number of performed correlations. The effect of the residual carrier
phase as well as the phenomenon of the navigation bit sign transition leads to a decrease in
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the output SNR. The non-coherent integration method can be expressed as follows:
M 2
Tinfud = Y |2xEifun) 0
K=1

Although this method does not suffer from the same problems as the coherent integration,
the square loss problem occurs in this method because of the squaring operation. In fact,
this operation, in addition to boosting the ambiguity function peak, amplifies the amount of
noise in the output of the detector. Also, Van Diggelen (2009) has shown that the combina-
tion of longer coherent and non-coherent integration is a powerful tool that can dramatically
increase receiver sensitivity.

The differential method is the third method used in the post-correlation. Since the differ-
ential operation is performed in this method, some of the problems of the earlier methods
are solved. When the correlation operation is accomplished, and the correlation outputs are
generated, they will have almost the same phase. Therefore, since the noises of the cor-
relation outputs are almost independent of each other, the output noises will be lost as a
result of the differential operation. Various structures have been proposed for the differ-
ential method. These structures depend on how the correlation outputs are combined, and
they can be categorised along with their decision variables as follows:

1. Coherent differential integration (Jeong et al., 2000):
2

M
Z Zx(Tisfai)Zg _(Tis fa)

K=2

T fa)) = (5)

2. Non-coherent differential integration (Pulikkoonattu and Antweiler, 2004):

PN M A ~ |2
Tiinfu) = Y |2 fui)Zi - (Bifao) ©)

K=2

3. Pair-wise coherent differential integration (Sun and Presti, 2010):

M)2

Ti(Efa) =) ‘ZZK(fiaf;i,i)Z;K— (B fa)
K=1

2

0

4. Pair-wise non-coherent differential integration (Sun and Presti, 2010):

M2

Ti(Eifa) =) ‘Z2K(fi>f;i,i)Z;K71(fisf:i,i)
K=1

2

®)

5. Real differential integration (Zarrabizadeh and Sousa, 1997):

A M N .2
TiEfa) = Y Re | ZkGifud Zi (i fun)| ©)
K=2
where Zi_, represents the complex conjugate of Zx_;. Zeng et al. (2015) compared
different structures and proved that coherent differential integration has better results in
comparison with other differential structures and post-correlation methods. Therefore, this
method has been utilised in our improved structure.
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3. PROBLEMS OF POST-CORRELATION TECHNIQUES. Because of reduction of
the output SNR by the navigation bit sign transitions and code Doppler, these are recog-
nised as the main problems of the post-correlation techniques. The effect of the code
Doppler gives rise to slipping the code chip during the correlation process. Navigation
bit sign transitions can also cause a major problem for the acquisition performance. In this
section, these issues will be completely reviewed.

3.1. Problem of the navigation bit sign transition. The problem of the navigation
bit sign transition may occur in two conditions: (1) in the correlation between the local
C/A code and the received signal, and (2) in performing the accumulation operation in
the post-correlation techniques. In the first condition, the amount of output SNR reduction
depends on the position of the bit sign transition within the correlation period. If it occurs
in the middle of the C/A code period, the correlation is ideally zero (Van Diggelen, 2009;
Xiang-Li and Jun, 2017). In the second condition, to increase the amount of output SNR,
the number of accumulations will be increased. Since the length of each navigation bit
is 20 ms, this phenomenon occurs at most once every 20 ms. If we assume that the bit
sign transition occurs at exactly 10 ms, it causes the peak generated by the accumulation
operation between the local C/A code and different 1 ms intervals of the received signal to
be almost zero (Presti et al., 2009; Sun and Presti, 2010).

3.1.1. Problem of the code Doppler. The acquisition of satellite signals in GPS
receivers is based on the correlation between the local C/A code and the received signal.
As stated earlier, FFT is used to calculate Equation (2) for all points in the search space
quickly. The FFT of the received signal and the local C/A code (this sampling assumes the
nominal chipping rate of 1.023 MHz) can be shown as follows (Yichao et al., 2016):

Ci(k) = FFT(ci(nTy)) (10)
R, ; (k) = FFT(rie (nT) exp(—j 27 funTy)) (11

where £=0,1,...,N —1, and R, ; (k) denotes the FFT of the received signal of the i-
th satellite in the d-th Doppler frequency, and C;(k) shows the FFT of the C/A code of the
i-th satellite. Thus, the correlation between the received signal and the local C/A code of
the i-th satellite in the d-th Doppler frequency can be shown as follows:

Z(%.fas) = IFFT(C} (k)R, ; (k) (12)
In the above equation, IFFT represents the inverse FFT, so we will have:

Z(31.fai) = IFFT(C} ()R, ;, (K)) = A AT)sine(Afa;Te) eXp(Yresidual) (13)

where 7, is the correlation time. Afd,i =fir +fai — fd,i denotes the remaining Doppler fre-
quency of the i-th satellite. 4;(A7) indicates the C/A code self-correlation function of the
i-th satellite, and Yreiqual 1S an indicator of the remaining carrier phase. Suppose that we
want to find the K-th correlation between the received signal and the local C/A code of the
i-th satellite in the d-th Doppler frequency, then we will have:

|Zi(Zinfa)| = 14i(T — T — LaKTo)sine(Afy T, (14)

In the above equation, £;K7, is known as the linear code phase drift. Among the vari-
ous correlations which take place between the C/A code and the received signal, this drift
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Figure 2. Shifts of maximum peaks due to the code Doppler phenomenon in PRN 1.

causes the code phase which places the highest correlation peak value to occur in different
situations. In other words, instead of generating the correlation peak for satellite detection
in a single code phase during different correlations, it will be distributed among several
code phases, and it will be called the code Doppler phenomenon. The main effects of the
code Doppler phenomenon are: (1) reducing the amplitude of the correlation function, and
(2) shifting the real code phase.

Both of these cases cause reduction in the probability of detection. Therefore, they
demonstrate the importance of compensation for this phenomenon. As indicated by the
linear code phase drift equation, this phenomenon occurs due to the vast number of cor-
relations (depending on the code-frequency offset and duration of integration). For further
explanation, one GPS satellite with PRN 1 has been simulated in the L1 band, in which the
number of correlations between the local C/A code and the received signal is M = 70 and
the duration of each correlation one C/A code period (1 ms). The GPS signal used to simu-
late Figure 2 has the following information: (1) sampling frequency 5-1743 MHz, (2) C/A
code frequency 1-023 MHz, and (3) C/A code length 1023.

In this simulation, satellite 1 has been utilised to illustrate the effect of code Doppler.
Regarding the sampling frequency, there are 5,714 samples (code phases) in every C/A
code period. In other words, there are nearly six samples in each chip. The effect of code
Doppler is on the code phases of a PRN, not on its chips. That is why we have tried to
use the code phase in the vertical axes to demonstrate this effect. In other words, when the
number of correlations increases, the code phase which has the highest value of correla-
tion is first shifted between the code phases of a chip and if the number of correlations is
increased again, then it is entered into another chip. The result of this simulation is pre-
sented in Figure 2. According to Figure 2, increasing the number of correlations leads to
shifting the code phase in which the correlation peak occurs, and the average of the shifts
will be almost ascending.

4. PROPOSED METHOD. As it was stated in the previous section, the problems of
the post-correlation techniques are the code Doppler and the navigation bit sign transi-
tions. Several solutions have been introduced by different researchers to compensate for
these issues (Xiang-Li and Jun, 2017). Yichao et al. (2016) also suggested a solution that
is efficient and produces more acceptable results compared with other code Doppler com-
pensation techniques. Now, inspired by these solutions, we present our proposed structure
in Figure 3. In this method, in addition to covering the weaknesses of the post-correlation
techniques, computational complexity has also been avoided.
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Figure 3. Structure of the improved semi-bit differential integration technique for compensation of the code

Doppler phenomenon and the navigation bit sign transition.
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Figure 4. Post-correlation structure of the improved semi-bit differential integration technique for
compensation of the code Doppler and any bit transitions.

In a weak signal environment, the received signals have low input SNR. Therefore, it is
necessary to apply techniques that can increase the input SNR, but sometimes the received
signals in this environment already have a high input SNR. In other words, it is possible
that the GPS receiver exits the weak signal area for a moment. Thus, performing the post-
correlation techniques will not be necessary. For this reason, we have utilised an SNR
threshold of 20 dB in the proposed structure, in which the received signal is only sent for
post-correlation processing if the input SNR is below this threshold value.

Figure 4 illustrates the structure that we have considered for the post-correlation oper-
ational unit. As it shows, this structure is divided into L units, in which each unit has ten
1 ms correlations between the received signal and the local C/A code (M = 10). The main
reason for employing ten 1 ms correlations in each unit is to cope with navigation bit tran-
sitions. Due to the fact that each navigation bit takes as long as 20 ms, there would be some
odd or even units in which the navigation bit transitions will not occur. For instance, if we
suppose that L is equal to four, then the cases which may give rise to the navigation bit
sign transition are shown in Figure 5. In Figure 4, to construct unit 1, 1 ms of the received
signal is correlated with a period of the C/A code local signal based on Equation (2). The
FFT has also been utilised to make this operation faster. The IFFT is then taken from the
obtained result. Finally, it is regarded as a row in unit 1. This operation is repeated again for
another millisecond of the input data to form the second row in unit 1. It is then performed
continuously in the same way to create ten rows of unit 1. This procedure is also repeated
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Figure 6. P-th sample of the code Doppler compensation block.

to construct units 2 to L. In fact, the difference between unit 1 and unit 2 is that the first and
second 10 ms of the received signal are utilised for forming them, respectively. Similarly,
other 10 ms intervals of the received signal are used to create units 3 to L. Notice that in
Figure 4, N represents the number of samples (or code phases) in a C/A code period. In
other words, it depends on the sampling time (7). For example, given that the sampling
frequency is 5-7143 MHz, there are 5714 samples (code phases) in every C/A code period.

After this step, the computed correlations of all units are sent to the code Doppler com-
pensation blocks. Figure 6 shows the p-th sample of the code Doppler compensation block.
As shown in Figure 6, when the output of the p-th unit enters the related code Doppler com-
pensation block, first it is checked whether the Doppler frequency is positive or negative.
Then, if it is negative, the entire correlation function between the received signal and the
local C/A code is shifted circularly based on Equation (13). Otherwise, it is vice versa. For
further explanation, Equation (13) has three important parts where ¢y = fy - fenip /frRF repre-
sents the code-frequency offset, 7, is the time of the correlation (here, it is considered as
one of the C/A code periods), and K indicates the correlation number. This compensation
is carried out for each correlation within every unit. In other words, £;K7. represents the
value of shifting the code phases of each correlation within every unit. After calculation
&,KT,, its rounded value is utilised for the code Doppler compensation.

After the code Doppler compensation for all units, the correlation values of each unit
are transmitted to the related block for differential integration. The integration operation is
accomplished for the correlation values of each unit separately based on Equation (5).
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In the next step, as shown in Figure 7, the coherent differential integration outputs of the
units enter into a block called unify sign (US). The reason for the utilisation of this block
is to equalise the output sign of odd and even units separately. For further explanation, see
Figure 5. As can be seen, in the case of occurrence of the navigation bit sign transition,
the odd or even units that have not experienced the change in the sign are affected by the
opposite sign of the navigation bit. Therefore, it is necessary to solve this problem before
adding the units. For the US operation, after performing the differential operation for all of
the units, the outputs of differential blocks are as in Figure 7.

To equalise the signs, the real and imaginary values in each of code phases of unit 1
are individually compared and equalised with the real and imaginary values in the code
phases of other odd units. Similarly, this US operation is carried out for unit 2 with other
even units. After the US operation, the odd and even units are added together separately (it
is assumed that L is an even number). To find the sum of odd units, their code phases are
added as in Figure 8. Similarly, the sum of even units is performed.

As Figure 9 shows, after the sum of odd and even units, they are compared together,
and the maximum value is considered to be compared with the predefined threshold. If the

https://doi.org/10.1017/50373463320000028 Published online by Cambridge University Press


https://doi.org/10.1017/S0373463320000028

902 M. NEZHADSHAHBODAGHI AND OTHERS VOL. 73

Unit 1 coherent
differential —
integration
output Unify
the sign |
Unit 2 coherent 9
differential SUM }—
integration m Unify
output the sign
: : Maximum|_| Co:vr::)r?re Signal
. value capture
Unit L-1 coherent || Unify threshold
differential the sign
integration output sum
Uni
Unit L coherent the sfii}n 1
differential
integration I |
output

Figure 9. Last step of the proposed method.

Figure 10. Setup for recording real data around Iran University of Science and Technology.

result is greater than the threshold, the estimated code phase and the Doppler frequency
are obtained and sent to the tracking section. Finally, we should notice that no pilot signals
from other GNSS are supposed to exist when the proposed method is accomplished in the
acquisition part of the receiver.
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Figure 12. Peak value and detection status for each satellite search in NOCA, COA, TDA and ISBC

methods for M =20, T'=1ms, input SNR = 13-3dB (top), M =40, 7= 1ms, input SNR =13-3dB
(middle) and M = 80, T = 1 ms, input SNR = 13-3 dB (bottom). (Not acquired signals (black), acquired

signals (green))
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ISBC

Figure 13. Sky plots of methods for M =20 and 7= 1 ms.

Table 1. The results of acquisition for M = 20, and 7= 1 ms.

Maximum Number of
Methods Input SNR (dB) Output SNR (dB) peak acquired satellites CPU time (s)
COA 133 19-1 24 1 82
NOCA 13-3 29-8 15 8 108
TDA 133 37-1 28 9 115
ISBC 13-3 56 59 10 130

5. PERFORMANCE ANALYSIS. The improved semi-bit compensation (ISBC)
method is simulated and compared with three alternative methods: (1) coherent accu-
mulation (COA), (2) non-coherent accumulation (NOCA), and (3) traditional differential
accumulation (TDA).

In this study, we have utilised three data sets. The first data set is related to real data
which was recorded from the streets around Iran University of Science and Technology
(IUST). The process of recording the data is presented in Figure 10. The characteristics
of the first data set are as follows. The C/A code is a gold sequence with a length of 1023
chips. The carrier frequency of the received signal is 1575-42 MHz. The maximum Doppler
carrier-frequency range is 20 KHz. The intermediate frequency of the acquisition stage
is 4.309 MHz, and the location of the code phase in the signal and the existence of bit
transitions are random. The sampling rate is set at 5-7143 MHz. The second data set is
also real data which was recorded in front of the IUST School of Electrical Engineering
laboratory building where the view to the sky is blocked by buildings and trees (Figure 11).
The third data set is related to the simulation data of the static user. It was collected by the
multi-GNSS constellation simulator from Spirent. The characteristics of the second and
third data sets are the same as the first one. Note that although various techniques have
been accomplished to meet the requirements of GPS indoors (Liu et al., 2018; Liu et al.,
2019a), as Figures 10 and 11 show, the scenarios considered here for the results of the
proposed ISBC method and the traditional methods are concerned with the characteristics
of urban areas such as tall buildings, trees, and etc.
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Figure 14. Peak value and detection status for each satellite search in NOCA, COA, TDA and
ISBC methods for M =20, 7= 1ms, input SNR =10dB (top), M =20, 7= 1 ms, input SNR =7 dB
(middle) and M =20, T = 1ms, input SNR =2dB (bottom). (Not acquired signals (black), acquired
signals (green)).

To compare the proposed structure with other methods, first, the number of acquired
satellites and the peak value for each of the above methods are obtained. Second, to create
the weak signal, noise is added and the previous operation is repeated. Finally, the SNR
gain for each method is calculated.

5.1. Simulation results. The first part of the simulation, concerned with the second
data set which was recorded in front of the [IUST School of Electrical Engineering labora-
tory building where the view to the sky is blocked by buildings and trees (a weak signal
environment), is to find the number of acquired satellites and the maximum peak value
for comparing different amounts of accumulation with the threshold. Figure 12 shows the
results of this part. It is clear that, as the number of correlations (M) between the local
C/A code and the received signal increases, as a result of the occurrence of the navigation
bit sign transitions and the code Doppler, the amount of the output peaks and the number
of acquired satellites decreases. But in our proposed method, by increasing the number of
correlations, not only do the peak values improve but also the number of acquired satellites
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Figure 15. Peak value and detection status for each satellite search in NOCA, COA, TDA and ISBC
methods in the first dataset for M = 20, 7= 1 ms (top), M = 40, 7= 1 ms (middle) and M = 80, 7= 1 ms
(bottom). (Not acquired signals (black), Acquired signals (green)).

does not diminish. Figure 13 indicates the sky plots of the methods for A/ = 20. Table 1
shows the results of acquisition for M =20 and 7' = 1 ms, input SNR = 13-3 dB.

In order to validate the proposed method under different input SNRs in the second data
set, the white Gaussian noise (WGN) function in MATLAB is utilised to achieve weaker
signals. So, the various kinds of Gaussian noise with different powers are produced and
combined with the main signal. The simulation results are presented in Figure 14. As
shown, the peaks of satellites in the proposed method are more than other methods when
input SNR decreases.

In the second part of the simulation, two other data sets were simulated to demonstrate
that the proposed method is independent of the receiver input data. The results of the first
data set, which was recorded from the streets around IUST, and the third data set which
is related to the simulation data of the static user are presented in Figures 15 and 16,
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Figure 16. Peak value and detection status for each satellite search in NOCA, COA, TDA and ISBC
methods in the third dataset for M = 20, 7= 1 ms (top), M = 40, T = 1 ms (middle) and M = 80, 7 = 1 ms
(bottom). (Not acquired signals (black), acquired signals (green)).

respectively. As shown, the ISBC method is not only independent of the type of input data
but also outperforms compared with the traditional method.

Finally, to evaluate the proposed method in the worst case, various kinds of Gaussian
noise with different powers were produced using the WGN function and combined with the
main signals in the second data set. Figure 17 shows the comparison between traditional
methods and the proposed method based on input SNR, and the SNR gain, which is defined
as follows:

_ OutputSNR

InputSNR

According to Figure 17, the amount of required input SNR to detect at least four satellites
in the ISBC method is —48-3 dB, but in the TDA and NOCA methods, they are —20 dB
and —9 dB, respectively. Figure 18 also shows the results of detecting at least four satellites
for the mentioned methods.

SNRGain (15)
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Figure 18.

Peak values and the minimum amount of required input SNR to detect at least four

satellites for ISBC, M =20, 7= 1ms, input SNR = —48.3dB (top), TDA, M =20, 7= 1ms, input
SNR = —20dB (middle) and NOCA, M =20, 7= 1ms, input SNR = —9dB (bottom). (Not acquired

signals (black), acquired signals (green)).
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Figure 19. Detection probability of the different methods with the false detection probability being 1e-6 under
coherent time being 1 ms.

In Figure 19, we give a comparison of the detection probability between the non-
coherent integration, differential coherent integration, and the proposed method of ISBC
with the false detection probability being le-6 and the coherent time of 1 ms under the sec-
ond data set which has been recorded in front of the IUST School of Electrical Engineering
laboratory building. As Figure 19 shows, the ISBC method is superior to the traditional
methods.

6. CONCLUSION. The post-correlation techniques are utilised in weak signal environ-
ments to increase the amount of SNR in detector output. Although these methods have
some advantages, they still suffer from the code Doppler and the navigation bit sign transi-
tion problems yet. The first problem shifts the real code phase that means the maximum
peak of different correlations does not fall in the same code phase. The second prob-
lem decreases the amplitude of the correlation function. On the other hand, both of them
reduce detection of satellites in the detector output. In the present study, an improved
semi-bit differential acquisition method for the bit sign transition and the code Doppler
compensation was addressed and examined on three available data sets. To eliminate the
navigation bit sign transitions in the proposed method, 10 ms correlations were performed
in the even and odd units individually due to the navigation bit flipping that occurs every
20 ms. Thus, the maximum pick of correlation results between the received signal and
the local C/A code appears in one of integrated even and odd units. Moreover, in order
to tackle the issue of linear code phase drift in weak signal environments, the presented
method compensates the code Doppler for every correlation result by calculating the code-
frequency offset. The results showed that the proposed method has better performance
compared with the traditional methods in the input SNR required to detect at least four
satellites.
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