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The objective of this paper is to explore a hybrid Global Navigation Satellite System (GNSS)
architecture that efficiently meets the stringent needs of safety of life systems. An architecture
is proposed that allocates error bounding and alerting functionality between the space,

ground and user segments based on refining the assumptions of the leading-order fault free
error sources expected in the near future from developing GNSS technologies. By revisiting
the first principles used to derive standard RAIM fault detection, a modified detection al-

gorithm is developed to more accurately accommodate these new fault-free error distri-
butions while supporting timely user alerts. The results of the analysis and simulation indicate
that this optimized receiver algorithm and associated architecture can provide significant
development and operational benefit for navigation users requiring high levels of integrity.
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1. INTRODUCTION. For many years, there have been two standard ap-
proaches to providing integrity, or trusted navigation, to a user of the global
positioning system (GPS). These were receiver autonomous integrity monitoring
(RAIM), which performs a self-consistency check within the user’s receiver, and the
GPS integrity channel (GIC), which distributes integrity information to properly
equipped users [30].

Government and industry have taken a pro-active approach to mitigate the sources
of large faults generated by GPS by implementing systems based on a GIC concept,
including the US’s Wide Area Augmentation System (WAAS), Japan’s Multi-
functional Satellite Augmentation System (MSAS), and Europe’s European Geo-
stationary Navigation Overlay Service (EGNOS). These developments, along with
progress in satellite navigation technology through ground, space and receiver-based
modernization [14] have greatly reduced the fault-free error sources that contribute to
navigation solution errors, as well as providing timely notification of system faults.
Improved satellite operations and management, broadcast differential corrections
and integrity messages, and navigation signals on new frequencies have all con-
tributed to improve navigation performance and reduced the likelihood of large
system faults.
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RAIM also has a long history in GPS as an excellent method for evaluating
bias errors that, in the presence of other system errors, can lead to a misleading
navigation solution. The standard RAIM algorithm performs an integrity function
that helps protect a user’s navigation solution by conducting a consistency check
based on Gaussian system errors known a priori. RTCA [2] and Lee et al. [11]
document the current algorithms employed in airborne navigation equipment,
while Kaplan [10] provides an excellent summary of the analysis that led to this
implementation.

Today, several versions of RAIM exist that extend its basic functionality beyond
detection, to include isolation and exclusion of unexpected bias errors caused by
system and subsystem level faults [3,4,5,8,9,13]. Brown and Chin [3] revisit the de-
velopment of the test statistic and extend the work to include a protection radius, or
equivalently a protection level. Van Dyke [5] examines the availability based on
maintaining protection levels within alert limits for various phases of flight, and is
one of the first to make performance predictions of a GPS constellation with Selective
Availability (SA) set to 0. In addition to the ‘‘snap shot’’ based approaches pre-
viously discussed, Kalman filtering methods have often been developed by Young
and McGraw [7] and Grewal et al. [25] to blend additional sensor data into the
consistency check to further protect the user from system faults. These approaches
lend themselves to improving the availability of the system by not only providing
fault detection, but also fault exclusion so that a high integrity navigation solution
can provide continuity of navigation information.

Interestingly, many of these RAIM approaches depend on earlier work that
established a foundation for fault detection developed by Parkinson and Axelrad [1]
and Lee [9]. These seminal works established the basis of Gaussian errors in the range
domain with zero mean lead to position domain errors that follow a Chi-square
distribution. The onsets of large biases injected into the system were then assessed in
the position domain as a non-central chi-square distribution.

To reflect these incremental upgrades, updated error budgets have been proposed
by McDonald and Hegarty [6] as well as Kovach [17], along with system performance
capabilities assessed by Ochieng et al [15, 16] and Van Dyke [14]. In the near future,
new systems such as Galileo, QZSS and others will provide additional navigation
signals that will continue to advance the state-of-the-art of satellite navigation. Of
course, a seamless navigation system will not be without its own interoperability
challenges, which will need to be addressed and managed, as identified by Fyfe
et al [18].

The culmination of these advances has changed the leading order characteristics of
the fault free errors from Gaussian to non-Gaussian. While the traditional RAIM
algorithm continues to provide a robust detection function that protects a user, sub-
optimal performance occurs due to system and subsystem errors that are no longer
dominated by Gaussian distributions. For example, high performance receiver elec-
tronics may trim the tails of the Gaussian error distribution generated by its tracking
loop algorithm. Also, GNSS clock and ephemeris errors are often managed by a
ground site that tracks, estimates and uploads new broadcast information as needed
or according to a predefined schedule. Evolving and future GNSS may operate in a
man-in-the-loop fashion, such as described by Crum and Smetek [12], or in a more
dynamic and automated fashion as suggested by Brown [26]. Regardless of the
operation and maintenance aspect of the future GNSS, system errors estimated as
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zero mean Gaussians will be a conservative and poor approximation of real system
attributes.

Thus, we propose that the resulting errors from the onboard frequency reference
and age-of-data leads to an error contribution that is better characterized by a uni-
form distribution with an upper bound defined by operational performance con-
straints. Similar leading-order non-Gaussian error sources due to atmospheric effects
are also expected, and have been well cited in experimental observations and mod-
elled accordingly [21, 22]. Such fundamental issues beg the question about how a new
architecture for GNSS could be developed that efficiently allocates functionality
while boosting total system performance.

2. PROBLEM STATEMENT AND EXTENSION. The GNSS architec-
ture proposed in Figure 1 contains many segments common to existing GPS Block
II and the proposed Galileo. These segments include a spacecraft segment that con-
tinually transmits navigation messages and ranging code on multiple frequencies,
a ground segment that monitors the navigation signals, develops future messages,
and contacts the GNSS constellation as needed, and a user segment that uses the
navigation signals to develop a trusted navigation solution.

This system differs from the current GPS implementation summarized by Misra
and Enge [28] and Galileo described by Benedicto et al [29] in the following ways. A
low bandwidth connection is maintained between the ground segment and the con-
stellation where monitoring bits are continually distributed across the constellation.
These bits represent a status to the transmitting satellite that the ground continues to
observe their navigation signals, and that they appear to be operating in a fault-free
manner. The fault free manner implies that errors from the navigation signals are
within an expected bound to a given level of confidence. In the event that these
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Figure 1. Integrity architecture view and critical integrity functions within each segment.
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monitoring bits are not received by a satellite in a timely manner, the satellite will
modify its broadcast messages to indicate that the navigation signal can no longer be
trusted, indicated as the timeout function allocated to the GNSS spacecraft in Figure
1. Such a modification can be due to either the ground detecting a slowly growing
error, or the ground segment not being able to confirm the magnitude of the navi-
gation signal errors.

These various types of errors are summarized in Figure 2, with the mitigation
against Type 4 and Type 5 errors provided by the monitoring bits cited above. In
some cases, the slowly growing errors could be classified as Type 3, and this adjust-
ment would be made at the discretion of the GNSS operators or automated algor-
ithms, since the error between uploads would not violate a broadcast expected error
value, termed the URA (user range accuracy) in GPS and SISA (Signal in space
accuracy) for Galileo. The remaining types of errors include Type 1, which would be
observed as a fast and large error, potentially due to a hard fault in the satellite
atomic frequency standard, and a Type 2 error which embodies the nominal growth
of fault free errors observed between satellite navigation message uploads. A com-
prehensive summary of error types and possible mitigations appear in Table 1.
In all cases, these errors are in fact pseudorange errors that include satellite clock
anomalies, Kalman filter estimation errors, atmospheric effects, or anything else that
can perturb the signal and create a navigation position error.

Based upon the classification of errors listed, and the mitigation that the space and
ground segment are proposed to satisfy, the remaining error type requiring mitigation
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Figure 2. Classification of types of pseudorange error growth versus an expected broadcast value.
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is the Type 1. We propose that a straightforward alteration to the algorithm for
receiver autonomous integrity monitoring (RAIM) can satisfy this function, but
recognize that revisiting the analysis under more stringent fault free conditions is
necessary. The sections that follow characterize this analysis.

2.1. Classic equations for RAIM fault detection. Before extending the current
analysis to include non-Gaussian error sources, a brief review of the equations gov-
erning the original derivation is warranted. We begin with a measurement equation:

rmeas=Gx+e (1)

where G is a ‘‘nx4 ’’ geometry matrix of line-of-sight vectors, when there are n
navigation satellites in view. We assume the simplest version for the x vector :

x=

rx
ry
rz
b

2
664

3
775 (2)

which contains the state vector with GPS receiver position rx, ry, rz, along with the
receiver clock bias, b. Lastly in equation (1), e is defined as the combination of system
and subsystem errors that we shall argue is no longer Gaussian. In the analysis that
follows, we shall assume:

e=U(td)+N(0, s)+B (3)

where U(td) is a uniform error bounded by d for satellite clock, ephemeris, and
tropospheric residual errors, N(0, s) is a normal distributed error in metres, with 0
mean, s standard deviation. The bias B is either 0 for un-faulted conditions, or non-
zero for faulted conditions.

The least squares position estimate for B=0 is :

xLS= GTG
� �x1

GTrmeas (4)

so the position estimate can yield a predicted measurement:

rpred=GxLS (5)

which in turn provides a test statistic formed by the root sum squares (RSS) of the
range residuals :

T=RSS(rpredxrmeas)=
ffiffiffiffiffiffiffiffiffiffi
nx4

p
: (6)

Table 1. Classification of error types and integrity mitigations.

Error Type Mitigation to Prevent Integrity Fault

Type 1: Fast & large errors Receiver-based Alert

Type 2: Nominal error growth
Continue to broadcast expected errorsType 3: Off-nominal error growth

Type 4: Off-nominal error growth 1. Contingency upload (time & resources permitting), OR

2. Monitoring bits apply satellite timeout and modify broadcast

expected error

Type 5: Unobservable errors satellite timeout p discontinue broadcast of integrity messages
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Alternately, some have developed a test statistic that replaces RSS in equation (6)
with the sum of square errors (SSE) of predicted versus measured pseudorange. The
results that follow show that either test statistic is acceptable, and can often be used
interchangeably.

When range residuals are established under the basis of Gaussian (white noise)
errors in the range domain with zero mean, position domain errors follow a Chi-
square distribution f1. The onsets of biases injected into the range domain in turn
yield a distribution in the position domain that follows a non-central chi-square
distribution, f2. These distributions appear in Figure 3, where f1 s a chi-square dis-
tribution with v degrees of freedom and f2 is a non-central chi-square distribution,
with non-centrality parameter l.

Also in Figure 3 is a threshold for the test statistic which is established based on
a probability of false alarm, PFA. Probability of false alarm, or false alarm rate,
is typically a control parameter, requiring the solution of:

1xPFA=
ZT2

D

0

f1(xjv) dx, (7)

for TD, where v=no. of measurements – 4. Solution to equation (7) is straightforward
with using the MATLAB1 function:

T2
D=chi2inv 1xpFA, vð Þ (8)

Similarly, a probability of missed detection, or missed detection rate, is defined
within the equation:

PMD=
ZT2

D

0

f2(x, ljv) dx (9)

To solve for the non-centrality parameter l using MATLAB1, one expresses;

PMD=ncx2cdf T2
D, v, l

� �
(10)

f1 = F(x|v) f2 = F(x, |vλ )

P(occurance)

2
DT

Area = P(false 
alarm) = PFA

Area = P(missed 
detection)=PMD

Figure 3. Probability Density Functions vs. Test Statistic.
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as the nonlinear function solved with the Newton-Raphson method, or some other
non-linear equation solver.

From Brown and Chin [3], the largest bias that threshold TD can detect is
defined as:

pbias=s
ffiffiffi
l

p
(11)

and the horizontal & vertical protection limit (HPL, VPL) is defined in Van Dyke
[5] as:

HPL=Hslopemax*pbias, (12)

VPL=Vslopemax*pbias, (13)

where Hslopemax and Vslopemax are maximums from vectors of slopes for each
satellite defined by the vertical position errors vs. the test statistic. The equations for
these slopes are defined by:

Hslope=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2

1i+A2
2i

q � ffiffiffiffiffi
Sii

p
, (14)

Vslope=
ffiffiffiffiffiffiffi
A2

3i

q � ffiffiffiffiffi
Sii

p
(15)

where A=(GTG)x1GT based on the geometry matrix G defined previously, and
S=InxnxHA.

A final note regarding equations (1)–(15) includes some additional assumptions
there have been implicitly made. First, the detection mechanism is specifically de-
signed for identifying a single faulted navigation signal, and is not immediately ex-
tendable to detecting if more than one signal is faulted. An analysis providing this
extension has recently been completed by Angus [19], but the analysis that follows
does not include this approach. Also, no attempt is made herein to include broadcast
information to determine availability, but such an analysis would follow traditional
approaches. For example, one such approach could follow either the legacy or
modernized user range accuracy (URA) messages from GPS, which has been
shown to provide additional performance benefit but imposes a system-wide design
change as suggested by DiEsposti et al. [27]. Nevertheless, the analysis and examples
to follow could easily be extended to compliment broadcast messages based on a
Kalman filter or other integrity filter estimation of uncertainty for clock and
ephemeris errors propagating within a GNSS.

2.2. Equations updated for modern GNSS. From the measurement equation from
equation (1) :

rmeas=Gx+e

the error component e was assumed to be dominated by white noise from selective
availability (SA). With SA set to zero, and ionospheric-free measurements available,
the error components e in the fault free case are no longer dominated by white noise,
but have other leader order error contribution from tropospheric residual errors,
satellite clock and satellite ephemeris errors. Thus, to compute the threshold test
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parameter TD requires solving the equation:

1xPFA=
ZT2

D

0

f2(x, ljv) dx (16)

where l remains undefined. Solving equation (12) for l yields:

l=(pbias=s)
2: (17)

The solution in equation (17) determines the non-centrality parameter based solely
on Gaussian errors. We maintain this assumption and impose pbias=d, so that known
bias errors generated by the system are not part of a potential or unexpected fault.

Thus, solving (17) with MatLAB:

T2
D=ncx2cdf 1xPFA, v, lð Þ: (18)

The remaining equations (10)–(15) in the classical fault detection approach outlined
above immediately follow.

3. RESULTS FROM SIMULATION. To conduct a simulation of ex-
pected performance of this alternate approach to fault detection, the un-faulted
error budget in Table 2 was assumed. Based on this table, we see that s=0.4 m,
pbias=1 m yielding l=6.25.

Several other assumptions were made to conduct the simulation. They include:

’ 6-plane constellation configuration with 27 navigation satellites
’ A single site location in the mid-latitude of the northern hemisphere (San

Francisco, CA USA)
’ Navigation solution output every 150 seconds over 24 hours. For each navi-

gation solution, 100 Monte Carlo trials are generated.
’ Probability of False Alarm of<10x4 and Probability of missed detect of<10x3.
’ The faulted navigation signal is emitted from a single source, denoted as SV

(space vehicle) 1. Due to the geometry of the GNSS constellation, this large bias
is only present during times of day when it is not hidden by the Earth’s limb.

Table 2. Error budget – un-faulted conditions.

Error Source

Error

type

Nominal

value Rationale

GNSS Clock and Ephemeris Bias 80 cm Satellite constellation with Rubidium Atomic

Frequency Standards and precise orbit

determination capabilities. [23,24]

Tropospheric Residual Bias 20 cm Vehicle sensor aids or a-priori model to estimate

troposphere delay. [20]

Tracking noise & multipath White

noise

40 cm Carrier-smoothed code. (decreases for longer tracks,

amplified for dual freq. linear combination)

Ionospheric Correction bias 0 Dual frequency receiver, such as L1 & L5.
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Following these assumptions, Figure 4 was produced to depict the position error
against a detection threshold. In Figure 4 (Top), no bias errors are injected over the
simulation period. As expected, distributions of position errors results that cluster

Figure 4. Scatter plots of errors when B=0 m(Top); B=5 m(Centre) ; B=10 m(Bottom).
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around a central point, with some outliers seen. This is to be expected from random
sampling from normal and uniform distributions along with dilution of precision
(DOP) effects.

In Figure 4 (Centre), we see the emergence of two distinct groupings of data within
the plot for B=5 m. In the first group, the lower left corner shows position error
when the faulted satellite is not in view. The larger, more dispersed group of
data contains the faulted satellite. Similarly, Figure 4 (Bottom) shows two distinct
groupings of data, but in this case, for B=10 m. The trend that appears from these
three figures is clear, and not surprising. The larger the magnitude of fault B, the
greater the separation of data measured against a test statistic. So, to support a timely
alert within the GNSS receiver, the question remains ‘‘Can the appropriate TD be
calculated that alerts the user? If so, how large must the fault be? ’’

To explore how large a fault would need to be, we investigated the most stressing
condition. To begin, we assumed a single satellite experienced a bias associated with a
probability of 10x5 event, or a 4.42 standard deviation event. Further, we assumed
that the user protects themselves from this event by applying a factor of 2 (e.g. 2*d) to
known system bias errors that are typically broadcast by the satellite as expected
errors. Therefore, we can conclude that By8.8 m or smaller events are not harmful
and do not lead to unsafe navigation solutions. Thus, B=8.8 m is assumed as the
most stressing condition.

Figure 5 shows the result of the simulation, but for convenience, we switched to a
test statistic using RSS, instead of SSE as used earlier. These results look encourag-
ing, providing a necessary condition which is a TD drawn vertically at about 1.7 m
helps minimize both PFA and PMD. In the results that follow, we will quantify these
values and compare them against our assumptions included in the simulation.

Figure 5. Position error vs. detection threshold for most stressing condition.
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We next conducted an empirical study of the simulated data to investigate the
feasibility of calculating a sufficient TD that meets the appropriate probability of false
alarm and missed detection. The result appears in Figure 6 which illustrates further

Figure 6. PFA and PMD vs. detection threshold.

Figure 7. Detection threshold vs. satellites in view using central and non-central chi-square

distribution.
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evidence that the separation based on data obtained from the simulation can support
appropriate false alarm and missed detection probability. It also shows that the larger
the bias (e.g. bias=10 m), the easier it is to detect, as one would expect.

Lastly, we investigated the ability to calculate the appropriate detection
threshold, TD, developed in equation (18). We started with ‘‘normalized’’ values by

Figure 8. HPL and HPE versus time of day for B=0 (Top) and B=8.8 m (Bottom).
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pre-multiplying the value by the receiver noise (s) to accurately detect errors. The
results from the simulation appear in Figure 7, and have been separated as a function
of number of satellites in view. As indicated on the figure, using the non-central chi-
square distribution clearly supports distinguishing a navigation solution that has a
faulted state, and potentially large error, versus an un-faulted one.

To conclude this study, we also examined the performance effect on availability. In
Figure 8, we performed the calculation based on horizontal position levels (HPL) as
the blue line, and compared it against the horizontal position error (HPE), denoted
as the black dots. Figure 8 (Top) illustrates that when B=0 m, the HPL sufficiently
bounds the HPE at a very high confidence; in no cases are any of the position errors
exceeding the protection levels. However, as is shown in Figure 8 (Bottom) there are
times during mid-day when the 8.8 m bias is present, and thus would require an alert
to the user. The alert was already verified to be reliable based on information shown
in Figure 7, and this is an important function. Without the alert function providing
the timely warning, Figure 8 shows that the protection levels may be violated by
excessively large position errors, thereby compromising the integrity of the navi-
gation solution.

4. CONCLUSIONS AND FUTURE WORK. The results of the analysis
and simulation indicate that a hybrid GNSS architecture and optimized RAIM
algorithm can provide significant operational benefit by improving the ability to
protect the navigation user against system faults. In addition, service availability
may be improved and new operational scenarios explored with tighter alert limits
supported by the navigation solution, without reducing the effective protection pro-
vided to the user. New scenarios that may benefit from this approach could include
automobile navigation and intelligent highway applications, autonomous vehicle
operations, aviation, and other platforms requiring a trusted navigation solution.

Future work in this area can include (1) more exhaustive trials at other locations
(e.g. upper latitudes and/or equatorial regions), (2) investigation into refining the
protection levels equations, and any updates required based on non-Gaussian fault
free assumptions, and (3) an approach to identify which satellite has failed, so that it
can be excluded and the user can continue to rely on a trusted navigation solution
that does not suffer loss of continuity.
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