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The connection between the discrete and the continuous coagulation{fragmentation
models is investigated. A weak stability principle relying on a pr io r i estimates and
weak compactness in L1 is developed for the continuous model. We approximate the
continuous model by a sequence of discrete models and, writing the discrete models
as modi¯ed continuous ones, we prove the convergence of the latter towards the
former with the help of the above-mentioned stability principle. Another application
of this stability principle is the convergence of an explicit time and size discretization
of the continuous coagulation{fragmentation model.

1. Introduction

Coagulation and fragmentation processes arise in the dynamics of cluster growth
and describe the mechanisms by which clusters can coalesce to form larger clusters
or break apart into smaller pieces. In the simplest coagulation{fragmentation mod-
els, the clusters are usually assumed to be fully identi ed by their size (or volume
or number of particles), which might be either a positive real number (continuous
models) or a positive integer (discrete models), depending on the physical context.
Though the relationship between the discrete and the continuous models has been
considered by some authors (see the survey paper [11, p. 127] and [1,5,6,36]), their
analysis is either performed at a formal level [1, 11] or their approach is restricted
either to a particular fragmentation model (scaling technique [36]) or to the coag-
ulation model (via measure-valued solutions) in [6]. The aim of this paper is to
provide a rigorous setting for the formal analysis performed in [1,11] under general
assumptions on the coagulation and fragmentation coe¯ cients. A related approach
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motivated by the study of a numerical scheme is developed in [5] for the coagulation
equation with very restrictive assumptions on the coagulation coe¯ cients.

The coagulation{fragmentation models we consider in this paper describe the
time evolution of the cluster size distribution as the system of clusters undergoes
binary coagulation and binary fragmentation events. More precisely, denoting by
Cz the clusters of size z with z = y 2 R + = (0; +1) or z = i 2 N n f0g, the basic
reactions taken into account herein are

Cz + Cz 0
a(z;z 0 )¡ ¡ ¡ ¡ ! Cz + z 0 (binary coagulation)

and

Cz
b(z¡z 0 ;z 0 )¡ ¡ ¡ ¡ ¡ ¡ ! Cz¡z 0 + Cz 0 (binary fragmentation);

where a and b denote the coagulation and fragmentation rates, respectively, and
are assumed to depend only on the sizes of the clusters involved in these reactions.

In the continuous setting, denoting by f(t; y) the size distribution function at
time t, the continuous coagulation{fragmentation equation (hereafter referred to as
the CCF equation) reads

@f

@t
= Q(f); (t; y) 2 (0; +1) £ R + ; (1.1)

f(0; y) = f in (y); y 2 R + : (1.2)

Here, the coagulation{fragmentation reaction term Q(f) is given by

Q(f) = Q1(f) ¡ Q2(f) ¡ Q3(f) + Q4(f); (1.3)

with

Q1(f)(y) =
1

2

Z y

0

a(y0; y ¡ y0)f(y0)f(y ¡ y0) dy0;

Q2(f)(y) =
1

2

Z y

0

b(y0; y ¡ y0) dy0f(y);

Q3(f)(y) = L(f)(y)f(y); with L(f)(y) :=

Z 1

0

a(y; y0)f(y0) dy0;

Q4(f)(y) =

Z 1

0

b(y; y0)f(y + y0) dy0:

The meaning of the di¬erent contributions to the reaction term Q(f) are the
following. Q1(f ) accounts for the formation of clusters Cy by coalescence of smaller
clusters and Q2(f ) for the breakage of clusters Cy into two smaller pieces. The term
Q3(f) describes the depletion of clusters Cy by coagulation with other clusters,
while Q4(f) represents the gain of clusters Cy as a result of the fragmentation of
larger clusters.

In the discrete setting, the size distribution function ci(t) of clusters of size
i 2 N n f0g (or i-clusters) at time t > 0 obeys the following system of discrete
coagulation{fragmentation equations (hereafter referred to as the DCF equations),

dci

dt
= Qi(c) in (0; +1); ci(0) = cin

i ; (1.4)
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for i > 1, where

Qi(c) = Q1;i(c) ¡ Q2;i(c) ¡ Q3;i(c) + Q4;i(c); i > 1; (1.5)

with

Q1;i(c) =
1

2

i¡1X

j = 1

ai¡j;jci¡jcj ;

Q2;i(c) =
1

2

i¡1X

j = 1

bi¡j;jci;

Q3;i(c) = Li(c)ci; with Li(c) =
1X

j = 1

ai;jcj ;

Q4;i(c) =
1X

j = 1

bi;jci+ j :

The reaction terms Qk;i(c) have a similar meaning to that of Qk(f), k 2 f1; : : : ; 4g.
In fact, the DCF equations (1.4), (1.5) were originally derived by Smoluchowski [30,
31] without the fragmentation term (bi;j = 0) to describe the coalescence of colloids
moving according to a Brownian movement. It had subsequently been extended to
the continuous setting by M�uller [26] (see also [11] for a more detailed historical
viewpoint). Since then, both the DCF and CCF equations have been used in a
wide variety of physical and biological situations, including aerosol physics (rain
drops formation, etc.), polymer chemistry, astrophysics (formation of the stars and
the planets), hematology or population dynamics (animal grouping). The choice
of the size range (N n f0g or R + ) is then peculiar to the scale of the phenomenon
to be described, but also depends on the desired level of description (so that both
equations may be used to model the same phenomenon but at di¬erent scales). It
thus seems to be relevant to investigate precisely the connection between the two
approaches.

We now present the main idea upon which our approach is built. We actually
adapt a method introduced for the Boltzmann equation in [25] (see also [28] and the
references therein for further developments) and show that solutions to the DCF
equations satisfy a `modi ed’ CCF equation. More precisely, let us start with a
solution c = (ci) to the DCF equations (1.4), (1.5). For any sequence (’i) of real
numbers (decaying su¯ ciently rapidly for large values of i 2 N), we have

d

dt

1X

i = 1

ci’i =
1

2

1X

i;j = 1

(aijcicj ¡ bijci+ j)(’i+ j ¡ ’i ¡ ’j): (1.6)

Note that (1.6) is a weak formulation of the DCF equations (1.4), (1.5) and may
be taken as the de nition of a (weak) solution to the DCF equations (1.4), (1.5).

In order to interpret (1.6) as the weak formulation of a `modi ed’ CCF equation,
we introduce some notations. We  x " 2 (0; 1) and de ne

f"(t; y) =
1X

i= 1

ci(t) À
"
i (y) (1.7)
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and

a"(y; y0) =
1X

i;j = 1

ai;j

"
À "

i (y) À "
j(y0); b"(y; y0) =

1X

i;j = 1

bi;j

"
À "

i (y) À "
j(y0); (1.8)

for (t; y; y0) 2 R3
+ , where we have set

¤ "
i = [(i ¡ 1

2
)"; (i + 1

2
)"); À "

i = 1 ¤ "
i
; i > 1: (1.9)

Next, for ’ 2 D(R + ), we de ne the sequence (’") of functions by

’"(y) =
1X

i = 1

’"
i À "

i (y); ’"
i =

1

"

Z

¤ "
i

’(y) dy: (1.10)

Finally, for any "-step function g, that is, g is a measurable function from R + to R
such that

g(y) =
1X

i = 1

gi À
"
i (y); gi 2 R; (1.11)

we de ne

T"(g)(y; y0) :=
1X

i;j = 1

gi+ j À "
i (y)À "

j(y0); (y; y0) 2 R2
+ : (1.12)

Let us emphasize here that T"(g)(y; y0) must be seen as an approximation of g(y+y0)
(see lemma 4.1 below).

With these notations, we are in a position to write an alternative formulation
of (1.6) in terms of the new functions f", a", b" and ’", which reads

d

dt

Z 1

0

f"’" dy =
1

2

Z 1

0

Z 1

0

(a"f"f 0
" ¡ b"T"(f"))(T"(’") ¡ ’" ¡ ’0

") dydy0: (1.13)

Here and below, we use the following notation:

g = g(y); g0 = g(y0) and g00 = g(y + y0):

We  rst prove that, under some growth conditions on aij and bij , (f") lies in a
weakly compact subset of L1((0; T )£R + ) for each T > 0. Consequently, there exist
f 2 L1

loc([0; 1) £ R + ) and a subsequence of (f") (not relabelled) such that

f" * f weakly in L1((0; T ) £ R + ) for each T 2 R + : (1.14)

Now, if there are some functions a and b such that

a" ! a; b" ! b a.e. and weakly in L1
loc(R2

+ ); (1.15)

we are able to pass to the limit in (1.13) and obtain that f satis es

d

dt

Z 1

0

f’ dy =
1

2

Z 1

0

Z 1

0

(aff 0 ¡ bf 00)(’00 ¡ ’ ¡ ’0) dydy0 (1.16)

in D0([0; +1)) for any ’ 2 D(R + ). In other words, f is a (weak) solution to
the CCF equation (1.1){(1.3). To be more precise, we actually proceed as follows.
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Given coagulation and fragmentation rates a and b, we construct a family of dis-
crete kinetic coe¯ cients (a"

i;j) and (b"
i;j) in such a way that (1.15) holds and thus

establish the expected connection between the DCF and CCF equations. In fact, as
for the Boltzmann equation, the underlying idea is somehow a stability principle;
the weak L1-compactness of sequences of solutions to the CCF equation is also
enjoyed by sequences of solutions to suitable perturbations of the CCF equation.
In particular, the DCF equations (1.4), (1.5) are such a perturbation. Further-
more, it turns out that an Euler explicit time discretization of the DCF equations
also  ts into the framework developed in this paper and the convergence of this
scheme towards a solution to the CCF equation is studied below. Let us mention at
this point that, although several numerical simulations of the CCF equation have
been performed with various deterministic or stochastic numerical methods (see, for
example, [3,10,14,18,24,27,29] and the references therein), convergence proofs have
only been supplied recently and we refer the reader to, for example, [8,13,14,17,29]
for the analysis of stochastic algorithms. As for deterministic numerical schemes,
the only result we are aware of concerns a time-explicit Euler scheme for the dis-
crete coagulation equations (bi;j ² 0), which is shown to converge for bounded
coe¯ cients (ai;j) [29]. Within our approach, such a restriction is not necessary and
the convergence of the time-explicit scheme presented below is valid under fairly
general assumptions on the kinetic coe¯ cients a and b.

Let us now brie®y outline the contents of the paper. The construction of the
sequence of DCF equations approximating the CCF equation is described in the
next section, where our convergence results are also stated. Let us emphasize here
that, besides the connection between the DCF and the CCF equations, we also
establish new existence results for the CCF equation as a byproduct. The a priori
estimates guaranteeing the weak compactness of (f") in L1 are gathered in x 3, while
the passage to the limit is performed in x 4. As already mentioned, our approach is
quite general and we discuss several extensions in the next sections. In x 5 we show
how a similar approach allows us to obtain the convergence of a time-explicit Euler
scheme. In the remaining sections we outline how one can handle other classes of
coagulation and fragmentation rates (x 6) and how our method may be applied to
the coagulation{fragmentation equations with di¬usion (x 7). We  nally discuss in
the appendix the equivalence between two seemingly di¬erent notions of solutions
to the CCF equation.

2. Main results

Throughout the paper we make the following symmetry and growth assumptions:

a(y; y0) = a(y0; y) and b(y; y0) = b(y0; y); (y; y0) 2 R2
+ ; (2.1)

0 6 a(y; y0); b(y; y0) 6 A(1 + y)(1 + y0); (y; y0) 2 R2
+ : (2.2)

Note that (2.2) is physically natural for the coagulation rates and encompasses
unbounded fragmentation rates. In fact, it can be slightly relaxed (see x 6). Under
the sole bound (2.2), we do not know if the analysis presented herein is still valid.
Furthermore, it is an open problem to prove the existence of a solution to (1.1){
(1.3) under the two assumptions (2.1), (2.2). One actually needs to make some
additional structural assumptions on a and b [15, 16, 19], or to impose stronger
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growth conditions [12, 33]. Here, we relax the assumptions made in [33] and make
the following growth assumption. For each R 2 R + , there holds

lim
y 0 ! + 1

sup
y 2 (0;R)

a(y; y0)

y0 = lim
y 0 ! + 1

sup
y 2 (0;R)

b(y; y0)

y0 = 0: (2.3)

For example, equation (2.3) holds if the kinetic coe¯ cients satisfy

a(y; y0); b(y; y0) 6 A(1 + y ¬ )(1 + (y0) ¬ )

for some A 2 R + and ¬ 2 [0; 1).
We also assume

f in 2 L1
1(R + ) := L1(R + ; (1 + y) dy) and is non-negative a.e. (2.4)

We may now introduce the approximating DCF equations of the CCF equation.
We  x " 2 (0; 1) and de ne the discrete kinetic coe¯ cients a"

i;j and b"
i;j for i; j > 1

either by

a"
i;j =

1

"

Z

¤ "
i £¤ "

j

a(y; y0) dy0dy; b"
i;j =

1

"

Z

¤ "
i £¤ "

j

b(y; y0) dy0dy; (2.5)

or by

a"
i;j = "a("i; "j); b"

i;j = "b("i; "j) (2.6)

if a and b are continuous functions. In both cases, it readily follows from (2.1){(2.3)
that the discrete kinetic coe¯ cients satisfy the symmetry condition

a"
i;j = a"

j;i and b"
i;j = b"

j;i; i; j 2 N n f0g; (2.7)

and the growth conditions

0 6 a"
ij ; b"

ij 6 A"(1 + "i)(1 + "j); i; j > 1; (2.8)

and

lim
j ! + 1

a"
i;j

j
= lim

j ! + 1

b"
i;j

j
= 0; i > 1: (2.9)

We also de ne the discrete initial data cin ;" by

cin ;"
i =

1

"

Z

¤ "
i

f in (y) dy; i > 1: (2.10)

Notice that, by (2.4), we have

"2
1X

i = 1

icin ;"
i 6 2

Z 1

0

f in (y)y dy (2.11)

and

"
1X

i = 1

cin ;"
i 6

Z 1

0

f in (y) dy: (2.12)
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We then consider a solution c" = (c"
i )i> 1 to the DCF equation with kinetic coef-

 cients (a"
i;j) and (b"

i;j) and initial datum cin ;"
i . As established in [21, 32], such a

solution c" exists and satis es

1X

i= 1

ic"
i (t) 6

1X

i= 1

icin ;"
i ; t > 0: (2.13)

We are now in a position to introduce the continuous formulation of the discrete
quantities c", a"

i;j, b"
i;j and de ne the new functions f" by (1.7) (with c"

i instead
of ci) and a", b" by (1.8) (with a"

i;j, b"
i;j instead of ai;j, bi;j). Notice that, with

these notations, a" and b" satisfy (2.1) and the growth conditions (2.2) and (2.3)
uniformly with respect to " 2 (0; 1). Namely, for any R 2 R + , there exists a bounded
function !R(M ), which decreases to zero as M ! +1 and such that

sup
y 0 >M

sup
y 2 (0;R)

a"(y; y0)

y0 + sup
y 0 >M

sup
y 2 (0;R)

b"(y; y0)

y0 6 !R(M) (2.14)

and

a" ! a; b" ! b a.e. and weakly in L1
loc(R + ): (2.15)

Notice also that f" satis es

Z 1

0

f"(t; y) dy = "
1X

i= 1

c"
i (t) and

Z 1

0

f"(t; y)y dy = "2
1X

i = 1

ic"
i (t): (2.16)

Before stating our result, let us make precise the notion of a solution to (1.1) to
be used in the sequel.

Definition 2.1. Assume that a and b satisfy (2.1), (2.2). We say that f = f(t; y)
is a weak solution to the CCF equation (1.1){(1.3), with the initial datum f in

satisfying (2.4), if

0 6 f 2 L1 (0; T ; L1
1(R + )) for each T 2 R + (2.17)

and (1.1) holds in D0([0; +1) £ R + ), that is,
Z 1

0

Z 1

0

f
@Á

@t
dydt +

Z 1

0

f in Á(0; ¢) dy =

Z 1

0

Z 1

0

Q(f)Á dydt (2.18)

for any Á 2 D([0; +1) £ R + ).

Note that the boundedness assumptions (2.2) and (2.17) guarantee that the reac-
tion terms Qk(f) belong to L1((0; T ) £ (0; R)) for any k 2 f1; : : : ; 4g, T 2 R + and
R 2 R + . In particular, the last term in (2.18) makes sense.

Another possible de nition of solution is the following.

Definition 2.2. Assume that a and b satisfy (2.1), (2.2). We say that f = f(t; y)
is a mild solution to the CCF equation (1.1){(1.3), with the initial datum f in

satisfying (2.4), if

0 6 f 2 C ([0; +1); L1(R + )) \ L 1 (0; T ; L1
1(R + )) for each T 2 R + ; (2.19)
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with f(0) = f in and (1.1) holds in the mild sense; for 0 6 t0 < t1, there holds

f(t1; ¢) ¡ f(t0; ¢) =

Z t1

t0

Q(f(t; ¢)) dt a.e. in R + : (2.20)

Here again, equation (2.20) makes sense thanks to the bounds (2.2) and (2.19). At
 rst glance, it may seem that being a mild solution in the sense of de nition 2.2 is a
stronger notion of a solution than being a weak solution in the sense of de nition 2.1.
In fact, we prove in the appendix that these two notions are equivalent.

Our  rst result makes precise the connection between the DCF and CCF equa-
tions.

Theorem 2.3. Assume that a and b satisfy (2.1){(2.3) and that f in satis¯es (2.4).
The family (f") of approximate solutions being de¯ned above, there exists a weak
solution f to the CCF equation (1.1){(1.3), with the initial datum f in , such that,
extracting a subsequence if necessary,

f" ! f weakly in L1((0; T ) £ R + ) for each T 2 R + : (2.21)

Obviously, if the weak solution to the CCF equation (1.1){(1.3) is unique, it is
the whole family (f") that converges. This is, in particular, the case when

a(y; y0) 6 K(1 + y)1=2(1 + y0)1=2;
Z y

0

(1 + y0)1=2b(y0; y ¡ y0) dy0 6 K(1 + y)1=2

for (y; y0) 2 R2
+ and some constant K > 0 [34]. Another uniqueness result may be

found in [12].

Remark 2.4. We have actually the stronger convergence

f" ! f in C ([0; T ]; w ¡ L1(R + ))

for every T 2 R + , where C ([0; T ]; w ¡ L1(R + )) denotes the space of weakly contin-
uous functions from [0; T ] in L1(R + ).

The conditions made on a and b may be relaxed in several directions and we
refer to x 6 for precise statements. A case of some particular interest is the case of
sublinear coagulation coe¯ cients, namely

a(y; y0) 6 A0(1 + y + y0); (y; y0) 2 R2
+ ; (2.22)

for some A0 > 0. In this case, we have the following result.

Theorem 2.5. Assume that a and b satisfy (2.1), (2.2) and (2.22) and that f in sat-
is¯es (2.4). With the kinetic coe± cients (a"

i;j) and (b"
i;j) being still de¯ned by (2.5)

or (2.6), we denote by c" a solution to the corresponding DCF equations (1.4),

(1.5), with initial datum cin ;" = (cin ;"
i ) given by (2.10) satisfying

1X

i= 1

ic"
i (t) =

1X

i = 1

icin ;"
i ; t 2 [0; +1) (2.23)
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(the existence of such a solution follows from [4]). Putting

f"(t; y) =
1X

i= 1

c"
i (t)À "

i (y); (t; y) 2 R2
+ ;

as before, there exists a weak solution f to the CCF equation (1.1){(1.3) with the
initial datum f in such that, extracting a subsequence if necessary,

f" ! f weakly in L1((0; T ) £ R + ; (1 + y) dtdy) for each T 2 R + (2.24)

and Z 1

0

f(t; y)y dy =

Z 1

0

f in (y)y dy for t > 0: (2.25)

Here again, the convergence (2.24) may be improved to

f" ! f in C ([0; T ]; w ¡ L1(R + ; (1 + y) dy))

for every T 2 R + . A byproduct of theorem 2.5 is the existence of solutions to the
CCF equation satisfying (2.25) under only assumption (2.4) on the initial data f in .
Stronger assumptions on f in are required in the analysis of [12] and theorem 2.5
thus extends the results of [12] for fragmentation coē cients satisfying simultane-
ously (2.2) and the growth conditions of [12].

3. A priori estimates

In this section we consider the family of discrete kinetic coe¯ cients (a"
i;j) and (b"

i;j)
de ned by (2.5) or (2.6). We are going to establish several estimates on f" de ned
by (1.7), which are uniform with respect to " > 0 and ultimately imply that (f") lies
in a weakly compact set of L1. Let us emphasize here that the estimates derived in
this section are valid under the sole assumptions (2.1) and (2.2) and, in particular,
do not rely on (2.3). We put

M =

Z 1

0

f in (y)(1 + y) dy:

In the following, we denote by C any positive constant depending only on A and
M . The dependence of C upon additional parameters will be indicated explicitly.

Lemma 3.1. For any t > 0, there holds
Z 1

0

f"(t; y)y dy 6 2M: (3.1)

Proof. By (2.11), (2.13) and (2.16), we have

Z 1

0

f"(t; y)y dy = "2
1X

i= 1

ic"
i (t) 6 "2

1X

i= 1

icin ;"
i 6 2

Z 1

0

f in (y)y dy;

whence (3.1).
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Lemma 3.2. For T 2 R + , R 2 R + and t 2 [0; T ], we have

Z R

0

f"(t; y) dy 6 C(T; R): (3.2)

Proof. Let m be the integer such that m" < R 6 (m + 1)". We infer from (1.6) and
the non-negativity of b"

i;j and c" that

d

dt

m + 1X

i= 1

"c"
i 6 "

2

1X

i;j = 1

a"
i;jc"

i c"
j (1i + j6m + 1 ¡ 1i6 m+ 1 ¡ 1j6m+ 1) + "

m + 1X

i= 1

1X

j = 1

b"
i;jc"

i+ j

6
1X

k = 1

"c"
k

m + 1X

i= 1

b"
i;k¡i:

It follows from (2.8) that, for any k > 2,

m + 1X

i= 1

b"
i;k¡i 6 A

m+ 1X

i = 1

"(1 + "i)(1 + "k) 6 CR(1 + "k):

Therefore, we have

d

dt

m + 1X

i= 1

"c"
i 6 CR

1X

k = 1

"c"
k(1 + "k) 6 CR

µm + 1X

i= 1

"c"
i + 2M

¶
:

Using the Gronwall lemma yields

m + 1X

i = 1

"c"
i (t) 6 C(R; T )

m + 1X

i= 1

"cin ;"
i (3.3)

for any t 2 [0; T ] and we conclude, thanks to (2.12) and (2.16).

Lemma 3.3. Let © 2 C 1([0; +1)) be a non-negative convex function such that
© (0) = 0, © 0(0) = 1 and © 0 is concave. If

L© :=

Z 1

0

© (f in )(y) dy < 1; (3.4)

there holds Z R

0

© (f"(t; y)) dy 6 C(T; R)(L © + © (1)) (3.5)

for each t 2 [0; T ], T 2 R + and R 2 R + .

Proof. We  rst recall that the properties of © imply that

u© 0(v) 6 © (u) + © (v); u; v > 0: (3.6)

Indeed, owing to the convexity of © and the concavity of © 0, we have v© 0(v) 6 2 © (v)
by [20, lemma A.1], and the convexity of © further entails that

u© 0(v) 6 © (u) ¡ © (v) + v© 0(v) 6 © (u) + © (v):
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We denote again by m the integer such that m" < R 6 (m + 1)". We infer
from (1.4), (1.5), (3.6) and the non-negativity of a"

i;j, b"
i;j and c" that

d

dt

m+ 1X

i = 1

"© (c"
i ) 6 "

m + 1X

i= 1

(Q"
1;i(c

") + Q"
4;i(c

")) © 0(c"
i )

6 1
2
"

m+ 1X

i = 1

i¡1X

j = 1

a"
i¡j;jc"

i¡jc"
j © 0(c"

i ) + "

m + 1X

i= 1

1X

j = 1

b"
i;jc"

i+ j © 0(c"
i )

6 1
2
"

m+ 1X

i = 1

i¡1X

j = 1

a"
i¡j;j( © (c"

i¡j) + © (c"
i ))c"

j

+ "
1X

k = 2

c"
k

m+ 1X

i = 1

b"
i;k¡i(© (1) + © (c"

i )):

Since we have

sup
i;j6m+ 1

a"
i;j 6 C(R)" and sup

i6m + 1
b"

i;k¡i 6 C(R)"(1 + "k);

by (2.8), for any k > 2, we get

d

dt

m + 1X

i= 1

"© (c"
i ) 6 C(R)

µm+ 1X

i = 1

"© (c"
i )

¶µm + 1X

j = 1

"c"
j

¶

+ C(R)

µ 1X

k = 1

"(1 + "k)c"
k

¶µm + 1X

i= 1

"( © (1) + © (c"
i ))

¶
:

Therefore, using lemma 3.2 (and, more precisely, equation (3.3)) and equations
(2.16) and (3.2), we obtain

d

dt

m + 1X

i= 1

"© (c"
i ) 6 C(T; R)

µm+ 1X

i = 1

"© (c"
i ) + (R + 1) © (1)

¶

for any t 2 [0; T ], from which we deduce that

m + 1X

i= 1

"© (c"
i (t)) 6 C(T; R)

µ
© (1) +

m + 1X

i= 1

"© (cin ;"
i )

¶

by the Gronwall lemma. Finally, the Jensen inequality ensures that

m + 1X

i= 1

"© (cin ;"
i ) 6

m+ 1X

i = 1

Z

¤ "
i

© (f in (y)) dy 6 L © ;

and thus

Z R

0

© (f"(t; y)) dy 6 "
m + 1X

i= 1

© (c"
i (t)) 6 C(T; R)( © (1) + L© );

which completes the proof of (3.5).
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Lemma 3.4. There exist f 2 L1
loc([0; +1); L1(R + )) and a subsequence of f" (not

relabelled) such that, for any T 2 R + ,

f" * f weakly in L1((0; T ) £ R + ): (3.7)

Proof. Since f in 2 L1(R + ), it follows from a re ned version of the de la Valĺee{
Poussin theorem [9, 23] that there exists a function © ful lling the assumptions of
lemma 3.3 and such that © (r)=r ! +1 as r ! +1 and

Z

R+

© (f in ) dy < 1:

Gathering lemmas 3.1, 3.2 and 3.3, we conclude that

sup
">0

sup
[0;T ]

½Z 1

0

(1 + y)f" dy +

Z R

0

© (f") dy

¾
< 1 (3.8)

for any R 2 R + and T 2 R + , which implies that (f") lies in a weakly compact subset
of L1((0; T ) £ (0; R)) by the Dunford{Pettis theorem. We deduce that there exists
f > 0 such that (3.7) holds true. Moreover, thanks to (3.8), f 2 L 1 (0; T ; L1

1(R + )).

We now state a fourth a priori bound which will be useful to pass to the limit
in the (quadratic) coagulation terms.

Lemma 3.5. For any T 2 R + , R 2 R + and Á 2 L 1 (0; R),

Z R

0

f"(:; y)Á(y) dy is bounded in W 1;1 (0; T ): (3.9)

Proof. We de ne the sequence Á"
i from Á by (1.10) and denote by m the integer

such that m" 6 R < (m + 1)". We infer from (2.8) that

¯̄
¯̄ d

dt

Z R

0

f"(t; y)Á(y) dy

¯̄
¯̄

= "

¯̄
¯̄ d

dt

m + 1X

i= 1

c"
i Á"

i

¯̄
¯̄

6 "

m + 1X

i= 1

jQi(c
")Á"

i j

6 3
2 "kÁkL1

µm + 1X

i= 1

1X

j = 1

a"
i;jc"

i c"
j +

1X

k = 1

c"
k

m + 1X

=̀ 1

b"
k¡`;`

¶

6 3
2
AkÁkL1

½µ 1X

i = 1

"(1 + "i)c"
i

¶2

+
1X

k = 1

"(1 + "k)c"
k

µm+ 1X

` = 1

(1 + "`)"

¶¾

and the right-hand side of the above inequality is bounded in L 1 (0; T ) by lem-
mas 3.1, 3.2 and equation (2.16).
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Combining lemma 3.5 and (3.8), we obtain the convergence of (f") towards f
in a stronger topology. Notice, however, that this stronger convergence will not be
used in the proof of theorem 2.3.

Corollary 3.6. The convergence (3.7) may be improved to

f" ! f in C ([0; T ]; w ¡ L1(R + )): (3.10)

Proof. Fix R 2 R + . On the one hand, (f"(t)) lies in a weakly compact set of L1(0; R)
by (3.8). On the other hand, lemma 3.5 ensures that (f") is weakly equicontinuous
in L1(0; R) at every t 2 [0; T ] (in the sense of [35, de nition 1.3.1]). Consequently,
according to a variant of the Arzel³a{Ascoli theorem (see, for example, [35, theo-
rem 1.3.2]), the sequence (f") is relatively compact in C ([0; T ]; w ¡ L1(0; R)). This
last fact and (3.8) then entail (3.10).

4. Passing to the limit

The proof of theorem 2.3 is split into two steps. We consider a function ’ 2
D([0; +1) £ R + ) and de ne the "-step function ’"(t) by (1.10) for each t > 0.
We  rst infer from (1.4) and (1.5) that f" satis es the following equation:

Z 1

0

Z 1

0

f"
@’"

@t
dydt +

Z 1

0

f"(0)’"(0) dy

= ¡ 1

2

Z 1

0

Z 1

0

Z 1

0

(a"f"f 0
" ¡ b"T"(f"))(T"(’") ¡ ’" ¡ ’0

") dydy0dt: (4.1)

Step 1 (convergence results). We prove several convergence results, which will be
needed to pass to the limit in (4.1). We begin with two elementary convergence
results for test functions.

Lemma 4.1. The sequence (’") satis¯es

’" ! ’ strongly in L 1 (R2
+ ); (4.2)

T"(’") ! f(t; y; y0) 7! ’(t; y + y0)g strongly in L 1 ([0; +1) £ R2
+ ): (4.3)

Proof. For any  xed t; y; y0 2 R + , we have

jT"(’")(t; y; y0) ¡ ’(t; y + y0)j

=

¯̄
¯̄

1X

i;j = 1

À "
i (y)À "

j(y0)
1

"

Z

¤ "
i+j

(’(t; z) ¡ ’(t; y + y0)) dz

¯̄
¯̄

6 sup
jy + y 0 ¡zj62"

j’(t; z) ¡ ’(t; y + y0)j

6 2" sup
R2

+

¯̄
¯̄@’

@z
(t; z)

¯̄
¯̄

and (4.3) follows. Assertion (4.2) may be proved in the same way.
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Lemma 4.2. For any Á 2 C1
c (R3

+ ), we de¯ne two functions S"(Á) and S(Á) in
L1 (R2

+ ) by

S"(Á)(t; z) :=
1X

k = 2

À "
k(z)

k¡1X

j = 1

1

"

Z Z

¤ "
k ¡ j£¤ "

j

Á(t; y; y0) dydy0; (4.4)

S(Á)(t; z) :=

Z z

0

Á(t; z ¡ y0; y0) dy0: (4.5)

There holds

S"(Á)
" ! 0¡ ¡ ¡ ! S(Á) strongly in L1 (R2

+ ): (4.6)

Proof. Fix (t; z) 2 R2
+ , " > 0 and let k be the integer such that

(k ¡ 1
2
)" 6 z 6 (k + 1

2
)":

Either k = 0 or k = 1 and

j(S"(Á) ¡ S(Á))(t; z)j = jS(Á)(t; z)j 6 2"kÁkL1 :

Or k > 2, and we easily compute

(S(Á) ¡ S"(Á))(t; z) =

Z z

0

Á(t; z ¡ y; y) dy ¡
k¡1X

j = 1

1

"

Z Z

¤ "
k¡ j£¤ "

j

Á(t; y; y0) dydy0

=

Z "=2

0

Á(t; z ¡ y; y) dy +

Z z

(k¡1=2)"

Á(t; z ¡ y; y) dy

+

k¡1X

j = 1

Z

¤ "
j

(Á(t; z ¡ y; y) ¡ Á(t; (k ¡ j)"; "j)) dy

+

k¡1X

j = 1

1

"

Z Z

¤ "
k¡ j£¤ "

j

(Á(t; (k ¡ j)"; "j) ¡ Á(t; y; y0)) dydy0:

This implies that

sup
(t;z)2 R2

+

j(S(Á) ¡ S"(Á))(t; z)j 6 (2kÁkL 1 + 2LkrÁkL1 )";

where L > 1 is such that supp Á » [0; L ¡ 1]3. Then (4.6) readily follows.

Let us recall the following lemma, which is a classical consequence of the Egorov
and Dunford{Pettis theorems (see, for example, [22, lemma A.2] for a proof).

Lemma 4.3. Let U be an open subset of Rm, m > 1, and consider two sequences
(vn) in L1(U) and (wn) in L1 (U ) and two functions v 2 L1(U ) and w 2 L1 (U )
such that

vn * v weakly in L1(U );

jwnj 6 C and wn ! w a.e.
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for some C > 0. Then

lim
n ! 1

kvn(wn ¡ w)kL1 = 0 and vnwn * vw weakly in L1(U ):

We are now in a position to prove convergence results for the sequence (f").

Lemma 4.4. The sequence (f") satis¯es the following conditions. For any T 2 R +

and R > 1, we have

f"(t; y)f"(t; y0) * f(t; y)f(t; y0) weakly in L1((0; T ) £ (0; R)2); (4.7)

T"(f")(t; y; y0) * f(t; y + y0) weakly in L1((0; T ) £ (0; R)2) (4.8)

and

sup
[0;T ]

Z R

0

µZ 1

0

y0T"(f") dy0
¶

dy 6 C(T; R): (4.9)

Proof. We split the proof into three steps.

Step 1 (we prove (4.8)). On the one hand, let © be the function introduced in the
proof of lemma 3.4. Denoting by m the integer such that R 2 ¤ "

m, we have, for any
t 2 [0; T ],

Z R

0

Z R

0

© (T"(f")) dy0dy =
X

16i;j6 m

© (c"
i+ j)"2

6
2mX

k = 2

mX

j = 1

© (c"
k)"2

6 (R + 1)

2mX

k = 2

© (c"
k)"

6 C(R)

Z 2(R+ 1)

0

© (f") dy

6 C(R; T )

Z 2(R+ 1)

0

© (f in ) dy:

Since © (r)=r ! +1 as r ! +1, the above estimate implies that (T"(f")) lies in a
weakly compact subset of L1((0; T ) £ (0; R)2).

On the other hand,  x Á 2 D(R3
+ ) and compute

Z 1

0

Z 1

0

Z 1

0

T"(f")Á dy0dydt =

Z 1

0

1X

i;j = 1

c"
i+ j

Z Z

¤ "
i £¤ "

j

Á(t; y; y0) dy0dydt

=

Z 1

0

1X

k = 2

"c"
k

k¡1X

j = 1

1

"

Z Z

¤ "
k¡ j£ ¤ "

j

Á(t; y; y0) dy0dydt

=

Z 1

0

Z 1

0

f"S"(Á) dzdt; (4.10)
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where S"(Á) is de ned by (4.4). From lemmas 3.4, 4.2 and 4.3, we deduce that
Z 1

0

Z 1

0

f"S"(Á) dzdt
"! 0¡ ¡ ¡ !

Z 1

0

Z 1

0

fS(Á) dzdt; (4.11)

where S(Á) is de ned by (4.5). Finally, combining (4.10), (4.11) and the change of
variables (y; y0) ! (y; z = y + y0), we get

Z 1

0

Z 1

0

Z 1

0

T"(f")Á dy0dydt
"! 0¡ ¡ ¡ !

Z 1

0

Z 1

0

Z 1

0

f(t; y + y0)Á(t; y; y0) dy0dydt:

This exactly means that T"(f") * f(y + y0) in the sense of distributions and there-
fore (4.8) follows from the weak L1 compactness previously established.

Step 2 (we prove (4.9)). Let m be the integer such that R 2 ¤ "
m+ 1. We just have

to compute

Z R

0

µZ 1

0

y0T"(f") dy0
¶

dy 6
m + 1X

i= 1

1X

j = 1

Z Z

¤ "
i £¤ "

j

y0T"(f")(y; y0) dydy0

6
m + 1X

i= 1

1X

j = 1

"(j + i)c"
i + j"2

6
1X

k = 1

"2kc"
k

m + 1X

i= 1

"

6 (R + 1)

Z 1

0

yf" dy

6 C(T; R)

for any t 2 [0; T ] by lemma 3.1.

Step 3 (we prove (4.7)). We  rst claim that, for any Á 2 L 1 ((0; T ) £ (0; R)2),
there holds

Z R

0

f 0
"Á0 dy0 "! 0¡ ¡ ¡ !

Z R

0

f 0Á0 dy0 strongly in L1((0; T ) £ (0; R)): (4.12)

Indeed, from lemma 3.5, we know that (4.12) holds true for any function Á of the
form

Á(t; y; y0) =

NX

n = 1

un(y0)vn(t; y): (4.13)

Now, if Á is an arbitrary function in L1 ((0; T ) £ (0; R)2), there exists a sequence
(Á ¬ ) of functions of the form (4.13) such that Á ¬ ! Á a.e. and weakly in L 1 ((0; T )£
(0; R)2). Therefore,

°°°°
Z R

0

(f 0
" ¡ f 0)Á0 dy0

°°°°
L1

6
°°°°
Z R

0

(f 0
" ¡ f 0)Á0

¬ dy0
°°°°

L1

+ sup
"

Z T

0

Z R

0

Z R

0

jf 0
" ¡ f 0jjÁ0 ¡ Á0

¬ j dy0dydt;
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whence

lim sup
"! 0

°°°°
Z R

0

(f 0
" ¡ f 0)Á0 dy0

°°°°
L1

6 sup
"

Z T

0

Z R

0

Z R

0

jf 0
" ¡ f 0jjÁ0 ¡ Á0

¬ j dy0dydt

for every ¬ > 0. A variant of lemma 4.3 (see, for example, [22, lemma A.1]) then
ensures that the right-hand side of the above equation converges to zero as ¬ ! 0
and thus (4.12) holds true for any Á 2 L1 ((0; T ) £ (0; R)2). Now, for a given
Á 2 L1 ((0; T ) £ (0; R)2), it follows from (3.2), (4.12) and lemma 4.3 that

Z T

0

Z R

0

f"

µZ R

0

f 0
"Á dy0

¶
dydt

"! 0¡ ¡ ¡ !
Z T

0

Z R

0

f

µZ R

0

f 0Á dy0
¶

dydt; (4.14)

which exactly means that (4.7) holds.

Step 2 (passing to the limit in (4.1)). Thanks to the previous analysis, we now
have all the necessary tools to pass to the limit in equation (4.1). We consider
’ 2 D([0; +1)£ R + ) with supp ’ » [0; L ¡ 1]2 for some L > 1 and recall that ’"(t)
is the "-step function de ned by (1.10) for t > 0. Let T 2 R + and R 2 R + . On the
one hand, we have

Z T

0

Z R

0

Z R

0

[a"f"f 0
" ¡ b"T"(f")][T"(’") ¡ ’" ¡ ’0

"] dydy0dt

"! 0¡ ¡ ¡ !
Z T

0

Z R

0

Z R

0

[aff 0 ¡ bf 00][’00 ¡ ’ ¡ ’0] dydy0dt; (4.15)

where we have used (2.15) and lemmas 4.1, 4.4 and 4.3, with  rst v" = f"f 0
",

w" = a"[T"(’") ¡ ’" ¡ ’0
"] and next v" = T"(f"), w" = b"[T"(’") ¡ ’" ¡ ’0

"].
On the other hand, for R > L,

¯̄
¯̄
Z Z

R2
+n[0;R]2

(b"T"(f") ¡ a"f"f 0
")(’" + ’0

") dydy0
¯̄
¯̄

6 2

Z L

0

µZ 1

R

a"f"f 0
"’" dy0

¶
dy + 2

Z L

0

µZ 1

R

b"T"(f")’" dy0
¶

dy

6 2 sup
y6L; y 0 >R

¯̄
¯̄ a"(y; y0)

y0

¯̄
¯̄k’kL1

Z 1

0

f" dy

Z 1

0

y0f 0
" dy0

+ 2 sup
y6L; y 0 >R

¯̄
¯̄ b"(y; y0)

y0

¯̄
¯̄k’kL1

Z L

0

Z 1

0

y0T"(f") dy0dy ! 0; (4.16)

as R ! +1 uniformly with respect to " 2 (0; 1), thanks to (2.14), (4.9) and
lemmas 3.1 and 3.2. Note that a similar argument yields

¯̄
¯̄
Z Z

R2
+n[0;R]2

(bf 00 ¡ aff 0)(’ + ’0) dydy0
¯̄
¯̄ ! 0 (4.17)

as R ! 1.
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Finally, for R large enough, we have
Z 1

0

Z 1

0

(a"f"f 0
" ¡ b"T"(f"))(T"(’") ¡ ’" ¡ ’0

") dydy0

=

Z R

0

Z R

0

(a"f"f 0
" ¡ b"T"(f"))(T"(’") ¡ ’" ¡ ’0

") dydy0

+

Z Z

R2
+n[0;R]2

(b"T"(f") ¡ a"f"f 0
")(’" + ’0

") dydy0: (4.18)

As a conclusion, gathering (4.15), (4.16), (4.17) and (4.18), we are able to pass
to the limit in (4.1) and obtain that f satis es (2.18); f is thus a weak solution to
the CCF equation (1.1){(1.3) and the proof of theorem 2.3 is complete.

5. A time-explicit Euler scheme

We de ne an explicit time and size discretization for the CCF equation (1.1){(1.3)
and prove that the sequence of approximate solutions converges to a solution of the
CCF equation (1.1){(1.3).

Throughout this section we assume that the kinetic coē cients a; b 2 C (R2
+ )

satisfy (2.1), (2.2) and (2.3) and we  x an initial datum f in satisfying (2.4). We put

M =

Z 1

0

(1 + y)f in (y) dy:

We will index our approximations by k 2 N n f0g. For k > 1, we denote the time
discretization step by ¢k, the size discretization step by "k, the number of time-
steps by Nk and the number of size cells by Jk > 2.

For k > 1, we put

ak
i;j =

(
"ka(i"k; j"k) if max fi; jg 6 Jk;

0 if max fi; jg > Jk

(5.1)

and

bk
i;j =

(
"kb(i"k; j"k) if i + j 6 Jk;

0 if i + j > Jk:
(5.2)

We de ne cin ;k = (cin ;k
i ) by

cin ;k
i =

1

"k

Z

¤
"k
i

f in (y) dy; i 2 f1; : : : ; 2Jkg; (5.3)

where ¤ "k
i = [(i ¡ 1

2 )"k; (i + 1
2 )"k), i > 1. If f in 2 C (R + ), we may also choose

cin ;k
i := f in (i"k) for i 2 f1; : : : ; 2Jkg. In both cases, we have

f in ;k :=

2JkX

i= 1

cin ;k
i À "k

i (y)
k ! + 1¡ ¡ ¡ ¡ ¡ ! f in in L1

1(R + )

as soon as "kJk ! +1 as k ! +1.
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We next consider the following system of 2Jk di¬erence equations,

cn + 1;k
i ¡ cn;k

i

¢k
= Qk

i (cn;k); 0 6 n 6 Nk ¡ 1; (5.4)

c0;k
i = cin ;k

i ; (5.5)

for i 2 f1; : : : ; 2Jkg, where we have set cn;k = (cn;k
i )i>1, with cn;k

i ² 0 for i > 2Jk

and Qk
i (¢) de ned as Qi(¢) with (ak

i;j), (bk
i;j) instead of (ai;j), (bi;j).

We  nally put, for each n 2 f0; : : : ; Nk ¡ 1g,

fk(t; y) =

2JkX

i= 1

cn;k
i À "k

i (y) if t 2 [n¢k; (n + 1)¢k): (5.6)

With this notation, we may state our convergence result.

Theorem 5.1. There exists µ = µ(A; M ) such that, for any sequences (¢k), ("k),
(Jk), (Nk) satisfying

¢k; "k ! 0; "kJk; ¢kNk ! +1 (5.7)

and

¢k("kJk)3; ¢k"kJk exp(6ANk¢k) 6 µ; (5.8)

the sequence (fk) de¯ned by (5.6) is a sequence of non-negative functions that lies
in a weakly compact subset of L1((0; T ) £ R + ) and is bounded in L1 (0; T ; L1

1(R + ))
for each T 2 R + . In addition, up to the extraction of a subsequence, (fk) converges
weakly in L1((0; T )£R + ) towards a weak solution f to the CCF equation (1.1){(1.3)
for any T 2 R + .

A possible choice is

¢k =
1

k
; "k =

1

k
; Jk = k5=4; Nk =

k ln(k)

10A
:

Observe that (5.8) strongly couples the admissible choices of the time and size dis-
cretizations and implies somehow that keeping a large number of equations (i.e. Jk

large) requires a very small time-step ¢k. This fact was already pointed out in [18],
where some instabilities in the numerical simulations are reported when the time-
step ¢k is too large with respect to Jk. Theorem 5.1 thus provides quantitative
information on this point. Let us further mention that, in [29], Jk is taken to be
in nite, but the convergence of the scheme is restricted to bounded coagulation
coe¯ cients.

The proof of theorem 5.1 is very similar to the proof of theorem 2.3. We  rst
establish the non-negativity of the function fk for k > 1, together with the weak
compactness in L1 of the sequence (fk). Without loss of generality, we may assume
that "kJk > 1 for k > 1.

Lemma 5.2. The sequence (fk) satis¯es

fk(t; y) > 0 for (t; y) 2 R2
+
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and, for any T > 0,

sup
[0;T ]

Z 1

0

fk(t; y)(1 + y) dy 6 CT : (5.9)

Proof. It follows from the symmetry property (2.1), (5.1), (5.2) and (5.4) that

1X

i = 1

(cn + 1;k
i ¡ cn;k

i )’i = 1
2
¢k

1X

i;j = 1

(ak
i;jcn;k

i cn;k
j ¡ bi;jcn;k

i + j)(’i + j ¡ ’i ¡ ’j) (5.10)

for any sequence (’i) of real numbers. Taking ’i = i, i > 1, we clearly get

"2
k

1X

i= 1

icn;k
i = "2

k

1X

i= 1

icin ;k
i 6 2

Z 1

0

yf in (y) dy: (5.11)

We next claim that

cn;k
i > 0 for any n 2 f0; : : : ; Nkg and i > 1 (5.12)

and

"k

1X

i = 1

cn;k
i 6 C(A; M) exp f6An¢kg: (5.13)

We proceed by induction. First, equations (5.12) and (5.13) are obviously true for
n = 0. We next assume that (5.12) and (5.13) hold true for n0 2 f0; : : : ; ng for some
n 2 f0; : : : ; Nk ¡ 1g. We  x mk > 1 such that 1 2 ¤ "k

mk
and proceed as in the proof

of lemma 3.2 to obtain that

mk + 1X

i= 1

"k(cn 0 + 1;k
i ¡ cn 0 ;k

i ) 6 6A¢k

µmk + 1X

i= 1

"kcn 0 ;k
i + 2M

¶

for any n0 6 n, where we have used (2.2), (5.11) and the non-negativity of cn 0 ;k
i for

0 6 n0 6 n. The discrete Gronwall lemma then yields

mk + 1X

i= 1

"kcn 0 ;k
i 6 C(A; M ) exp f6An0¢kg

for any n0 6 n + 1, whence (5.13) for n0 2 f0; : : : ; n + 1g.

On the other hand, either c
n + 1;k
i = 0 if i > 2Jk or i 6 2Jk and (5.4) and (5.12)

for n yield

cn + 1;k
i >

½
1 ¡ ¢k

µ
1

2

i¡1X

j = 1

bk
i¡j;j +

1X

j = 1

ak
i;jcn;k

j

¶¾
cn;k

i ;

with

1

2

i¡1X

j = 1

bk
i¡j;j 6 A(1 + 2Jk"k)2Jk"k 6 9A(Jk"k)3
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by (2.2) and

1X

j = 1

ak
i;jcn;k

j 6 (1 + 2Jk"k)
1X

j = 1

(1 + "kj)"kcn;k
j

6 3AJk"k(C(A; M ) exp f6An¢kg + 2M)

6 C(A; M )Jk"k exp f6ANk¢kg

by (2.2), (5.11) and (5.13). Consequently,

cn + 1;k
i > f1 ¡ C(A; M)¢k((Jk"k)3 + Jk"k exp f6ANk¢kg)g > 0

thanks to (5.8) and the induction argument is complete. We have thus proved that
(fk) satis es fk > 0 and

sup
[0;T ]

Z 1

0

fk(t; y)(1 + y) dy 6 CT

for any k > 1.

In order to establish that (fk) lies in a weakly compact subset of L1((0; T )£R + ),
we proceed as in lemma 3.3. We  rst recall that (2.4) and a re ned version of the
de la Valĺee{Poussin theorem [9, 23] ensure that there exists a function © ful lling
the assumptions of lemma 3.3 and such that © (u)=u ! +1 as u ! +1 and

Z

R+

© (f in ) dy < +1:

Lemma 5.3. For every T 2 R + and R 2 R + , there exists kT such that

sup
[0;T ]

Z R

0

© (fk(t; y)) dy 6 C(T; R) for k > kT : (5.14)

Proof. We omit the index k for simplicity. Let m be the integer such that m" <
R 6 (m + 1)". Since © is convex, we infer from (5.4) and the non-negativity of
(ai;j), (bi;j) and (ci) that

m + 1X

i= 1

"( © (cn + 1
i ) ¡ © (cn

i ))

6 "

m+ 1X

i = 1

(cn + 1
i ¡ cn

i ) © 0(cn + 1
i )

6 1
2 ¢"

m + 1X

i= 1

i¡1X

j = 1

aj;i¡jcn
i¡jcn

j © 0(cn + 1
i ) + ¢"

m + 1X

i= 1

1X

j = 1

bi;jcn
i+ j © 0(cn + 1

i ):
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On the one hand, thanks to (3.6), (5.9) and the monotonicity of © , we have

m + 1X

i= 1

i¡1X

j = 1

aj;i¡jcn
i¡jcn

j © 0(cn + 1
i )

6 A
m + 1X

i= 1

i¡1X

j = 1

"(1 + "j)cn
j (1 + "(i ¡ j))cn

i¡j © 0(cn + 1
i )

6 A

m + 1X

i= 1

i¡1X

j = 1

"(1 + "j)cn
j f© (cn + 1

i ) + © ((1 + "(i ¡ j))cn
i¡j)g

6 C(T )

½m + 1X

i= 1

© (cn + 1
i ) +

m + 1X

i= 1

© ((R + 2)cn
i )

¾
:

But the concavity of © 0 entails that © 0((R + 2)u) 6 (R + 2) © 0(u) for u > 0, whence
© ((R + 2)u) 6 (R + 2)2 © (u). Consequently,

m+ 1X

i = 1

i¡1X

j = 1

aj;i¡jcn
i¡jcn

j © 0(cn + 1
i ) 6 C(T )

m + 1X

i= 1

© (cn + 1
i ) + C(T; R)

m + 1X

i= 1

© (cn
i ):

On the other hand, combining the above argument with the one used in the proof
of lemma 3.3, we obtain

m + 1X

i= 1

1X

j = 1

bi;jcn
i + j © 0(cn + 1

i ) 6 C(T )
m + 1X

i= 1

© (cn + 1
i ) +

C(T; R)

"
:

Therefore,

m+ 1X

i = 1

"© (cn + 1
i ) 6 ¢C(T )

m + 1X

i= 1

"© (cn + 1
i ) + ¢C(T; R) + (1 + ¢C(T; R))

m + 1X

i= 1

"© (cn
i );

m+ 1X

i = 1

"© (cn + 1
i ) 6 1 + ¢C(T; R)

1 ¡ ¢C(T )

m+ 1X

i = 1

"© (cn
i ) +

¢C(T; R)

1 ¡ ¢C(T )
;

and we have ¢kC(T ) < 1 for k large enough by (5.7). We may then use the discrete
Gronwall lemma and argue as in the proof of lemma 3.3 to conclude that (5.14)
holds true.

Finally, the functions fk being discontinuous with respect to time, a weaker
version of lemma 3.5 is available, namely,

Z R

0

fk(¢; y)Á(y) dy is bounded in BV (0; T )

for any Á 2 L1 (0; R), R 2 R + and T 2 R + .
We are now in a position to proceed as in x 4 to pass to the limit as k ! +1

in the equation satis ed by fk, which reads, for ’ 2 D([0; +1) £ R + ) and k large

https://doi.org/10.1017/S0308210500002080 Published online by Cambridge University Press

https://doi.org/10.1017/S0308210500002080


Coagulation{fragmentation equations 1241

enough,

Z T

¢ k

Z 1

0

fk
’"k ¡ ½ ¢ k’"k

¢k
dydt +

Z ¢ k

0

Z 1

0

f in ;k’"k
(t; ¢) dydt

+
1

2

Z T

0

Z 1

0

Z 1

0

(akfkf 0
k ¡ bkT"k

(fk))(T"k
(’"k

) ¡ ’"k
¡ ’0

"k
) dydy0dt = 0;

where

ak(y; y0) =
1X

i;j = 1

ak
i;j

"k
À "k

i (y)À "k
j (y0); bk(y; y0) =

1X

i;j = 1

bk
i;j

"k
À "k

i (y) À "k
j (y0);

and ’"k (t) is the "k-step function de ned by (1.10), ½ ¢ k’"k (t; y) = ’"k (t ¡ ¢k; y)
for (t; y; y0) 2 R3

+ .

6. Other kinetic coe±cients

In this section we discuss several extensions of theorem 2.3 under various assump-
tions on the coagulation and fragmentation rates and  rst consider the case of
sublinear coagulation coe¯ cients as described in theorem 2.5. In that case, the
kinetic coe¯ cients do not necessarily satisfy the growth condition (2.3), which is
used to control the behaviour of f" for large values of y in the proof of theorem 2.3.
Fortunately, it turns out that the assumption (2.22) provides such a control and
the following lemma is actually the only new ingredient needed for the approach
developed previously to work.

Lemma 6.1. Let © 2 C 1([0; +1)) be a non-negative and piecewise C 2-smooth con-
vex function such that © (0) = 0, © 0(0) > 0 and © 0 is concave. Under the assumptions
of theorem 2.5, if

M © :=

Z 1

0

© (y)f in (y) dy < 1; (6.1)

there holds Z 1

0

© (y)f"(t; y) dy 6 C(T ); t 2 [0; T ]; (6.2)

where C(T ) depends only on A, M , © , M © and T .

Proof. It follows from (6.1) that

d

dt

1X

i = 1

© (i")c"
i =

1

2

1X

i;j = 1

a"
i;jc"

i c"
j( © ((i + j)") ¡ © (i") ¡ © (j"))

¡ 1

2

1X

i;j = 1

b"
i;jc"

i+ j( © ((i + j)") ¡ © (i") ¡ © (j")):

Observe  rst that the convexity of © and © (0) = 0 ensure that

© ((i + j)") > © (i") + © (j"); i; j > 1;
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and recall that the properties enjoyed by © warrant that © satis es

(y + y0)( © (y + y0) ¡ © (y) ¡ © (y0)) 6 2(y© (y0) + y0 © (y)) (6.3)

for (y; y0) 2 R2
+ [20, lemma A.2]. In addition, equation (2.22) yields

a"
i;j 6 A"(1 + (i + j)"); i; j > 1:

Owing to (6.3), the symmetry of a"
i;j and the non-negativity of b"

i;j and c", we
deduce

d

dt

1X

i= 1

© (i")c"
i " 6 1

2

1X

i;j = 1

a"
i;j

(i + j)
c"

i c"
j(j"© (i") + i"© (j"))

6 A

µ 1X

i= 1

"(1 + i")c"
i

¶µ 1X

i= 1

© (i")c"
i "

¶
:

Thanks to (3.1) and (3.2), we  nally obtain

d

dt

1X

i = 1

© (i")c"
i " 6 C(T )

1X

i= 1

© (i")c"
i ";

whence, by Gronwall’s lemma,

1X

i= 1

© (i")c"
i (t)" 6 C(T )

1X

i= 1

© (i")cin ;"
i "; t 2 [0; T ]: (6.4)

Now the convexity of © and the concavity of © 0 entail that

© (u + v) 6 © (u) + v( © 0(0) + (u + v) © 00(0)); u; v > 0; (6.5)

and thus, since © is increasing, we have

© (y) 6 © (i" + 1
2
") 6 © (i") + C( © )(1 + "i) (6.6)

and

© (i") 6 © (y + 1
2 ") 6 © (y) + C( © )(1 + "i) (6.7)

for any y 2 ¤ "
i . Consequently,

Z 1

0

© (y)f"(t; y) dy 6 "
1X

i= 1

c"
i (© (i") + C( © )(1 + "i))

6 C(T; © )"
1X

i= 1

cin ;"
i (1 + "i + © (i"))

6 C(T; © )

Z 1

0

f in (y)(1 + y + © (y)) dy;

which completes the proof of lemma 6.1.
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The above computation is formal, as the series might not have the required
convergence properties. A rigorous justi cation may be performed by replacing ©
by © R, de ned by

© R(y) =

(
© (y) if y 2 [0; R];

© 0(R)(y ¡ R) + © (R) if y 2 [R; +1);

which enjoys the same properties, and then pass to the limit as R ! +1.

Proof of theorem 2.5. Since y 7! yf in (y) belongs to L1(R + ) by (2.4), we use once
more a re ned version of the de la Valĺee{Poussin theorem [9, 23] to deduce that
there exists © satisfying the requirements of lemma 6.1 and such that © (u)=u ! +1
as u ! +1 and Z 1

0

© (y)f in (y) dy < +1:

On the one hand, the estimates of x 3 yields the weak compactness of (f") in
L1((0; T ) £ R + ) for each T 2 R + . On the other hand, the superlinearity of ©
at in nity and lemma 6.1 imply the uniform integrability at in nity of (f") in
L1(R + ; y dy). Therefore, (f") is weakly compact in L1((0; T ) £ R + ; (1 + y) dtdy) for
each T 2 R + , whence (2.24). This, in turn, allows us to proceed as in x 4 to perform
the limit " ! 0. In addition, since c" satis es (2.23), we have

Z 1

0

f"(t; y)y dy =
1X

i= 1

"2ic"
i (t) =

1X

i = 1

"2icin
i =

Z 1

0

f in (y)I"(y) dy;

with

I"(y) =
1X

i = 1

iÀ "
i (y):

Since jI"(y) ¡ yj 6 1
2 " ! 0 for any y > 0, the assertion (2.25) readily follows.

Another situation in which theorem 2.5 holds is the so-called strong fragmentation
case [7,16]. More precisely, when the kinetic coe¯ cients satisfy

a(y; y0) 6 A(1 + y) ¬ (1 + y0) ¬ and b(y; y0) > B(1 + y + y0)¡

for some ¬ 2 [0; 1] and  < 2(1 ¡ ¬ ), the existence of a solution to the DCF and
CCF equations, satisfying (2.23) and (2.25), respectively, follows from [7] and [16],
respectively. Combining the moment estimates in [7,16] and the proof of theorem 2.3
ensures that theorem 2.5 holds true in that case, too.

As a  nal example, let us consider the case of multiplicative coagulation coe¯ -
cients, which includes, in particular, the case a(y; y0) = yy0. More precisely, assume
that a satis es

r(y)r(y0) 6 a(y; y0) 6 Ar(y)r(y0); (y; y0) 2 R2
+ ; (6.8)

for some non-negative function r and there is a positive function  2 L 1 (R + ) such
that  (y) ! 0 as y ! +1 and

b(y; y0) 6  (y + y0); (y; y0) 2 R2
+ : (6.9)
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In that case, theorem 2.3 is still valid with the same proof except that one has to
control rf" for large values of y, since a does not necessarily satisfy (2.3). Such a
control is supplied by the multiplicative structure (6.8) of a as there holds

Z T

0

µZ 1

R + 1

r"(y)f"(t; y) dy

¶2

dt 6 C(T )
³

R¡1 + sup
fy>R¡1g

f (y)g
´

for T 2 R + and R > 1 with

r" =
1X

i= 1

r"
i À "

i and r"
i =

1

"

Z

¤ "
i

r(y) dy; i > 1:

7. Spatially non-homogeneous models

As already mentioned, the convergence of the family of solutions of the DCF equa-
tions to a solution of the CCF equation relies on a weak stability principle. The
above convergence result introduced in a spatially homogeneous setting is thus likely
to be extended to a spatially non-homogeneous setting in a framework where such a
stability result is available. Such a theory has been developed recently in [22] for the
di¬usive continuous coagulation{fragmentation equation and we present now, with-
out proof, an example of an available convergence result. We refer to [22] for details,
as well as for other assumptions on the coagulation and fragmentation coe¯ cients
(such as a detailed balance condition) for which convergence from the discrete to the
continuous coagulation{fragmentation equations could also be obtained. The well
posedness of the di¬usive CCF equation is also investigated in [2] with a di¬erent
approach.

In the non-homogeneous setting considered here, the clusters are assumed to
move in an open bounded subset « of RN , N > 1, with smooth boundary @« ,
according to Brownian movement or di¬usion (thermal coagulation). The di¬usion
coe¯ cient d = d(y) 2 C (R + ) > 0 is assumed to be only size dependent and the
di¬usive CCF equation reads

@tf ¡ d(y)¢xf = Q(f ); (t; x; y) 2 (0; +1) £ « £ R + ; (7.1)

@nf = 0; (t; x; y) 2 (0; +1) £ @« £ R + ; (7.2)

f(0; x; y) = f in (x; y); (x; y) 2 « £ R + ; (7.3)

where Q(f) is still de ned by (1.3).
Assume now that, in addition to the symmetry and growth conditions (2.1), (2.2)

and (2.3), the following monotonicity condition holds,

a(y0; y ¡ y0) 6 a(y0; y) for y > y0 > 0; (7.4)

and that the coagulation process dominates the fragmentation process in the fol-
lowing sense,

b(y0; y ¡ y0) 6 Aa(y0; y) + B(y0) for any y > y0 > 0; (7.5)

where A is a non-negative constant and B is a non-negative function such that

B 2 L1(R + ) and y 7! yB(y) 2 L1 (R + ): (7.6)
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We  nally consider an initial datum f in satisfying

f in 2 L1( « £ R + ; (1 + y) dxdy) is non-negative a.e. (7.7)

The above assumptions on d, a, b and f in then ensure the existence of a weak
solution to (7.1){(7.3) [22, theorem 2.6].

We next introduce a sequence of di¬usive DCF equations as follows. For " 2 (0; 1),
the kinetic coe¯ cients are still given by (2.5) and we put d"

i = d(i"),

cin ;"
i (x) =

1

"

Z

¤ "
i

f in (x; y) dy; x 2 « ;

with ¤ "
i = [(i ¡ 1

2
)"; (i + 1

2
)") for i > 1. We then denote by c" = (c"

i )i> 1 a solution
to the di¬usive DCF equations

@tc
"
i ¡ d"

i ¢xc"
i = Q"

i (c") in (0; +1) £ « ; (7.8)

@nc"
i = 0 on (0; +1) £ @« ; (7.9)

c"
i (0) = c

in ;"
i in « (7.10)

for i > 1, where c"
i = c"

i (t; x) > 0 denotes the local concentration of clusters of
size i. The existence of c" follows from, for example, [21] (see also the references
therein for a more precise account of the existence results for the di¬usive DCF
equations). We  nally put

f"(t; x; y) :=
1X

i = 1

c"
i (t; x) À "

i (y); (t; x; y) 2 R + £ « £ R + :

Theorem 7.1. Under the above assumptions, the family (f") lies in a weakly com-
pact subset of L1((0; T ) £ « £ R + ) for each T 2 R + and, up to the extraction of a
subsequence, f" * f weakly in L1((0; T ) £ « £ R + ), where f is a weak solution to
the di® usive CCF (7.1){(7.3).
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Appendix A. Weak and mild solutions

Assume that the kinetic coe¯ cients a and b enjoy the symmetry condition (2.1)
and the growth condition (2.2) and consider an initial datum satisfying (2.4).

Lemma A.1. For any weak solution f of (1.1){(1.3) (in the sense of de¯nition 2.1),
there exists ~f 2 C 0;1=3([0; T ]; L1) for any T 2 R + such that ~f = f a.e. in R2

+ and
~f satis¯es ~f(0) = f in and, for any t1 > t0 > 0,

~f(t1; y) ¡ ~f(t0; y) =

Z t1

t0

Q( ~f)(s; y) ds for a.e. y 2 R + : (A 1)

In other words, ~f is a mild solution to (1.1){(1.3) in the sense of de¯nition 2.2.
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Proof. We  x " > 0 and a non-negative function % 2 D(R + ) such that k%kL1 = 1.
We next de ne

» "(t) =
1

"
»

µ
t

"

¶
; f" = f ¤t » "; Q" = Q(f) ¤t » ": (A 2)

It readily follows from (1.1) that f" satis es

@

@t
f" = Q" in D0([0; +1) £ R + ): (A 3)

Furthermore, the bounds on f and (2.2) imply that, for any T 2 R + and R 2 R + ,
we have

Qk(f) 2 L 1 ((0; T ); L1(0; R)): (A 4)

We deduce from (A 3) and (A 4) that, for any Á 2 L1 (R + ) with compact support
in [0; +1),

d

dt

Z 1

0

f"Á dy =

Z 1

0

Q"Á dy in D0([0; +1)): (A 5)

But since

t 7!
Z 1

0

f"Á dy =

µZ 1

0

fÁ dy

¶
¤t %" 2 C ([0; +1)); (A 6)

we also have, for any t1 > t0 > 0,
Z 1

0

f"(t1)Á dy ¡
Z 1

0

f"(t0)Á dy =

Z t1

t0

Z 1

0

Q"Á dydt: (A 7)

Consider now T > t1 > t0 > 0 and R > 0. On the one hand, we choose

Á(y) = sgn(f"(t1; y) ¡ f"(t0; y))1[0;R]

in (A 7). This gives

Z R

0

jf"(t1) ¡ f"(t0)j dy 6 jt1 ¡ t0jk%"kL1 sup
[0;T ]

Z R

0

jQ(f)j dy;

and we notice that k%"kL1 = 1, while de nition 2.1 and (2.2) yield

Z R

0

jQ(f)j dy 6 3

2

½Z R

0

Z 1

0

a(y; y0)f(t; y)f(t; y0) dydy0

+

Z 1

0

f(t; z)

Z m in (z;R)

0

b(y; z ¡ y) dydz

¾

6 3
2
Afkf(t)kL1

1
(kf(t)kL1

1
+ (1 + R)2)g

6 C(T )(1 + R)2

for t 2 [t0; t1]. Therefore,

Z 1

0

jf"(t1) ¡ f"(t0)j dy 6
Z R

0

jf"(t1) ¡ f"(t0)j dy +

Z 1

R

jf"(t1) ¡ f"(t0)j dy

6 C(T )jt1 ¡ t0j(1 + R2) +
2

R
sup
[0;T ]

kf(t)kL1
1
;
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and the choice R = jt1 ¡ t0j¡1=3 leads to

kf"(t1) ¡ f"(t0)kL1 6 C(T )jt1 ¡ t0j1=3: (A 8)

Now the de nition of f" warrants that (f") converges towards f in L1((0; T )£R + ).
Consequently, there is a subsequence of (f") (not relabelled) such that

f"(t; ¢) ! f(t; ¢) in L1(R + )

for every t 2 [0; T ] n Z , where Z is a subset of [0; T ] with zero measure. Putting
~f(t; ¢) = f(t; ¢) for t 2 [0; T ] n Z , we infer from (A 8) that

k ~f(t1) ¡ ~f(t0)kL1 6 C(T )jt1 ¡ t0j1=3

for any t0 2 [0; T ]nZ and t1 2 [0; T ] nZ and we may thus extend ~f by continuity to
a function of C 0;1=3([0; T ]; L1(R + )), which we still denote by ~f . Clearly, ~f = f a.e.
in R2

+ and it follows from de nition 2.1 that ~f also satis es (2.18). The continuity
of ~f and (2.18) then allow us to conclude that ~f(0) = f in and ~f satis es (2.20).
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