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Abstract. In this paper we consider the following nonlinear quasi-periodic system:

ẋ = (A + εP(t, ε))x + εg(t, ε)+ h(x, t, ε), x ∈ Rd ,

where A is a d × d constant matrix of elliptic type, εg(t, ε) is a small perturbation with ε
as a small parameter, h(x, t, ε)= O(x2) as x→ 0, and P, g and h are all analytic quasi-
periodic in t with basic frequencies ω = (1, α), where α is irrational. It is proved that for
most sufficiently small ε, the system is reducible to the following form:

ẋ = (A + B∗(t))x + h∗(x, t, ε), x ∈ Rd ,

where h∗(x, t, ε)= O(x2) (x→ 0) is a high-order term. Therefore, the system has a
quasi-periodic solution with basic frequencies ω = (1, α), such that it goes to zero when ε
does.
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1. Introduction and main results
Consider the following nonlinear quasi-periodic system:

ẋ = (A + εP(t, ε))x + εg(t, ε)+ h(x, t, ε), x ∈ Rd , (1)

where A is a constant matrix of different purely imaginary and non-zero eigenvalues λ=
(λ1, . . . , λd), εg(t, ε) is a small perturbation with ε as a small parameter, h = O(x2) as
x→ 0, and P, g and h are all analytic quasi-periodic in t with basic frequencies ω =
(ω1, . . . , ωs).
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1884 D. Zhang and J. Xu

In [17], Jorba and Simó proved that if the eigenvalues λ and basic frequencies ω satisfy
the non-resonant conditions

|〈k, ω〉| ≥
γ

|k|τ
, (2)

|
√
−1〈k, ω〉 − λi | ≥

γ

|k|τ
,

|
√
−1〈k, ω〉 − λi + λ j | ≥

γ

|k|τ
for all i 6= j,

for all k ∈ Zs
\{0}, 1≤ i, j ≤ d, where γ > 0, τ > s − 1, then for most sufficiently small

ε, system (1) can be reduced to a constant system with high-order terms:

ẋ = A∗x + h∗(x, t, ε), x ∈ Rd ,

where A∗ is a constant matrix close to A, and h∗(x, t, ε)= O(x2) (x→ 0) is a high-order
term close to h. Therefore, system (1) has a quasi-periodic solution with basic frequencies
ω = (ω1, . . . , ωs), such that it goes to zero when ε does.

Furthermore, a natural question, for Liouvillean basic frequencies ω = (1, α), where α
is irrational, is whether we can obtain the existence of a quasi-periodic solution for the
nonlinear quasi-periodic system (1), which means that the Diophantine condition (2) can
be eliminated. Moreover, we discuss the reducibility problems for the nonlinear quasi-
periodic system (1) with Liouvillean basic frequencies.

Let us first recall some well-known results and development of reduction theory.
Consider the system

ẋ = A(t)x, x ∈ Rd , (3)

where A(t) is a d × d matrix which depends on time in a quasi-periodic way with basic
frequencies ω = (ω1, . . . , ωs).

Definition. (Reducibility) System (3) is said to be reducible, if there exists a non-singular
quasi-periodic change of variables x =8(t)y, such that 8(t), 8(t)−1 and 8̇(t) are quasi-
periodic and bounded, and such that it transforms the system (3) into a constant system,
that is, a linear system with constant coefficient.

Definition. (Rotations reducibility) System (3) is said to be rotations reducible, if there
exists a quasi-periodic transformation x =8(t)y such that system (3) is transformed into
a rotation system, that is, a linear system with so(d, R)-valued coefficients.

Definition. (Non-perturbative reducibility) Non-perturbative reducibility means that the
smallness of the perturbation does not depend on the Diophantine constants (γ, τ ) of ω
in (2).

For s = 1 (the periodic case), the classical Floquet theory tells us that there exists a
periodic change of variables such that the periodic system (3) can be reducible to a constant
system.

For s > 1 (the quasi-periodic case), the system is not always reducible. The reducibility
of quasi-periodic systems was initiated by Dinaburg and Sinai [7], who proved that the
linear Schrödinger equation

−y′′ + q(ωt)y = Ey, y ∈ R,
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or equivalently the two-dimensional quasi-periodic system

ẏ = x, ẋ = (q(ωt)− E)y, (4)

is reducible for most sufficiently large E , when the basic frequencies ω satisfy the
Diophantine condition

|〈k, ω〉| ≥
γ

|k|τ
for all 0 6= k ∈ Zs,

where γ > 0, τ > s − 1 are constants.
The reducibility of the system (4) implies the existence of an absolutely continuous

spectrum of the Schrödinger operator Ly =−d2 y/dt2
+ q(ωt)y. Due to its importance in

dynamical systems and in the spectral theory of Schrödinger operators, the reducibility of
quasi-periodic systems has been extensively investigated.

Liang and Xu [19] generalized the results of [7] to the high-dimensional case. Johnson
and Sell [15] proved that if the quasi-periodic coefficients matrix A(t) satisfies the full
spectrum condition, then system (3) is reducible. Jorba and Simó [16] considered the linear
quasi-periodic system

ẋ = (A + εP(t, ε))x, x ∈ Rd , (5)

where A is a constant matrix with different non-zero eigenvalues λ1, . . . , λd , P(t) is
a quasi-periodic matrix with frequencies ω = (ω1, . . . , ωs), and ε is a small parameter.
They proved that if

|
√
−1〈k, ω〉 − λi + λ j | ≥

γ

|k|τ
for all 0 6= k ∈ Zs, i, j = 1, . . . , d,

and
d
dε
(λ0

i (ε)− λ
0
j (ε))

∣∣∣∣
ε=0
6= 0, i 6= j,

where γ > 0, τ > s − 1, and λ0
i (ε) (i = 1, . . . , d) are eigenvalues of A + ε[P(ε)], with

[P(ε)] being the average of P(t, ε) with respect to t , then for most sufficiently small
parameters ε, the system (5) is reducible.

Later, Eliasson [9] proved that all quasi-periodic systems are almost reducible provided
that the system satisfies the Diophantine condition and is close to constant. Eliasson [8]
obtained a full measure reducibility result for the quasi-periodic Schrödinger equation.
Krikorian [18] generalized the full measure reducibility result to linear systems with
coefficients in the Lie algebra of the compact semi-simple Lie group. Her and You [13] and
Chavaudret [4] established the full measure reducibility with coefficients in other groups.
For the latest reducibility results of infinite-dimensional systems, we refer to [2, 3, 10] and
the references therein.

In developing the reducibility of quasi-periodic systems and Kolmogorov–Arnold–
Moser (KAM) theory, many scholars are dedicated to weakening the non-degeneracy
condition and the non-resonant condition. Xu [31, 33] obtained the reducibility of linear
quasi-periodic system (5) in the case of multiple eigenvalues and more general non-
degeneracy conditions, that is,

dl

dεl (λ
0
i (ε)− λ

0
j (ε))

∣∣∣∣
ε=0
6= 0, l ≥ 1, i 6= j.
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Zhao [39] proved the reducibility of nonlinear quasi-periodic system (1), when the
eigenvalues of A are allowed to be multiple. Chavaudret [6] studied the reducibility
of resonant cocycles. Moreover, the Diophantine condition (2) can also be weakened.
Rüssmann [25] and Zhang and Liang [34] obtained the reducibility of the Schrödinger
equation under Brjuno and Rüssmann’s non-resonant condition:

|〈k, ω〉| ≥
γ

4(|k|)
for all 0 6= k ∈ Zs,

where γ > 0, and4 is a continuous, increasing, unbounded function4 : [1,∞)→ [1,∞)
such that 4(1)= 1 and ∫

∞

1

ln4(t)
t2 dt <∞,

4 is usually called the Brjuno–Rüssmann approximation function. For further KAM theory
about Brjuno and Rüssmann’s non-resonant condition, see [5, 21, 22, 24, 35–37].

In particular, for two-dimensional quasi-periodic systems, there have been some
interesting results. Without imposing any non-degeneracy condition, the reducibility
of two-dimensional quasi-periodic systems was obtained in [28, 32]. These particular
phenomena [28, 32] are inherent in two-dimensional systems, but do not hold for
high-dimensional systems. Recently, the reducibility of two-dimensional quasi-periodic
systems with Liouvillean frequencies has been obtained, namely, ω = (1, α), where α
is irrational. Avila, Fayad and Krikorian [1] first introduced the CD bridge method and
proved the rotations reducibility of SL(2, R) cocycles with one frequency, irrespective of
any Diophantine condition on the base dynamics. Hou and You [14] considered a quasi-
periodic linear differential system with two frequencies in sl(2, R),{

ẋ = A(θ)x,

θ̇ = ω = (1, α),

and obtained almost reducibility and rotations reducibility of the above system, provided
that the coefficients are analytic and close to constant. Furthermore, if the rotation number
of the system and the basic frequencies ω = (1, α) satisfy the Diophantine condition, the
system is reducible. Wang, You and Zhou [30] proved the existence of response solutions
for quasi-periodically forced harmonic oscillators with forcing frequencies ω = (1, α),
where α is irrational. For other interesting results for two-dimensional systems, see
to [11, 26] and the references therein.

All the above results about Liouvillean frequencies are mainly concerned with two-
dimensional or linear quasi-periodic systems. Naturally, in this paper we are mainly
concerned with reducibility problems for the nonlinear and high -dimensional quasi-
periodic system (1) with Liouvillean basic frequencies ω = (1, α), where α is irrational.

Since the quasi-periodic systems in [1, 14] are two-dimensional and linear, we can
naturally introduce the rotation number and make good use of the rotation number
property. But for the high-dimensional system (1) it is difficult to define the rotation
number. The proof of [1] is based on the ‘algebraic conjugacy’ technique developed
in [12]. In the proof of [14], the crucial observation is to analyze the structure of resonant
terms, then to eliminate them by Floquet theory. Unfortunately, it is difficult to generalize
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the methods in [1, 14] to nonlinear and high-dimensional problems. Comparing to [30],
the former is a Hamiltonian system, while our system does not contain any structure,
which may include Hamiltonian, reversible and dissipative systems. In fact, we can apply
our results to quasi-periodically forced harmonic oscillators and obtain the existence of
response solutions in [30].

For high-dimensional quasi-periodic systems, Zhou and Wang [40] used periodic
approximation to study the reducibility of quasi-periodic GL(d, R) cocycles with
Liouvillean frequencies. Zhang, Xu and Xu [38] obtained the reducibility of a three-
dimensional skew-symmetric linear system with Liouvillean basic frequencies. Compared
to [40], the former is discrete and linear, while our system is continuous and nonlinear, so
there are essential obstructions in applying the method of periodic approximation for the
discrete case in [40] to the continuous case.

In our paper we mainly use the CD bridge method and improved KAM iteration with
parameters. One iteration step will be completed by a family of sub-iterations, the sub-
iteration steps will go to ∞, but we only need to delete the resonance parameters once
in each iteration step (i.e. each family of sub-iterations). For nonlinear quasi-periodic
systems, both zero-order and first-order non-resonant terms need to be eliminated, which
may lead to more complicated iterations. It is pointed out in particular that in order to
maintain the structure of the linear principal part, we need to eliminate all the non-diagonal
terms in solving the homological equation, and we need to keep the system real in order
to obtain real analytic quasi-periodic solutions. In Appendix A, we apply our theorem
to the nonlinear Hill equation with quasi-periodic forcing terms, weakly forced oscillator
and damped equation to study the existence of quasi-periodic solutions with Liouvillean
frequencies. These three kinds of equations correspond to Hamiltonian systems, reversible
systems and dissipative systems, respectively.

Before stating our results, we first give some notation and definitions. We usually denote
by Z and Z+ the sets of integers and positive integers, respectively. A function f (t) is
called quasi-periodic with basic frequencies ω1, . . . , ωs if f (t)= F(θ)= F(θ1, . . . , θs),
where F is 2π -periodic in all its arguments and θ j = ω j t for j = 1, . . . , s. Let ω =
(ω1, . . . , ωs). Thus, f (t)= F(ωt). Denote a strip domain in complex space Cs by

D(r)= {θ = (θ1, . . . , θs) ∈ Cs/2πZs
: |Im θ j | ≤ r, j = 1, . . . , s}.

Furthermore, if F(θ) is analytic with respect to θ on D(r), we say that f (t) is analytic
quasi-periodic on D(r). Denote by

[ f ] =
1

(2π)s

∫
Ts

F(θ) dθ

the average of f . Similarly, a function matrix P(t)= (Pi j )d×d is called analytic quasi-
periodic on D(r) if all Pi j (t) are analytic quasi-periodic on it. Denote by [P] = ([Pi j ])d×d

the average of P .
Let ε0 > 0 and denote 5= (0, ε0). If f (ε) is differentiable with respect to parameters

ε ∈5 in the sense of Whitney, define the norm

| f |5 = sup
ε∈5

(| f (ε)| + | f ′(ε)|).
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If a function
f (t, ε)=

∑
k∈Zs

fk(ε)ei〈k,ω〉t

is analytic quasi-periodic in t on D(r), and differentiable with respect to ε ∈5, we define

‖ f ‖r,5 =
∑
k∈Zs

| fk |5e|k|r ,

where |k| = |k1| + · · · + |ks | for k = (k1, . . . , ks). Denote Ar (5)= { f : ‖ f ‖r,5 <+∞},
which is a Banach algebra under norm ‖ · ‖r,5.

For any K > 0, we define the truncating operators

TK f =
∑

k∈Zs ,|k|<K

fk(ε)ei〈k,ω〉t ,

RK f =
∑

k∈Zs ,|k|≥K

fk(ε)ei〈k,ω〉t .

For a function matrix P(t, ε)= (Pi j (t, ε))d×d , similarly define a norm by

‖P‖r,5 = max
1≤i≤d

d∑
j=1

‖Pi j‖r,5.

We have ‖P1 P2‖r,5 ≤ ‖P1‖r,5‖P2‖r,5.
Let α ∈ (0, 1) be irrational and denote by pn/qn the nth convergence of α. Define

β(α)= lim sup
n→∞

ln qn+1

qn
. (6)

Then β(α) measures how Liouvillean α is. Notice that β(α) has an equivalent definition:

β(α)= lim sup
|k|→∞

1
|k|

ln
1

|e2π ikα − 1|
. (7)

Assumption A. (Non-resonant conditions) Suppose that λ= (λ1, . . . , λd) and ω = (1, α)
satisfy the conditions

|
√
−1〈k, ω〉 − λi | ≥

γ

(|k| + 1)τ
,

|
√
−1〈k, ω〉 − λi + λ j | ≥

γ

(|k| + 1)τ
for all i 6= j,

for all k ∈ Z2, 1≤ i, j ≤ d, where γ > 0, τ > 2.

Assumption B. (Non-degeneracy conditions) Let us denote by x(t, ε) the unique
analytic quasi-periodic solution of ẋ = Ax + εg(t, ε) (the existence of x(t, ε) is shown
by [17, Lemma 2.10]) and define Â(ε)= A + ε [P(ε)] + [Dx h(x(t, ε), t, ε)]. Let λ0

i (ε)

(i = 1, . . . , d) be the eigenvalues of Â, such that |(dλ0
i (ε))/dε|ε=0| ≥ 2δ > 0 and

|(d(λ0
i (ε)− λ

0
j (ε)))/dε|ε=0| ≥ 2δ > 0.

THEOREM 1. Consider the nonlinear system

ẋ = (A + εP(t, ε))x + εg(t, ε)+ h(x, t, ε), x ∈ Rd ,
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where A is a d × d constant matrix of elliptic type, εg(t, ε) is a small perturbation with
ε as a small parameter, h(x, t, ε) is analytic with respect to x on the ball Bκ(0) such that
h(0, t, ε)= 0, Dx h(0, t, ε)= 0, ‖Dxx h(x, t, ε)‖ ≤ G, and P, g and h are all analytic
quasi-periodic in t with basic frequencies ω = (1, α), where α is irrational. Suppose that
the Assumptions A and B are satisfied.
(I) Then there exist a sufficiently small ε0, which depends on r, γ and τ , but not on

α, and a Cantor set 5∗ ⊂ (0, ε0) with positive Lebesgue measure such that for any
ε ∈5∗, there exists a real analytic quasi-periodic and near-identity transformation
x = eu(ωt)y + v(ωt), which changes system (1) to

ẏ = (A + B∗(t))y + h∗(y, t, ε), y ∈ Rd ,

where h∗(y, t, ε)= O(y2) (y→ 0) is a high-order term. Therefore, the system (1)
has a quasi-periodic solution x = v(ωt) with basic frequencies ω = (1, α), such that
it goes to zero when ε does. Moreover, if ε0 is small enough the relative measure of

(0, ε0)\5∗ in (0, ε0) is less than cε13/15
0 , where the constant c is independent of ε0.

(II) Furthermore, if β(α)= 0, then for the same ε0 and ε ∈5∗ in (I), system (1) is
reducible to

ẏ = A∗y + h∗(y, t, ε), y ∈ Rd ,

where A∗ is a constant matrix close to A, and h∗(y, t, ε)= O(y2) (y→ 0).
If 0< β(α) < r , then there exists a sufficiently small ε0 = ε0(r, γ, τ, β(α)) and a

Cantor set 5∗ ⊂ (0, ε0) with positive Lebesgue measure, such that for any ε ∈5∗ the
system (1) is reducible to

ẏ = A∗y + h∗(y, t, ε), y ∈ Rd ,

where A∗ is a constant matrix close to A, h∗(y, t, ε)= O(y2) (y→ 0).

Remark. From Theorem 1, for all α ∈ R\Q, system (1) has a quasi-periodic solution with
basic frequencies ω = (1, α), such that it goes to zero when ε does.

Remark. When β(α)= 0, the smallness of ε0 does not depend on α, therefore, we not
only weaken the Diophantine condition (2) to Liouvillean frequencies, but also improve
the results in [17] to be non-perturbative in the case of two-dimensional basic frequencies.
In this sense, when g = h ≡ 0, our theorem generalizes partial conclusions of [14] to high
dimensions.

2. Outline of the proof
We now give an outline of the proof of Theorem 1. The details are given in the next
sections.

Since A is a constant matrix of elliptic type and det A 6= 0, that is, A has different purely
imaginary and non-zero eigenvalues λ= (λ1, . . . , λd), we suppose that A is in the real
Jordan form (9). An essential idea of the proof is to construct a simplifying transformation,
consisting of infinitely many successive iteration steps, to eliminate both zero-order and
first-order terms, so that the transformed system has zero as an equilibrium. In the process
of eliminating lower-order terms, the corresponding small divisors are

√
−1〈k, ω〉 − λi
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and
√
−1〈k, ω〉 − λi + λ j . Since the basic frequencies are Liouvillean, the main difficulty

is that we cannot kill the terms whose small divisor is 〈k, ω〉, that is, the terms on the
diagonal. Therefore, the terms on the diagonal will be retained in eliminating the first-
order terms. We overcome this problem by putting the terms on the diagonal into the
linear principal part. Thus the linear principal part in our work will be variable coefficients,
which yields that the homological equation is an equation with variable coefficients. We
overcome this problem by the diagonally dominant method to obtain an approximate
solution to the homological equation. It is pointed out in particular that in order to maintain
the structure of the linear principal part, we need to eliminate all the non-diagonal terms
including k = 0 and k 6= 0.

Therefore, the proof of Theorem 1 is divided into two parts. First, we prove that system
(1) can be reduced to a system with non-constant coefficients, which has a diagonal form:

ẏ = (A + B∗(t))y + h∗(y, t, ε), y ∈ Rd ,

where

B∗(t)= diag

((
U∗1 (t) V ∗1 (t)
−V ∗1 (t)U∗1 (t)

)
, . . . ,

(
U∗

d̃
(t) V ∗

d̃
(t)

−V ∗
d̃
(t)U∗

d̃
(t)

))
and h∗(y, t, ε)= O(y2) (y→ 0) is a high-order term. It follows that system (1) has a
quasi-periodic solution with basic frequencies ω = (1, α) such that it goes to zero when ε
does. The first part of the proof can be achieved by infinite KAM iteration steps. Second,
we eliminate the non-resonant terms containing t on the diagonal and transform the above
system into a system with constant coefficients,

ẏ = A∗y + h∗(y, t, ε), y ∈ Rd ,

where A∗ is a constant matrix close to A, and h∗(y, t, ε)= O(y2) (y→ 0). This process
can be obtained by only one step if 0≤ β(α) < r .

Remark. If A has a general real Jordan form

A = diag
((

0 µ1

−µ1 0

)
, . . . ,

(
0 µd̃
−µd̃ 0

)
, µd̃+1, . . . , µd̃+l

)
,

where µi ∈ R, i = 1, . . . , d̃ + l, 2d̃ + l = d , then B∗(t) has the corresponding real Jordan
form

B∗(t)= diag

((
U∗1 (t) V ∗1 (t)
−V ∗1 (t)U∗1 (t)

)
, . . . ,

(
U∗

d̃
(t) V ∗

d̃
(t)

−V ∗
d̃
(t)U∗

d̃
(t)

)
,U∗

d̃+1
(t), . . . ,U∗

d̃+l
(t)

)
.

3. Preliminary lemmas
The aim of this section is to give the concept of the CD bridge, which first appeared in [1],
and present some important lemmas, which are mainly used to solve the homological
equation and estimate the measure of parameters.
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3.1. Continued fraction expansion. Let α ∈ (0, 1) be irrational. Define a0 = 0, α0 = α,
and inductively for k ≥ 1,

ak = [α
−1
k−1], αk = α

−1
k−1 − ak =

{
1

αk−1

}
,

where [·] denotes the integer part and {·} denotes the fractional part.
We define p0 = 0, p1 = 1, q0 = 0, q1 = a1, and inductively,

pk = ak pk−1 + pk−2,

qk = akqk−1 + qk−2.

Then the sequence (qn) is the sequence of denominators of the best rational approximations
for α, since it satisfies

for all 1≤ k < qn, ‖kα‖T ≥ ‖qn−1α‖T,

and
1

qn + qn+1
< ‖qnα‖T ≤

1
qn+1

,

where we use the norm
‖x‖T = inf

p∈Z
|x − p|.

3.2. CD bridge. For any α ∈ R\Q, we fix a particular subsequence (qnk ) in the
sequence of the denominators of α, which will be denoted by (Qk) for simplicity. Denote
the sequence (qnk+1) by (Q̄k), and denote (pnk ) by (Pk).

Definition. (CD bridge, [1]) Let 0<A≤ B ≤ C. We say that the pair of denominators
(ql , qn) forms a CD(A, B, C) bridge, if:
(1) qi+1 ≤ qA

i , for all i = l, . . . , n − 1;
(2) qB

l ≤ qn ≤ qC
l .

LEMMA 2. [1] For any A≥ 1, there exists a subsequence (Qk) such that Q0 = 1 and for
each k ≥ 0, Qk+1 ≤ Q̄A4

k , and either Q̄k ≥ QA
k , or the pairs (Q̄k−1, Qk) and the pairs

(Qk, Qk+1) are both CD(A,A,A3) bridges.

LEMMA 3. [1] For any 0< r∗ < r, τ > 2, 0< c̃ < 1, there exists C1 = C1(r∗, τ, c̃) such
that if f ∈Ar (5), then the equation

∂ωg(t, ε)=−TQn+1 f (t, ε)+ [ f ] (8)

has a solution with

‖g‖r(1−η),5 ≤ C1(r∗, τ, c̃)‖ f − [ f ]‖r,5

(
Q̄n

QA4
n
+ Q̄1/A

n

)
.

LEMMA 4. [30] For any 0< γ < 1, τ > 2, there exists c2 = c2(τ ) such that if �(ε)
satisfies 0< |�(ε)|5 < 2, and the non-resonant condition

|
√
−1〈k, ω〉 −�(ε)| ≥

γ

(|k| + 1)3τ
for all |k|< K ,
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where

K =
[

γ

4 · 10τ
max

{
Q̄n

Qτ
n
, Q̄3/A

n

}]
,

then for any |k|< K , we have

|
√
−1〈k, ω〉 −�(ε)| ≥ c2(τ )γ

Aτ/2+1 Q−9τ
n .

3.3. Homological equation. Before describing the following lemmas, we first give
some definitions and notation. Denote by diagP the elements on the diagonal line or
diagonal block of matrix P . Since A is a constant matrix of elliptic type and det A 6= 0, we
suppose that A is in the real Jordan form

A = diag
((

0 µ1

−µ1 0

)
, . . . ,

(
0 µd̃
−µd̃ 0

))
, 2d̃ = d, (9)

and define

B(t)= diag
((

U1(t) V1(t)
−V1(t)U1(t)

)
, . . . ,

(
Ud̃(t) Vd̃(t)
−Vd̃(t)Ud̃(t)

))
(10)

and

b(t)= diag
((

û1(t) v̂1(t)
−v̂1(t) û1(t)

)
, . . . ,

(
ûd̃(t) v̂d̃(t)
−v̂d̃(t) ûd̃(t)

))
,

where µ j ∈ R, U j (t), V j (t), û j (t) and v̂ j (t) ( j = 1, . . . , d̃) are all real functions.
Let

S =
1
√

2
diag

((
1 1

−
√
−1
√
−1

)
, . . . ,

(
1 1

−
√
−1
√
−1

))
.

Then
Ã = S−1 AS = diag(−

√
−1µ1,

√
−1µ1, . . . ,−

√
−1µd̃ ,

√
−1µd̃),

B̃(t)= S−1 B(t)S

= diag(U1 −
√
−1V1,U1 +

√
−1V1, . . . ,Ud̃ −

√
−1Vd̃ ,Ud̃ +

√
−1Vd̃)

and

b̃(t)= S−1b(t)S = diag(û1 −
√
−1v̂1, û1 +

√
−1v̂1, . . . , ûd̃ −

√
−1v̂d̃ , ûd̃ +

√
−1v̂d̃).

In what follows, for simplicity of notation we write A = Sdiag(λ1, . . . , λ2d̃)S
−1, B(t)=

Sdiag(41(t), . . . , 42d̃(t))S
−1 and b(t)= Sdiag(11(t), . . . , 12d̃(t))S

−1, where λ2 j−1

and λ2 j are conjugate complex numbers, 42 j−1(t) and 42 j (t) are conjugate complex
functions, and 12 j−1(t) and 12 j (t) are conjugate complex functions, j = 1, . . . , d̃. The
constant matrix S only affects the estimation constant, so we do not explicitly write this
constant in the following estimates.

Remark. If A has a general real Jordan form, similar approaches can be applied. Noting
that real eigenvalues do not produce the problem of small divisors, we only consider the
case of purely imaginary eigenvalues here.
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For τ > 2, we define

A= τ + 3, M=
A4

2
,

and let (Qn) be the selected subsequence of α in Lemma 2 with this given A. For r, γ > 0,
we define

η =
c̃

Q1/2A4
n

, L= e−c0γ r(Q̄n/QM
n +Q̄1/M1/4

n ),

where 0< c̃, c0 < 1 are constants, c0 = (c̃/45
· 10τ ), and the definition of c̃ is given

in (51).

LEMMA 5. Let us consider the equation

ẋ = (A + B(t)+ b(t))x + εg(t), x ∈ Rd , (11)

where A is a constant matrix of elliptic type and det A 6= 0, A, B(t) and b(t) have the
concrete form as above, and g(t)= (gi (t))1≤i≤d with gi (t) being an analytic quasi-
periodic function given by gi (t)=

∑
k∈Z2 gk

i ei〈k,ω〉t .
Let τ > 2, 0< r∗ < r, 0< c̃ < 1. There exist C3 = C3(τ ) and ε1 = ε1(τ, r∗, c̃) such

that for σ, r̃ with 0< σ < r∗ < r̃ ≤ r(1− η), if B(t) ∈Ar (5) with RQn+1 B(t)= 0,
b(t), g(t) ∈Ar̃ (5),

‖B‖r,5 ·
(

Q̄n

QA4
n
+ Q̄1/A

n

)
≤ ε1γ

(
Q̄n

QM
n
+ Q̄1/M1/4

n

)
, (12)

‖b‖r̃ ,5 <
γAτ+2

2C3 Q18τ
n+1

, (13)

and the eigenvalues of A + [B] satisfy

|
√
−1〈k, ω〉 − (λi + [4i ])| ≥

γ

(|k| + 1)3τ
for all |k|< K , 1≤ i ≤ d,

then equation (11) has an approximate solution x(t, ε) with estimate

‖x‖r̃ ,5 ≤ L−1/240C3(τ )γ
−(Aτ+2)Q18τ

n+1ε‖g‖r̃ ,5.

Moreover, the error term ge = She with he = (hie)1≤i≤d , hie = e−4̃i(t)RK (e4̃i(t)

(S−1g(t))i ) and d4̃i (t)/dt =−4i (t)+ [4i ], satisfies

‖ge‖r̃−σ,5 ≤ L−1/240e−Kσ
‖g‖r̃ ,5.

Proof. Making the change of variables x = Sz and defining h(t)= S−1g(t), equation (11)
becomes

ż = ( Ã + B̃(t)+ b̃(t))z + εh(t), (14)

where Ã = diag(λ1, . . . , λ2d̃), B̃(t)= diag(41(t), . . . , 42d̃(t)) and b̃(t)=
diag(11(t), . . . , 12d̃(t)), where λ2 j−1 and λ2 j are conjugate complex numbers,
42 j−1(t) and 42 j (t) are conjugate complex functions, and 12 j−1(t) and 12 j (t) are
conjugate complex functions, j = 1, . . . , d̃ .

Since z = (zi )1≤i≤d and h(t)= (hi (t))1≤i≤d , equation (14) can be written in the form
of components:

żi = (λi +4i (t)+1i (t))zi + εhi (t). (15)
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Let d4̃i (t)/dt =−4i (t)+ [4i ], z̃i (t)= e4̃i (t)zi (t)(y→ 0) and h̃i (t)= e4̃i (t)hi (t).
Equation (15) is equivalent to

˙̃zi = (λi + [4i ] +1i (t))z̃i + εh̃i (t). (16)

Instead of solving equation (16), we first solve the truncation equation

TK ˙̃zi = TK ((λi + [4i ] +1i (t))z̃i + εh̃i (t)). (17)

If we write
z̃i =

∑
k∈Z2,|k|<K

z̃k
i ei〈k,ω〉t , h̃i =

∑
k∈Z2,|k|<K

h̃k
i ei〈k,ω〉t ,

and compare the Fourier coefficients of equation (17), we have

(
√
−1〈k, ω〉 − (λi + [4i ]))z̃k

i −
∑
|k1|<K

1
k−k1
i z̃k1

i = εh̃k
i . (18)

View (18) as a matrix equation
(D + F)W = P,

where

D = diag(. . . ,
√
−1〈k, ω〉 −�i (ε), . . .)|k|<K ,

�i (ε)= (λi + [4i ]),

F = (−1k1−k2
i )|k1|,|k2|<K ,

W = (z̃k
i )

T
|k|<K , P = ε(h̃k

i )
T
|k|<K .

If we denote 0r̃ = diag(. . . , e|k|r̃ , . . .)|k|<K , then

(D + 0r̃ F0−1
r̃ )0r̃W = 0r̃P.

Since
|
√
−1〈k, ω〉 −�i (ε)| ≥

γ

(|k| + 1)3τ
for all |k|< K , 1≤ i ≤ d,

then by Lemma 4, we have

‖D−1
‖5 = max

|k|<K
sup
ε∈5

(
1

|
√
−1〈k, ω〉 −�i (ε)|

+
|∂�i (ε)/∂ε|

|
√
−1〈k, ω〉 −�i (ε)|2

)
≤ C3(τ )γ

−(Aτ+2)Q18τ
n+1/2,

where

‖D‖5 =max
i

sup
ε∈5

∑
j

(
|Di j (ε)| +

∣∣∣∣∂Di j (ε)

∂ε

∣∣∣∣),
and Di j is the (i, j)th variable of the matrix D.

Meanwhile, since the (k1, k2)th variable of 0r̃ F0−1
r̃ is −e(|k1|−|k2|)r̃ (1

k1−k2
i ), we

obtain that

‖0r̃ F0−1
r̃ ‖5 ≤ max

|k1|<K

∑
|k2|<K

|e(|k1|−|k2|)r̃1
k1−k2
i |5

≤ max
|k1|<K

∑
|k2|<K

|1
k1−k2
i |5e|k1−k2|r̃ ≤ 2‖b‖r̃ ,5.
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Thus if ‖b‖r̃ ,5 < γAτ+2/(2C3(τ )Q18τ
n+1), then

‖D−10r̃ F0−1
r̃ ‖5 ≤ ‖D

−1
‖5‖0r̃ F0r̃‖5 <

1
2 ,

which implies D + 0r̃ F0−1
r̃ has a bounded inverse:

‖(D + 0r̃ F0−1
r̃ )−1

‖5 = ‖(I + D−10r̃ F0−1
r̃ )−1 D−1

‖5

≤ ‖D−1
‖5

1

1− ‖D−10r̃ F0−1
r̃ ‖5

≤ C3(τ )γ
−(Aτ+2)Q18τ

n+1.

It follows that

‖z̃i‖r̃ ,5 =
∑
|k|<K

|z̃k
i |5e|k|r̃ = ‖0r̃W‖5

≤ ‖(D + 0r̃ F0−1
r̃ )−1

‖5‖0r̃P‖5
≤ C3(τ )γ

−(Aτ+2)Q18τ
n+1ε‖h̃i‖r̃ ,5. (19)

Let zi (t)= e−4̃i (t) z̃i (t). By Lemma 3,

‖4̃i‖r(1−η),5 ≤ C1(r∗, τ, c̃)‖4i − [4i ]‖r,5

(
Q̄n

QA4
n
+ Q̄1/A

n

)
.

Then, by assumption (12), if ε1 < (c0(τ, c̃)r)/(960C1(r∗, τ, c̃)), we get

‖e−4̃i ‖r(1−η),5 ≤ e‖4̃i‖r(1−η),5 ≤ e2C1‖4̃i‖r,5(Q̄n/QA4
n +Q̄1/A

n )

≤ e2C1ε1γ (Q̄n/QM
n +Q̄1/M1/4

n ) < L−1/480.

Therefore, by estimate (19) and the definition of zi (t),

‖zi‖r̃ ,5 ≤ L−1/480
‖z̃i‖r̃ ,5 ≤ L−1/240C3(τ )γ

−(Aτ+2)Q18τ
n+1ε‖hi‖r̃ ,5.

Moreover, the error term hie = e−4̃i(t)RK (e4̃i(t)hi (t)) satisfies

‖hie‖r̃−σ,5 ≤ L−1/240e−Kσ
‖hi‖r̃ ,5.

As x = Sz and g(t)= Sh(t), by the norm definition of vector function, the result
follows. �

Remark. When solving equation (11), the concrete form of non-resonant conditions is

|〈k, ω〉 ± (µi + [Vi ])| ≥
γ

(|k| + 1)3τ
for all |k|< K , 1≤ i ≤ d̃.

LEMMA 6. Consider the equation

Ẇ = (A + B(t)+ b(t))W −W (A + B(t)+ b(t))+ P(nre), (20)

where A is a constant matrix of elliptic type and det A 6= 0, A, B(t) and b(t) have the
concrete form as above, and P(nre) is an analytic quasi-periodic matrix and has the form

diagP(nre)
= diag

((
u1(t) v1(t)
v1(t)−u1(t)

)
, . . . ,

(
ud̃(t) vd̃(t)
vd̃(t)−ud̃(t)

))
,
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where u j (t), v j (t) ( j = 1, . . . , d̃) are all real functions, that is, diag(S−1 P(nre)S)= 0.
Let τ > 2, 0< r∗ < r, 0< c̃ < 1. There exist C3 = C3(τ ) and ε1 = ε1(τ, r∗, c̃) such

that for any σ, r̃ with 0< σ < r∗ < r̃ ≤ r(1− η), if B(t) ∈Ar (5) with RQn+1 B(t)= 0,
b(t), P(nre)(t) ∈Ar̃ (5),

‖b‖r̃ ,5 <
γAτ+2

2C3 Q18τ
n+1

, (21)

‖B‖r,5 ·
(

Q̄n

QA4
n
+ Q̄1/A

n

)
≤ ε1γ

(
Q̄n

QM
n
+ Q̄1/M1/4

n

)
, (22)

and the eigenvalues of A + [B] satisfy

|
√
−1〈k, ω〉 − (λi + [4i ])+ (λ j + [4 j ])| ≥

γ

(|k| + 1)3τ
for all |k|< K , i 6= j,

then the homological equation (20) has an approximate solution W (t, ε) with the estimate

‖W‖r̃ ,5 ≤ L−1/240C3(τ )γ
−(Aτ+2)Q18τ

n+1‖P
(nre)
‖r̃ ,5.

Moreover, the error term P(nre)
e satisfies

‖P(nre)
e ‖r̃−σ,5 ≤ L−1/240e−Kσ (‖P(nre)

‖r̃ ,5 + 2‖b‖r̃ ,5‖W‖r̃ ,5),

where P(nre)
e = SHe S−1, and the definition of He is given in (29).

Proof. Making the change of variables of W = SZ S−1 and H = S−1 P(nre)S, equation
(20) becomes

Ż = ( Ã + B̃(t)+ b̃(t))Z − Z( Ã + B̃(t)+ b̃(t))+ H, (23)

where we continue to use the notation of Lemma 5, Ã = diag(λ1, . . . , λ2d̃), B̃(t)=
diag(41, . . . , 42d̃,) and b̃(t)= diag(11, . . . , 12d̃), where λ2 j−1 and λ2 j are conjugate
complex numbers, 42 j−1 and 42 j are conjugate complex functions, and 12 j−1 and 12 j

are conjugate complex functions, j = 1, . . . , d̃.
Note that diagH = diag(S−1 P(nre)S)= 0. Let Z = (Zi j )1≤i, j≤d , H = (Hi j )1≤i, j≤d .

Equation (23) can be written in the form of components:
d Zi j

dt
= ((λi +4i (t)+1i (t))− (λ j +4 j (t)+1 j (t)))Zi j + Hi j for all i 6= j. (24)

Let
dBi (t)

dt
=−4i (t)+ [4i ],

dB j (t)
dt

=−4 j (t)+ [4 j ]

and
Z̃i j (t)= e(Bi (t)−B j (t))Zi j (t), H̃i j (t)= e(Bi (t)−B j (t))Hi j (t),

for 1≤ i, j ≤ d . Equation (24) is transformed into

d Z̃i j

dt
− ((λi + [4i ] +1i (t))− (λ j + [4 j ] +1 j (t)))Z̃i j = H̃i j for all i 6= j. (25)

Instead of solving equation (25), we first solve the approximation equation

TK

(
d Z̃i j

dt
− ((λi + [4i ] +1i (t))− (λ j + [4 j ] +1 j (t)))Z̃i j

)
= Tk H̃i j for all i 6= j.

(26)
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If we write

Z̃i j =
∑

k∈Z2,|k|<K

Z̃ k
i j e

i〈k,θ〉, H̃i j =
∑

k∈Z2,|k|<K

H̃ k
i j e

i〈k,θ〉,

and compare the Fourier coefficients of equation (26), then for |k|< K , we have

(
√
−1〈k, ω〉 − (λi + [4i ])+ (λ j + [4 j ]))Z̃ k

i j −
∑
|k1|<K

(1
k−k1
i −1

k−k1
j )Z̃ k1

i j = H̃ k
i j .

(27)
View (27) as a matrix equation

(D + F)W = P,

where

D = diag(. . . ,
√
−1〈k, ω〉 −�i j (ε), . . .)|k|<K ,

�i j (ε)= (λi + [4i ])− (λ j + [4 j ]),

F = (−(1k1−k2
i −1

k1−k2
j ))|k1|,|k2|<K ,

W = (Z̃ k
i j )

T
|k|<K , P = (H̃ k

i j )
T
|k|<K .

If we denote 0r̃ = diag(. . . , e|k|r̃ , . . .)|k|<K , then

(D + 0r̃ F0−1
r̃ )0r̃W = 0r̃P.

Since
|
√
−1〈k, ω〉 −�i j (ε)| ≥

γ

(|k| + 1)3τ
for all |k|< K , i 6= j,

then by Lemma 4, we have

‖D−1
‖5 = max

|k|<K
sup
ε∈5

(
1

|
√
−1〈k, ω〉 −�i j (ε)|

+
|∂�i j (ε)/∂ε|

|
√
−1〈k, ω〉 −�i j (ε)|2

)
≤ C3(τ )γ

−(Aτ+2)Q18τ
n+1/2,

where

‖D‖5 =max
i

sup
ε∈5

∑
j

(
|Di j (ε)| +

∣∣∣∣∂Di j (ε)

∂ε

∣∣∣∣)
and Di j is the (i, j)th variable of the matrix D.

Meanwhile, since the (k1, k2)th variable of 0r̃ F0−1
r̃ is−e(|k1|−|k2|)r̃ (1

k1−k2
i −1

k1−k2
j ),

we obtain that

‖0r̃ F0−1
r̃ ‖5 ≤ max

|k1|<K

∑
|k2|<K

|e(|k1|−|k2|)r̃ (1
k1−k2
i −1

k1−k2
j )|5

≤ max
|k1|<K

∑
|k2|<K

(|1
k1−k2
i |5 + |1

k1−k2
j |5)e|k1−k2|r̃ ≤ 2‖b‖r̃ ,5.

Thus if ‖b‖r̃ ,5 < γAτ+2/(2C3(τ )Q18τ
n+1), then

‖D−10r̃ F0−1
r̃ ‖5 ≤ ‖D

−1
‖5‖0r̃ F0r̃‖5 <

1
2 ,
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which implies that D + 0r̃ F0−1
r̃ has a bounded inverse:

‖(D + 0r̃ F0−1
r̃ )−1

‖5 = ‖(I + D−10r̃ F0−1
r̃ )−1 D−1

‖5

≤ ‖D−1
‖5

1

1− ‖D−10r̃ F0−1
r̃ ‖5

≤ C3(τ )γ
−(Aτ+2)Q18τ

n+1.

It follows that

‖Z̃i j‖r̃ ,5 =
∑
|k|<K

|Z̃ k
i j |5e|k|r̃ = ‖0r̃W‖5

≤ ‖(D + 0r̃ F0−1
r̃ )−1

‖5‖0r̃P‖5
≤ ‖(D + 0r̃ F0−1

r̃ )−1
‖5‖H̃i j‖r̃ ,5. (28)

Let Zi j (t)= e−(Bi (t)−B j (t)) Z̃i j (t). First, by Lemma 3, we have

‖Bi‖r(1−η),5 ≤ C1(r∗, τ, c̃)‖4i − [4i ]‖r,5

(
Q̄n

QA4
n
+ Q̄1/A

n

)
.

Therefore, by assumption (22), if ε1 < (c0(τ, c̃)r)/(960C1(r∗, τ, c̃)), we get

‖e−(Bi−B j )‖r(1−η),5 ≤ e(‖Bi‖r(1−η),5+‖B j‖r(1−η),5) ≤ e2C1‖B‖r,5(Q̄n/QA4
n +Q̄1/A

n )

≤ e2C1ε1γ (Q̄n/QM
n +Q̄1/M1/4

n ) < L−1/480.

By estimate (28) and the definition of matrix norm, we have

‖Zi j‖r̃ ,5 ≤ L−1/480
‖Z̃i j‖r̃ ,5 ≤ C3(τ )γ

−(Aτ+2)Q18τ
n+1L

−1/240
‖Hi j‖r̃ ,5

and
‖Z‖r̃ ,5 ≤ C3(τ )γ

−(Aτ+2)Q18τ
n+1L

−1/240
‖H‖r̃ ,5.

Moreover, one can verify that the error term He = (Hi je)d×d , with

Hi je = e−(Bi (t)−B j (t))RK (e(Bi (t)−B j (t))(Hi j (t)+ (1i (t)−1 j (t))Zi j )), (29)

satisfies the estimate

‖He‖r̃−σ,5 ≤ L−1/240e−Kσ (‖H‖r̃ ,5 + 2‖b‖r̃ ,5‖Z‖r̃ ,5).

As W = SZ S−1 and P(nre)
e = SHe S−1, the result follows. �

Remark. When solving equation (20), the concrete forms of non-resonant conditions are

|〈k, ω〉 + (µi + [Vi ])+ (µ j + [V j ])| ≥
γ

(|k| + 1)3τ
for all |k|< K ,

and

|〈k, ω〉 + (µi + [Vi ])− (µ j + [V j ])| ≥
γ

(|k| + 1)3τ
for all |k|< K , i 6= j.

https://doi.org/10.1017/etds.2020.23 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2020.23


Reducibility of a class of nonlinear quasi-periodic systems 1899

3.4. A lemma on measure estimates. Finally, we give a lemma which will be used to
estimate the measure of parameters.

LEMMA 7. Let D be a d × d diagonal matrix with different non-zero eigenvalues
λ1, . . . , λd . Let P(ε)= (Pi j (ε))d×d be a matrix such that Pi j (ε)= O(ε) and Pj j =

0 (i, j = 1, . . . , d). Let λ0
j (ε) ( j = 1, . . . , d) be the eigenvalues of D + P(ε). Then

λ0
j (ε)− λ j = O(ε2).

Proof. By [16, Lemma 7], there exists a regular matrix I + S(ε) with S j j = 0, j =
1, . . . , d, such that

(I + S(ε))−1(D + P(ε))(I + S(ε))= D + D̂(ε),

where D̂(ε) is a diagonal matrix. The above equation is equivalent to

DS(ε)− S(ε)D =−P(ε)− P(ε)S(ε)+ D̂(ε)+ S(ε)D̂(ε).

Note that D and D̂ are diagonal matrices, and Pj j = 0, S j j = 0. We divide the matrix
elements of the above equation into diagonal parts and non-diagonal parts. For i 6= j ,

(λi − λ j )Si j (ε)=−Pi j (ε)− (P(ε)S(ε))i j + (S(ε)D̂(ε))i j .

From the Gerschgorin circle theorem, λ0
j (ε)− λ j = O(ε). In addition, Pi j (ε)= O(ε)

(i 6= j) and λi − λ j 6= 0, so Si j (ε)= O(ε). For i = j ,

λ0
j (ε)− λ j = (P(ε)S(ε)) j j − (S(ε)D̂(ε)) j j = O(ε2). �

4. Proof of Theorem 1
4.1. KAM step. Suppose that we are now in the nth step, and in what follows the
quantities without subscripts refer to those of the nth step, while the quantities with
subscripts ‘+’ are those of the (n + 1)th step. Thus we consider the system

ẋ = (A + B(t, ε)+ εβ P(t, ε))x + εβg(t, ε)+ h(x, t, ε), x ∈ Rd , (30)

where A and B(t) have real Jordan form as in (9) and (10), and P , g and h are all
analytic quasi-periodic with respect to t on D(r) and differentiable in the parameters
ε ∈5, satisfying

max{‖P‖r,5, ‖g‖r,5} ≤ M,

and with h(x, t, ε) analytic with respect to x on the ball Bκn (0), where κn is a sequence
with κ0 = κ and limn→∞ κn > 0.

For simplicity, we still write A = Sdiag(λ1, . . . , λ2d̃)S
−1 and B(t)= Sdiag(41, . . . ,

42d̃,)S
−1, where λ2 j−1 and λ2 j are conjugate complex numbers and 42 j−1 and 42 j are

conjugate complex functions, j = 1, . . . , d̃ .
For τ > 2, we define

A= τ + 3, M=
A4

2
, (31)
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and let (Qn) be the selected subsequence of α in Lemma 2 with this given A. For r, γ > 0,
we define

η =
c̃

Q1/2A4
n

, L= e−c0γ r(Q̄n/QM
n +Q̄1/M1/4

n ),

r+ = r(1− η)2, L+ = e−c0γ r+(Q̄n+1/QM
n+1+Q̄1/M1/4

n+1 ),

E+ = L+E, K =
[

γ

4 · 10τ
max

{
Q̄n+1

Qτ
n+1

, Q̄3/A
n+1

}]
,

where [·] denotes the integer part, 0< c̃ < 1 is a constant which will be defined in (51),
and c0 = c̃/45

· 10τ is a constant depending on τ, c̃.
We summarize one KAM iteration step in the following lemma. The key point

is to guarantee the non-resonant condition in the KAM iteration by adjusting some
parameters [16, 17, 19, 29, 31].

LEMMA 8. (Step lemma) We consider the nonlinear quasi-periodic system (30). Let τ >
2, 0< r∗ < r, 0< c̃ < 1. There exist ε0 = ε0(τ, r∗, c̃), ε1 = ε1(τ, r∗, c̃), J = J (τ ) and
T0 = T0(τ, r∗, c̃) such that for B(t) ∈Ar (5) with RQn+1 B(t)= 0, and P(t) ∈Ar (5),
if

Q̄n+1 ≥ T0 · γ
−A/2,

‖B‖r,5

(
Q̄n

QA4
n
+ Q̄1/A

n

)
≤ ε1γ

(
Q̄n

QM
n
+ Q̄1/M1/4

n

)
, (32)

max{‖εβ P‖r,5, ‖εβg‖r,5} ≤ εβM = E ≤ ε0γ
JL,

and the eigenvalues of A + [B] satisfy

|
√
−1〈k, ω〉 − (λi + [4i ])| ≥

γ

(|k| + 1)3τ
,

|
√
−1〈k, ω〉 − (λi + [4i ])+ (λ j + [4 j ])| ≥

γ

(|k| + 1)3τ
for all i 6= j,

for any |k|< K , 1≤ i, j ≤ d, then there exists a quasi-periodic transformation 8, such
that 8 reduces the system (30) to

ẋ+ = (A + B+(t, ε)+ εβ+ P+(t, ε))x+ + εβ+g+(t, ε)+ h+(x+, t, ε), x+ ∈ Rd ,

where

B+(t)= diag

((
U+1 (t) V+1 (t)
−V+1 (t)U+1 (t)

)
, . . . ,

(
U+

d̃
(t) V+

d̃
(t)

−V+
d̃
(t)U+

d̃
(t)

))
,

which is defined in D(r+)×5+, satisfies RQn+2 B+(t)= 0, β+ = ( 16
15 )

Lβ with L being
the steps of KAM iteration, and

max{‖εβ+ P+‖r+,5+ , ‖ε
β+g+‖r+,5+} ≤ E+, (33)

‖B+ − B‖r+,5+ ≤ 2E14/15. (34)

Moreover, the following estimate holds:

‖8− id‖r+,5+ ≤
E14/15

4
. (35)
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In the case where B(t, ε)= 0 in (30), the same conclusions are true if one replaces (32)
by

max{‖εβ P‖r,5, ‖εβg‖r,5} ≤ E ≤min
{
ε0γ

J ,
1

Q120τ
n0

}
.

Remark. From the following proof, the quasi-periodic transformation 8 is the finite
combination of these transformations: φi : xi = eε

βi Wi xi+1 + xi , where xi is the
approximation solution of ẋi (t)= (A + B(t)+ bi (t))xi (t)+ εβi gi (t) and Wi (t, ε) is an
analytic quasi-periodic matrix.

Remark. We can also write B+(t)= Sdiag(4+1 (t), . . . , 4
+

2d̃
(t))S−1, where4+2 j−1(t) and

4+2 j (t) are conjugate complex functions, j = 1, . . . , d̃ .

Proof. Before giving the proof, we first collect some useful estimates. Let

Ẽ0 = E, r̃0 = r(1− η),

and define inductively the sequences

Ẽm = Ẽ16/15
m−1 = Ẽ (16/15)m

0 .

Let m0 =min{m ∈ Z+ : K Ẽ1/15
m < 1}, and define

σm =


η

2m+3 , m < m0,

−
2 ln Ẽm

15Kr̃0
, m ≥ m0,

and r̂m−1 = r̃m−1 − r̃0σm−1, r̃m = r̃m−1 − 3r̃0σm−1.
Once we have these parameters, there exist J = J (τ ), ε0 = ε0(τ, r∗, c̃) and T0 =

T0(τ, r∗, c̃) such that if

Ẽ0 ≤ ε0γ
J (τ )L, Q̄n+1 ≥ T0γ

−A/2,

then we have the useful estimates

Ẽ0 ≤min
{

1

Q120τ
n+1

,

(
γAτ+2

16C3(τ )

)30}
, (36)

e−Kr̃0σm ≤ Ẽ2/15
m , Ẽm ≤ (r̃0σm)

15, (37)

where C3(τ ) is the constant in Lemmas 5 and 6.
In what follows we first check the above estimates. For estimate (36), let J (τ )=

[120τA5
]. By L= e−c0γ r(Q̄n/QM

n +Q̄1/M1/4
n ) and the choice of (Qn) : Qn+1 ≤ Q̄A4

n , if ε0

is sufficiently small, we have

Ẽ0 ≤ ε0γ
J (τ )L≤

ε0γ
J (τ ) J !

(c0γ r Q̄1/M1/4
n )J (τ )

≤
ε0 J !

(c0r∗)J (τ )
1

Q120τ
n+1
≤

1

Q120τ
n+1

and

Ẽ0 ≤ ε0γ
J (τ )L≤ ε0γ

30(Aτ+2)
≤

(
γAτ+2

16C3(τ )

)30

.
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For the first estimate of (37), if m ≥ m0, by the definition of σm , the estimate apparently
holds. If m < m0, by the definition of m0 K and σm , we have

Kσm r̃0 ≥

(
1

Ẽm

)1/30(
γ

4 · 10τ

)1/2

Q̄3/2A
n+1

c̃

Q1/2A4
n

r∗
2m+3

≥

(
1

Ẽm

)1/30(
γ

4 · 10τ

)1/2 r∗c̃
2m+3 ≥

2
15

ln
(

1

Ẽm

)
for sufficiently small ε0. For the second estimate of (37), if m ≥ m0, then

r̃0σm =
2
15

ln
1

Ẽm

1
K
≥

2
15

ln
1

Ẽm
Ẽ1/15

m ≥ Ẽ1/15
m .

If m < m0, then

Ẽ1/15
m = Ẽ1/15(16/15)m

0 ≤ Ẽ1/18(16/15)m
0

(
1

Qn+1

)4τ/3(16/15)m

≤
r̃0c̃

2m+3
1

Q1/2A4
n

= r̃0σm

for sufficiently small ε0.
We now prove Lemma 8 by induction. For simplicity, we omit the dependence on ε.

Consider
dx
dt
= (A + B(t)+ εβ P(t))x + εβg(t)+ h(x, t), x ∈ Rd ,

where A and B(t) have real Jordan form as in (9) and (10), B(t) ∈Ar (5) with
RQn+1 B(t)= 0, and P(t), g(t) ∈Ar (5) with

max{‖εβ P‖r,5, ‖εβg‖r,5} ≤ Ẽ0.

Assume that for j = 1, . . . , ν we can find the transformation φ j−1 : x j−1 =

eε
β j−1 W j−1 x j + x j−1, where x j−1 is the approximation solution of ẋ j−1 = (A + B(t)+

b j−1(t))x j−1 + ε
β j−1 g j−1(t), and W j−1 is an analytic quasi-periodic matrix, such that the

system

dx j−1

dt
= (A + B(t)+ b j−1(t)+ εβ j−1 Pj−1(t))x j−1 + ε

β j−1 g j−1(t)+ h j−1(x j−1, t),

can be transformed into

dx j

dt
= (A + B(t)+ b j (t)+ εβ j Pj (t))x j + ε

β j g j (t)+ h j (x j , t),

satisfying RQn+2b j = 0, and

max{‖εβ j g j‖r̃ j ,5, ‖ε
β j Pj‖r̃ j ,5} ≤ Ẽ j ,

‖b j − b j−1‖r̃ j ,5 ≤ Ẽ14/15
j−1 , ‖Dx j x j h j‖r̃ j ≤ G j ,

‖x j−1‖r̃ j−1,5 ≤ 2C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240Ẽ j−1,

‖εβ j−1 W j−1‖r̂ j−1,5 ≤ 2G j−1(C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240)2Ẽ j−1.

(38)
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For j = ν + 1, we want to find a transformation φν such that it can reduce the system

dxν
dt
= (A + B(t)+ bν(t)+ εβν Pν(t))xν + εβν gν(t)+ hν(xν, t), (39)

to the desired form
dxν+1

dt
= (A + B(t)+ bν+1(t)+ εβν+1 Pν+1(t))xν+1 + ε

βν+1 gν+1(t)+ hν+1(xν+1, t),

and satisfies the corresponding estimates.
First, we apply the change of variables xν(t)= yν(t)+ xν(t) to system (39), obtaining

dyν
dt
= (A + B(t)+ bν(t)+ εβν Pν(t))yν + εβν Pν(t)xν(t)+ hν(yν(t)+ xν(t), t)

+ (A + B(t)+ bν(t))xν(t)+ εβν gν(t)−
dxν(t)

dt
.

We wish to find xν(t) from the homological equation

dxν(t)

dt
= (A + B(t)+ bν(t))xν(t)+ εβν gν(t). (40)

By the inductive hypothesis (38), it follows that RQn+2bν = 0 and

‖bν‖r̃ν ,5 ≤ ‖bν − bν−1‖r̃ν ,5 +

ν−1∑
j=1

‖b j − b j−1‖r̃ j ,5 ≤ 2Ẽ14/15
0 .

Then, by (36), we have

‖bν‖r̃ν ,5 ≤ 2Ẽ14/15
0 <

γAτ+2

2C3(τ )Q18τ
n+1

,

which implies that condition (13) is satisfied.
On the other hand, by the assumptions of Lemma 8, B(t) satisfies (12), RQn+1 B(t)= 0,

and
|
√
−1〈k, ω〉 − (λi + [4i ])| ≥

γ

(|k| + 1)3τ
for all |k|< K .

Then for any |k|< K , we can apply Lemma 5 to get an approximate solution xν of (40)
with the error term εβν (gν(t))e. That is to say, instead of solving (40), we first solve the
approximation equation

dxν(t)

dt
= (A + B(t)+ bν(t))xν(t)+ εβν (gν(t)− (gν(t))e).

By Lemma 5, we have

‖xν‖r̃ν ,5 ≤ C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240Ẽν ≤

Ẽ14/15
ν

32
. (41)

Moreover, the error term (gν(t))e satisfies

‖(gν)e‖r̃ν−r̃0σν ,5 ≤ L−1/240e−Kr̃0σν‖gν‖r̃ν ,5.

Thus system (39) becomes

dyν
dt
= (A + B(t)+ bν(t)+ εβν P̂ν(t))yν + εβν+1 ĝν(t)+ ĥν(yν, t), (42)
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where

P̂ν(t)= Pν(t)+ ε−βν Dx hν(xν(t), t), βν+1 =
16
15βν,

ĝν(t)= ε−1/15βν Pν(t)xν(t)+ ε−1/15βν (gν(t))e + ε−βν+1 hν(xν(t), t),

ĥν(yn, t)= hν(yν + xν(t), t))− hν(xν(t), t)− Dx hν(xν(t), t)yν,

and the analyticity strip has been reduced to r̂ν = r̃ν − r̃0σν .
The terms of this equation must be bounded. Using Lemma 5, we have

‖εβν P̂ν‖r̂ν ≤ ‖ε
βν Pν‖r̃ν + Gν‖xν‖r̃ν

≤ εβν‖Pν‖r̃ν + GνL−1/240C3(τ )γ
−(Aτ+2)Q18τ

n+1ε
βν‖gν‖r̃ν

≤ 2GνL−1/240C3(τ )γ
−(Aτ+2)Q18τ

n+1Ẽν ≤
Ẽ14/15
ν

32
. (43)

Then let us bound ‖εβν+1 ĝν‖r̂ν , again by means of Lemma 5:

‖εβν+1 ĝν‖r̂ν ≤ ε
βν‖Pν‖r̃ν‖xν‖r̃ν + ε

βν‖(gν)e‖r̂ν +
Gν

2
(‖xν‖r̃ν )

2

≤L−1/240C3(τ )γ
−(Aτ+2)Q18τ

n+1Ẽ
2
ν + L−1/240e−Kr̃0σν Ẽν

+
Gν

2
(L−1/240C3(τ )γ

−(Aτ+2)Q18τ
n+1Ẽν)

2
≤

Ẽ16/15
ν

2
=

Ẽν+1

2
.

Finally, we bound Dyν yν ĥν(yν, t):

‖Dyν yν ĥν‖r̂ν ≤ ‖Dxν xνhν(yν + xν(t), t))‖r̃ν ≤ Gν,

where yν ∈ Bκ̂ν (0), κ̂ν = κν − ‖xν‖r̃ν .
For system (42), we first truncate P̂ν(t) as the form

P̂ν = TK P̂ν +RK P̂ν
= (TK P̂ν,i j )d×d + (RK P̂ν,i j )d×d ,

where
TK P̂ν,i j =

∑
|k|<K

P̂k
ν,i j e

i〈k,ω〉t , RK P̂ν,i j =
∑
|k|≥K

P̂k
ν,i j e

i〈k,ω〉t .

Then we further divide εβν P̂ν(t) into three parts:

εβν P̂ν = εβν (T 1
K P̂ν + T 2

K P̂ν +RK P̂ν),

where

εβνT 1
K P̂ν = diag

((
ûν1(t) v̂

ν
1 (t)

−v̂ν1 (t) ûν1(t)

)
, . . . ,

(
ûν

d̃
(t) v̂ν

d̃
(t)

−v̂ν
d̃
(t) ûν

d̃
(t)

))
|k|<K

, (44)

with

ûν1(t)=
εβν

2
(P̂ν11 + P̂ν22), v̂ν1 (t)=

εβν

2
(P̂ν12 − P̂ν21),

. . . , . . . ,

ûν
d̃
(t)=

εβν

2
(P̂
ν2d̃−1,2d̃−1 + P̂

ν2d̃,2d̃), v̂ν
d̃
(t)=

εβν

2
(P̂
ν2d̃−1,2d̃ − P̂

ν2d̃,2d̃−1),
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and T 2
K P̂ν = TK P̂ν − T 1

K P̂ν , that is,

diagT 2
K P̂ν = diag

((
uν1(t) v

ν
1 (t)

vν1 (t)−uν1(t)

)
, . . . ,

(
uν

d̃
(t) vν

d̃
(t)

vν
d̃
(t)−uν

d̃
(t)

))
,

with

uν1(t)=
1
2 (P̂ν11 − P̂ν22), vν1 (t)=

1
2 (P̂ν12 + P̂ν21),

. . . , . . . ,

uν
d̃
(t)= 1

2 (P̂ν2d̃−1,2d̃−1 − P̂
ν2d̃,2d̃), vν

d̃
(t)= 1

2 (P̂ν2d̃−1,2d̃ + P̂
ν2d̃,2d̃−1).

Moreover, these truncation functions satisfy the estimates

‖T 1
K P̂ν‖r̂ν ,5 + ‖T

2
K P̂ν‖r̂ν ,5 ≤ 2(1+ GνL−1/240C3(τ )γ

−(Aτ+2)Q18τ
n+1)Mν

and

‖RK P̂ν‖r̃ν+1,5 =

∑
|k|≥K

|P̂ν |5e|k|(r̂ν−2r̃0σν )

≤ e−2Kr̃0σν‖P̂ν‖r̂ν ,5 ≤ Ẽ4/15
ν ‖P̂ν‖r̂ν ,5.

For simplicity, we define b̂ν(t)= εβνT 1
K P̂ν and P̂(nre)

ν = T 2
K P̂ν , with

diagP̂(nre)
ν = diag

((
uν1(t) v

ν
1 (t)

vν1 (t)−uν1(t)

)
, . . . ,

(
uν

d̃
(t) vν

d̃
(t)

vν
d̃
(t)−uν

d̃
(t)

))
.

Let

S =
1
√

2
diag

((
1 1

−
√
−1
√
−1

)
, . . . ,

(
1 1

−
√
−1
√
−1

))
.

Then S−1b̂ν(t)S = diag(1̂ν1, 1̂
ν
2, . . . , 1̂

ν

2d̃−1
, 1̂ν

2d̃
) and diag(S−1 P̂(nre)

ν S)= 0, where

1̂ν1 = ûν1(t)−
√
−1v̂ν1 (t), 1̂ν2 = ûν1(t)+

√
−1v̂ν1 (t),

. . . , . . . ,

1̂ν
2d̃−1
= ûν

d̃
(t)−

√
−1v̂ν

d̃
(t), 1̂ν

2d̃
= ûν

d̃
(t)+

√
−1v̂ν

d̃
(t).

We rewrite system (42) as

dyν
dt
= (A + B(t)+ bν+1(t)+ εβν (T 2

K P̂ν +RK P̂ν))yν + εβν+1 ĝν(t)+ ĥν(yν, t), (45)

where bν+1(t)= bν(t)+ b̂ν(t).
Let yν(t)= eε

βν Wν (t)xν+1, where Wν =Wν(ωt, ε) is an analytic quasi-periodic matrix.
Denote Âν(t)= A + B(t)+ bν+1(t). Then we apply the change of variables yν(t)=
eε
βν Wν (t)xν+1 to system (45). We have

dxν+1

dt
=

(
Âν + εβν

(
ÂνWν −Wν Âν + T 2

K P̂ν −
dWν

dt

))
xν+1 + P̂ ′ν+1xν+1,

+ εβν+1e−ε
βν Wν ĝν(t)+ e−ε

βν Wν ĥν(eε
βν Wν xν+1, t),
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where

P̂ ′ν+1 = (e
−εβν Wν − I + εβνWν) Âνeε

βν Wν + Âν(eε
βν Wν − I − εβνWν)

+ εβν (T 2
K P̂ν −Wν Âν)(eε

βν Wν − I )+ εβν (e−ε
βν Wν − I )T 2

K P̂νeε
βν Wν

+ eε
βν Wν εβν (RK P̂ν)e−ε

βν Wν +
d(e−ε

βν Wν − I + εβνWν)

dt

+
de−ε

βν Wν

dt
(eε

βν Wν − I ). (46)

The point is to find Wν such that

dWν

dt
− ÂνWν +Wν Âν = T 2

K P̂ν, (47)

where diag(S−1T 2
K P̂νS)= 0.

Thanks to the definition of bν+1 and (43), we get ‖bν+1 − bν‖r̂ν ,5 ≤ (ε
βν Mν)

14/15
=

Ẽ14/15
ν . From (38), it follows that

‖bν+1‖r̂ν ,5 ≤ ‖bν+1 − bν‖r̂ν ,5 +
ν∑

j=1

‖b j − b j−1‖r̃ j ,5 ≤ 2Ẽ14/15
0 . (48)

Then, by (36), we have

‖bν+1‖r̂ν ,5 ≤ 2Ẽ14/15
0 <

γAτ+2

2C3(τ )Q18τ
n+1

,

which implies that condition (21) is satisfied. What is more, since K < Qn+2, it is obvious
that RQn+2(bν+1 − bν)= 0, which implies RQn+2bν+1 = 0 by RQn+2bν = 0.

On the other hand, by the assumptions of Lemma 8, B(t) satisfies condition (22),
RQn+1 B = 0, and

|
√
−1〈k, ω〉 − (λi + [4i ])+ (λ j + [4 j ])| ≥

γ

(|k| + 1)3τ
for all |k|< K , i 6= j.

Then for any |k|< K , i 6= j , we can apply Lemma 6 to get an approximate solution Wν of
(47) with the error term (T 2

K P̂ν)e. That is to say, instead of solving (47), we first solve the
approximation equation

dWν

dt
− ÂνWν +Wν Âν = T 2

K P̂ν − (T 2
K P̂ν)e.

By Lemma 6, we have

‖Wν‖r̂ν ,5 ≤ 2C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240

‖P̂ν‖r̂ ,5.

Moreover, the error term (T 2
K P̂ν)e satisfies

‖(T 2
K P̂ν)e‖r̂ν−r̃0σν ,5 ≤ 2L−1/240e−Kr̃0σν (‖P̂ν‖r̂ν + 2‖bν+1‖r̂ν · ‖W‖r̂ν ).

Then system (42) becomes

dxν+1

dt
= (A + B(t)+ bν+1(t)+ ε16/15βν Pν+1(t))xν+1 + ε

16/15βν e−ε
βν Wν ĝν(t)

+ e−ε
βν Wν ĥν(eε

βν Wν xν+1, t), (49)
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where Pν+1 = ε
−16/15βν (P̂ ′ν+1 + ε

βν (T 2
K P̂ν)e). Thus system (49) can be rewritten as

dxν+1

dt
= (A + B(t)+ bν+1(t)+ εβν+1 Pν+1(t))xν+1 + ε

βν+1 gν+1(t)+ hν+1(xν+1, t),

where

bν+1(t)= bν(t)+ b̂ν(t), b̂ν(t)= εβνT 1
K P̂ν,

Pν+1 = ε
−16/15βν (P̂ ′ν+1 + ε

βν (T 2
K P̂ν)e),

gν+1(t)= e−ε
βν Wν ĝν(t), βν+1 =

16
15βν,

hν+1(xν+1, t)= e−ε
βν Wν ĥν(eε

βν Wν xν+1, t),

and the analyticity strip has been reduced to r̃ν+1.
Now we estimate the new perturbation terms εβν+1 Pν+1 and εβν+1 gν+1. Suppose that

‖εβν Pν‖r̃ν ,5 ≤ ε
βν Mν = Ẽν , and Ẽ0 is sufficiently small such that

‖εβνWν‖r̂ν ,5 ≤ 2C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240εβν‖P̂ν‖r̂ν ,5 ≤

Ẽ14/15
ν

32
≤

1
2
. (50)

Then by eW
= I +W +W 2/2! + · · · +W n/n! + · · · , we have

‖e±ε
βν Wν‖r̂ν ,5 ≤

1
1− ‖εβνWν‖r̂ν ,5

≤ 2.

Similarly, we have

‖e±ε
βν Wν − I‖r̂ν ,5 ≤ 4C3(τ )γ

−(Aτ+2)Q18τ
n+1L

−1/240Ẽν ≤
Ẽ14/15
ν

16
,

‖e±ε
βν Wν − I ∓ εβνWν‖r̂ν ,5 ≤ 8C2

3(τ )γ
−2(Aτ+2)Q36τ

n+1L
−1/120Ẽ2

ν ≤
Ẽ17/15
ν

16
.

By Cauchy’s estimates and in view of

r̂ν − r̃ν+1 = 2r̃0σν,

it follows that∥∥∥∥d(εβνWν)

dt

∥∥∥∥
r̃ν+1,5

≤
‖εβνWν‖r̂ν

2r̃0σν
≤

2C3(τ )γ
−(Aτ+2)Q18τ

n+1L
−1/240Ẽν

2r̃0σν
≤

Ẽ13/15
ν

16
,

∥∥∥∥de−ε
βν Wν

dt

∥∥∥∥
r̃ν+1,5

≤
4C3(τ )γ

−(Aτ+2)Q18τ
n+1L

−1/240Ẽν
2r̃0σν

≤
ε̃

13/15
ν

16
,

and∥∥∥∥d(e−ε
βν Wν − I + εβνWν)

dt

∥∥∥∥
r̃ν+1,5

≤
8C2

3(τ )γ
−2(Aτ+2)Q36τ

n+1L
−1/120Ẽ2

ν

2r̃0σν
≤

Ẽ16/15
ν

8
.

Altogether, combining the definition (46) of P̂ ′ν+1, the estimate of (T 2
K P̂ν)e and all the

above estimates, we obtain

‖Pν+1‖r̃ν+1,5 ≤ ε
−16/15βν (‖P̂ ′ν+1‖r̃ν+1,5 + ‖ε

βν (T 2
K P̂ν)e‖r̃ν+1,5)

≤ ε−16/15βν Ẽ16/15
ν = M16/15

ν .
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Then
‖εβν+1 Pν+1‖r̃ν+1,5 ≤ ε

16/15βν M16/15
ν = Ẽ16/15

ν = Ẽν+1.

Similarly,

‖εβν+1 gν+1‖r̃ν+1,5 ≤ 2εβν+1‖ĝν‖r̂ν ,5 ≤ Ẽ16/15
ν = Ẽν+1

and

‖Dxν+1xν+1 hν+1‖r̃ν+1 ≤
Gν

1− εβν‖Wν‖r̃ν+1

(‖eενWν‖r̃ν+1)
2

≤ Gν

(1+ εβν‖Wν‖r̃ν+1)
2

1− εβν‖Wν‖r̃ν+1

= Gν+1,

where xν+1 ∈ Bκν+1(0), κν+1 = κ̂ν/(1+ 2εβν‖Wν‖r̃ν+1) and κ̂ν = κν − ‖xν‖r̃ν . The
convergence of the sequences of analytic radius {κν} and second-order derivatives, {Gν} is
given in §4.2.

Notice that there exists L ≥ m0 such that ẼL ≤ L+Ẽ0 = E+ and ẼL−1 > E+. Once
we reach the Lth step, we stop the above iteration. Let 8= φ0 ◦ · · · ◦ φL−1, x+ = xL ,
B+(t)= B(t)+ bL(t), where bL(t)=

∑L−1
j=0 ε

β jT 1
k P̂j (t) has the form as in (44), β+ =

( 16
15 )

Lβ, P+(t)= PL(t), g+(t)= gL(t), h+(t)= hL(t). Then the transformation x =8x+
reduces the system (30) to

dx+
dt
= (A + B+(t)+ εβ+ P+(t))x+ + εβ+g+(t)+ h+(x+, t).

Moreover, since K < Qn+2, it follows that RQn+2 B+(t)= 0.
Since 8= φ0 ◦ · · · ◦ φL−1, where φi : xi = eε

βi Wi xi+1 + xi (i = 0, . . . , L − 1), we
obtain x0 =8xL , that is,

x0 = eε
β0 W0 x1 + x0

= eε
β0 W0eε

β1 W1 x2 + eε
β0 W0 x1 + x0

= eε
β0 W0eε

β1 W1 · · · eε
βL−1 WL−1 xL +

L−1∑
i=1

eε
β0 W0 · · · eε

βi−1 Wi−1 xi + x0.

Then estimates (41) and (50) yield that

‖8− id‖r+ ≤
∥∥∥∥L−1∏

i=0

eε
βi Wi − Id

∥∥∥∥+ L−1∑
i=1

‖eε
β0 W0 · · · eε

βi−1 Wi−1 xi‖ + ‖x0‖

≤ ‖e
∑L−1

i=0 εβi Wi − Id‖ +
L−1∑
i=1

‖e
∑i−1

j=0 ε
β j W j xi‖ + ‖x0‖

≤ 2
L−1∑
i=0

‖εβi Wi‖ + 4‖x0‖ ≤
Ẽ14/15

0
4

.

In addition, it follows from (48) that estimate (34) holds. Thus, we get all the estimates
(33)–(35).
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Recall that
r+ = r̃0(1− η).

By the definition of σm , we know σm+1 =
16
15σm if m ≥ m0. Then, by the selection of

L ∈ Z+ (i.e. ẼL ≤ E+, ẼL−1 > E+ = L+Ẽ0), we have
L−1∑
j=0

σ j =

m0−1∑
j=0

σ j +

L−1∑
j=m0

σ j

≤
η

4
−

2 ln Ẽ0

Kr̃0

(
16
15

(
16
15

)L−1

−

(
16
15

)m0
)

≤
η

4
−

32
15

ln L+
Kr̃0

−
32
15

ln Ẽ0

Kr̃0
+

2 ln Ẽ0

Kr̃0

(
16
15

)m0

.

If m0 ≥ 1, we have that
L−1∑
j=0

σ j ≤
η

4
−

32
15

ln L+
Kr̃0

≤
η

4
+

c̃
8

(
1

QM−τ
n+1

+
1

Q̄2/A
n+1

)
≤
η

3
.

If m0 = 0, that is to say K Ẽ16/15
0 < 1, we have

L−1∑
j=0

σ j ≤−
32
15

ln L+
Kr̃0

−
32
15

ln Ẽ0

Kr̃0
+

2 ln Ẽ0

Kr̃0

=−
32
15

ln L+
Kr̃0

−
2

15
ln Ẽ0

Kr̃0
.

Suppose that Ẽ0 ≥ L+. Then
L−1∑
j=0

σ j ≤−
34
15

ln L+
Kr̃0

≤
η

3
,

which implies r̃L = r̃0 − 3r̃0
∑L−1

j=0 σ j ≥ r+.

Remark. If Ẽ0 < L+, which means that Ẽ0 is small enough, we do not need to do
the above iteration and let 8= id, where id is an identity mapping. Since Ẽ0 < L+ =

e−c0γ r+(Q̄n0+1/QM
n0+1+Q̄1/M1/4

n0+1 ) and Ln+1 = e−c0γnrn+1(Q̄n0+n+1/QM
n+1+Q̄1/M1/4

n0+n+1 ) is a series of
monotonically decreasing numbers, there exists Lk+1(k ≥ 1) such that · · ·< Lk+2 <

Lk+1 < Ẽ0 < Lk . Then we let 80 =81 = · · · =8k−1 = id, and apply the above iteration
to find 8k from the (k + 1)th step, since Ẽ0 > Lk+1. Therefore, without loss of generality
we suppose that Ẽ0 ≥ L+. �

4.2. Iteration and convergence. Let 0< r∗ < r, τ > 2, γ > 0, and A and M be defined
as in (31). Since r/r∗ > 1, there exists c̃0 =

1
2 (r/r∗ + 1) such that r > c̃0r∗. Let

c̃ =
1
12

(
1−

1
c̃0

)
< 1, T1 =

(
4 · 10τ J (τ ) ln 2

c̃r∗

)A
,

T =max
{

T0

(
γ

2

)−A/2
, T1γ

−A, 4A
4
}
.

(51)
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These constants ε0(τ, r∗, c̃), ε1(τ, r∗, c̃), J (τ ), T0(τ, r∗, c̃) are defined as in Lemma 8.
Due to the choice of Lemma 2, there exists some n0 ∈ Z+ such that Qn0 ≤ TA4

,
whereas Q̄n0 ≥ T . Since Qn0 ≤ TA4

, we can take ε sufficiently small, depending on r, r∗,
γ and τ , but not on α, such that

E <min
{
ε0

(
γ

2

)J

,

(
ε1γ

2

)2

,
1

T 120τA4

}
≤min

{
ε0

(
γ

2

)J

,

(
ε1γ

2

)2

,
1

Q120τ
n0

}
. (52)

For any given E > 0 satisfying (52), we define some sequences inductively:

E0 = E, r0 = r, γ0 = γ,

γn =
γ

2n , Ln+1 = e−c0γnrn+1(Q̄n0+n+1/QM
n0+n+1+Q̄1/M1/4

n0+n+1 ), En+1 = Ln+1En,

ηn = c̃Q−1/2A4

n0+n , rn+1 = rn(1− ηn)
2,

Kn =

[
γn

4 · 10τ
max

{
Q̄n0+n

Qτ
n0+n

, Q̄3/A
n0+n

}]
.

Suppose that on 5n the non-resonant conditions (53) for |k|< Kn hold. Define

R1
n+1(γn+1)=

{
ε ∈5n : |

√
−1〈k, ω〉 − (λi + [4

n+1
i ])|<

γn+1

(|k| + 1)3τ
, ∀|k|< Kn+1

}
,

R2
n+1(γn+1)=

{
ε ∈5n : |

√
−1〈k, ω〉 − (λi + [4

n+1
i ])+ (λ j + [4

n+1
j ])|<

γn+1

(|k| + 1)3τ
,

∀|k|< Kn+1, i 6= j
}
,

and
Rn+1(γn+1)= R1

n+1(γn+1)
⋃

R2
n+1(γn+1).

Then for any ε ∈5n+1 =5n\Rn+1(γn+1), the corresponding non-resonant conditions of
the (n + 1)th step hold.

First, we claim that rn ≥ r∗ for all n. In fact, by our selection Qn0+1 ≥ Q̄n0 ≥ T ≥ 4A
4
,

we have
∞∏

k=1

(1− 2ηk)≥ 1− 4
∞∑

k=1

ηk ≥ 1− 8c̃Q−1/2A4

n0+1 > 1− 8c̃,

which implies that for any n ≥ 0,

rn = r
n∏

k=0

(1− ηk)
2 > r(1− 2η0)

∞∏
k=1

(1− 2ηk) > r(1− 12c̃) > r∗.

Second, by the choice of parameters we can verify that Bn, Q̄n0+n, Pn satisfy that

Q̄n0+n ≥ T0γ
−A/2
n ,

‖Bn‖rn ,5n

(
Q̄n0+n−1

QA4

n0+n−1

+ Q̄1/A
n0+n−1

)
≤ ε1γn

(
Q̄n0+n−1

QM
n0+n−1

+ Q̄1/M1/4

n0+n−1

)
,

max{‖εβn Pn‖rn ,5n , ‖ε
βn gn‖rn ,5n } ≤ ε

βn Mn = En ≤ ε0γ
J

n Ln .
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In what follows we check the above estimates by induction. By Q̄n+1 ≥ Q̄A
n and Q̄n0 ≥

T0γ
−A/2
0 , we have

Q̄n0+n ≥ Q̄An

n0
≥ (T0γ

−A/2
0 )A

n
≥ T0γ

−A/2
n .

By Qn+1 ≥ QA
n , Q̄n+1 ≥ Q̄A

n and E0 ≤ (ε1γ /2)2, it follows that

‖Bn‖rn ,5n

(
Q̄n0+n−1

QA4

n0+n−1

+ Q̄1/A
n0+n−1

)
≤ ε1γ

(
Q̄n0+n−1

QA4

n0+n−1

+ Q̄1/A
n0+n−1

)

≤ ε1γn

(
Q̄n0+n−1

QM
n0+n−1

+ Q̄1/M1/4

n0+n−1

)
.

Since Qn0 ≥ T1γ
−A, one can check that L1 ≤ 1/2J (τ ). Then the definition Ln and the

estimate E0 ≤ ε0(γ /2)J yield that

En =LnLn−1 · · · L1E0 ≤ Ln
1

2(n−1)J E0

≤ Ln
1

2(n−1)J ε0

(
γ

2

)J

= ε0γ
J

n Ln .

After setting the parameters, we will perform infinite KAM iteration and prove its
convergence. For the first step, let B0 = 0, β0 = 1, P0 = P, g0 = g and h0 = h. By our
selection Q̄n0 ≥ T ≥ T0γ

−A/2, and (52),

max{ε0‖P0‖r0,50 , ε0‖g0‖r0,50} ≤ ε0 M0 = E0 ≤min
{
ε0

(
γ

2

)J

,
1

Q120τ
n0

}
.

Meanwhile, we can check that (36) and (37) hold. Thus we apply Lemma 8 and get a
transformation 80 : D(r1)×51→ D(r0)×50 such that system (1) is transformed into

dx1

dt
= (A + B1(t)+ εβ1 P1(t))x1 + ε

β1 g1(t)+ h1(x1, t),

satisfying
‖B1‖r1,51 ≤ 2E14/15

0 ≤ ε1γ,

and
max{‖εβ1 P1‖r1,51 , ‖ε

β1 g1‖r1,51} ≤ E0L≤ ε0γ
JL.

Note that the above estimates mean that all the conditions of Lemma 8 for the next step
hold.

Inductively, there exists a subset 5n ⊂5 with

5n =

{
ε ∈5 : |

√
−1〈k, ω〉 − (λi + [4

n
i ])+ (λ j + [4

n
j ])| ≥

γn

(|k| + 1)3τ
,

|
√
−1〈k, ω〉 − (λi + [4

n
i ])| ≥

γn

(|k| + 1)3τ
, ∀|k|< Kn, i 6= j

}
, (53)

and for ε ∈5n there exists a transformation 8n−1 such that it reduces the system of the
previous step to a desired form and satisfies

‖8n−1 − id‖rn ,5n ≤
E14/15

n−1

4
.

https://doi.org/10.1017/etds.2020.23 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2020.23


1912 D. Zhang and J. Xu

Let8n
=80 ◦ · · · ◦8n−1. Then, for any ε ∈5n , the transformation x =8n xn reduces

system (1) to the form

dxn

dt
= (A + Bn(t)+ εβn Pn(t))xn + ε

βn gn(t)+ hn(xn, t),

where A has the real Jordan form (9), and Bn(t) has the form

Bn(t)= diag

((
U n

1 (t) V n
1 (t)

−V n
1 (t)U n

1 (t)

)
, . . . ,

(
U n

d̃
(t) V n

d̃
(t)

−V n
d̃
(t)U n

d̃
(t)

))
,

with U n
j (t), V n

j (t) ( j = 1, . . . , d̃) being real functions,

max{‖εβn Pn‖rn ,5n , ‖ε
βn gn‖rn ,5n } ≤ ε

βn Mn = En, ‖Bn − Bn−1‖rn ,5n ≤ 2E14/15
n−1 ,

and hn(xn, t) is analytic with respect to xn on the ball Bκn (0), satisfying

‖Dxn xn hn‖rn ≤ Gn = Gn−1
(1+ εβn−1‖Wn−1‖rn )

2

1− εβn−1‖Wn−1‖rn

.

Consider now the convergence of 8n . By Lemma 8, we observe that

‖8n − id‖rn+1,5n+1 ≤
E14/15

n

4
and

‖(D8n − Id)‖rn+1,5n+1 ≤
E14/15

n

16
,

where D denotes the Jacobian with respect to x . By induction we have D8n
=

D80 · · · D8n−1, with the Jacobians evaluated at different points, and

‖D8n
‖ = ‖D80 · · · D8n−1‖ ≤

∏
k≥0

(
1+

E14/15
k
16

)
<∞,

which is uniformly bounded on Dn ×5n .
Then

‖8n+1
−8n

‖rn+1,5n+1 = ‖8
n
◦8n −8

n
‖rn+1,5n+1

≤ ‖D8n
‖rn ,5n‖8n − id‖rn+1,5n+1

≤
E14/15

n

2
and

‖8n+1
− id‖rn+1,5n+1 ≤

∑
k≥0

E14/15
k
2
≤ E14/15

0 .

By the methods in [17], we can prove the convergence of the radius κn of the ball where
hn is analytic with respect to xn , and the second-order derivative Gn of hn with respect
to xn .

It has been shown that

κn+1 =
κ̂n

1+ 2εβn‖Wn‖rn+1

=
κn

1+ 2εβn‖Wn‖rn+1

−
‖xn‖rn

1+ 2εβn‖Wn‖rn+1

.
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We now define

an =
1

1+ 2εβn‖Wn‖rn+1

, bn =
‖xn‖rn

1+ 2εβn‖Wn‖rn+1

,

where
∏
∞

n=0 an converges,∣∣∣∣ln ∞∏
n=0

an

∣∣∣∣≤ ∞∑
n=0

| ln an| ≤ 2
∞∑

n=0

εβn‖Wn‖rn+1 <∞,

and
∑
∞

n=0 bn converges.
Suppose that

∏
∞

n=0 an = a ∈ (0, 1) and
∑
∞

n=0 bn = b. By induction

κn+1 =

( n∏
i=0

ai

)
κ0 −

n−1∑
i=0

[( n∏
j=i+1

a j

)
bi

]
− bn

≥ aκ0 − b.

Therefore, the sequence {κn} is monotonically decreasing and has a lower bound, so it is
convergent, and κ∞ ≥ aκ0 − b, which is positive if ε is taken small enough.

Consider now the value Gn . From Lemma 8, we know that

Gn+1 = Gn
(1+ εβn‖Wn‖rn+1)

2

1− εβn‖Wn‖rn+1

,

and, by means of the inequality 1/(1− x)≤ 1+ 2x , if 0≤ x ≤ 1
2 , we get

Gn+1 ≤ (1+ 2εβn‖Wn‖rn+1)
3Gn

≤

n∏
j=0

(1+ 2εβ j ‖W j‖r j+1)
3G0

≤ (1+ 4εβ0‖W0‖r1)
3G0 ≤ 2G0.

Therefore, the sequence {Gn} is monotonically increasing and has an upper bound, so it is
convergent.

Let 5∗ =
⋂

n≥1 5n , 8∗ = limn→∞ 8
n, B∗ = limn→∞ Bn and h∗ = limn→∞ hn .

Because limn→∞ ε
βn Pn = 0 and limn→∞ ε

βn gn = 0, the transformation x =8∗y reduces
system (1) into

dy
dt
= (A + B∗(t))y + h∗(y, t, ε), y ∈ Rd ,

where A has the real Jordan form as in (9), B∗(t) has the form

B∗(t)= diag

((
U∗1 (t) V ∗1 (t)
−V ∗1 (t)U∗1 (t)

)
, . . . ,

(
U∗

d̃
(t) V ∗

d̃
(t)

−V ∗
d̃
(t)U∗

d̃
(t)

))
, (54)

U∗j (t), V ∗j (t) ( j = 1, . . . , d̃) are all real functions, and h∗(y, t, ε)= O(y2) as y→ 0.
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4.3. Measure estimates. We now estimate the Lebesgue measure of the set 5\5∗.
Recall that 5∗ =

⋂
∞

n=0 5n , where 5⊃50 ⊃51 ⊃ · · · is a decreasing sequence of
closed sets defined inductively during the iteration process by

5n =5n−1\

∞⋃
n=0

Rn(γn), 5−1 =5, n = 0, 1, . . . ,

where

Rn(γn)= R1
n(γn)

⋃
R2

n(γn),

R1
n(γn)=

{
ε ∈ (0, ε0) : |

√
−1〈k, ω〉 − (λi + [4

n
i ])|<

γn

(|k| + 1)3τ
, ∀|k|< Kn

}
,

and

R2
n(γn)=

{
ε ∈ (0, ε0) : |

√
−1〈k, ω〉 − (λi + [4

n
i ])+ (λ j + [4

n
j ])|

<
γn

(|k| + 1)3τ
, ∀|k|< Kn, i 6= j

}
.

Let ϕn
i = λi + [4

n
i ], ϕ

n
i j = (λi + [4

n
i ])− (λ j + [4

n
j ]), i 6= j . By Lemma 7 and KAM

iteration, λi + [4
0
i ] − λ

0
i (ε)= O(ε2). Then it follows from non-degeneracy condition B

and [4n
i ] − [4

0
i ] = O(ε2) that∣∣∣∣dϕn

i
dε
|ε=0

∣∣∣∣= ∣∣∣∣d(λ0
i (ε)+ (λi + [4

0
i ] − λ

0
i (ε))+ ([4

n
i ] − [4

0
i ]))

dε
|ε=0

∣∣∣∣≥ 2δ > 0.

Similarly, ∣∣∣∣dϕn
i j

dε
|ε=0

∣∣∣∣≥ 2δ > 0 for all i 6= j.

Let f 1(ε)=
√
−1〈k, ω〉 − ϕn

i and f 2(ε)=
√
−1〈k, ω〉 − ϕn

i j , i 6= j . Then there exists a
sufficiently small ε0 such that for ε ∈ (0, ε0), the above iteration is convergent, and∣∣∣∣d f 1

dε

∣∣∣∣= ∣∣∣∣dϕn
i

dε

∣∣∣∣≥ δ, ∣∣∣∣d f 2

dε

∣∣∣∣= ∣∣∣∣dϕn
i j

dε

∣∣∣∣≥ δ. (55)

For ε ∈ (0, ε0), by (34), we have

‖Bn − B0‖ ≤ ‖Bn − Bn−1‖ + · · · + ‖B1 − B0‖

≤ 2E14/15
n−1 + · · · + 2E14/15

0

≤ 4E14/15
0 =

1
2 M̂ε14/15

0 ,

where B0 = 0, M̂ = 8‖P0‖
14/15. Hence,

| f 2(ε)| ≥ |
√
−1〈k, ω〉 − λi + λ j | − |[4

n
i ]| − |[4

n
j ]|

≥
γ0

(|k| + 1)τ
− 2‖Bn − B0‖

≥
γ0

(|k| + 1)τ
− M̂ε14/15

0 .
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If 1/(|k| + 1)τ ≥ 2M̂ε14/15
0 /γ0, then | f 2(ε)| ≥ γ0/2(|k| + 1)τ > γn/(|k| + 1)3τ , that is,

R2
n(γn)= ∅. Suppose that 1/(|k| + 1)τ < 2M̂ε14/15

0 /γ0. By (55), it follows that

meas(R2
n(γn))≤

d2γn

δ

∑
1/(|k|+1)τ<2M̂ε14/15

0 /γ0

1
(|k| + 1)3τ

≤
d2γn

δ
·

4M̂2ε
28/15
0

γ 2
0

∑
k∈Z2

1
(|k| + 1)τ

≤
cε28/15

0
2n ,

where c is a constant depending on γ0. Similarly, meas(R1
n(γn))≤ cε28/15

0 /2n .
Noting that

(0, ε0)\5∗ = (0, ε0)\

( ∞⋂
n=0

5n

)
=

∞⋃
n=0

((0, ε0)\5n),

we have

meas((0, ε0)\5∗)≤

∞∑
n=0

meas((0, ε0)\5n)≤

∞∑
n=0

meas(Rn(γn))≤ cε28/15
0

and
lim
ε0→0

meas((0, ε0)\5∗)

ε0
= 0.

Therefore, 5∗ is a non-empty subset of (0, ε0).

4.4. Elimination of the non-resonant terms on the diagonal. By infinite KAM iteration
steps, system (1) can be reduced to the following system with non-constant coefficients:

ẋ = (A + B∗(t))x + h∗(x, t, ε), x ∈ Rd , (56)

where A and B∗(t) have real Jordan form as in (9) and (54), and h∗(x, t, ε)= O(x2)

as x→ 0. For simplicity, we continue to write A = Sdiag(λ1, . . . , λ2d̃)S
−1, B∗(t)=

Sdiag(4∗1(t), . . . , 4
∗

2d̃
(t))S−1, where λ2 j−1 and λ2 j are conjugate complex numbers, and

4∗2 j−1(t) and 4∗2 j (t) are conjugate complex functions, j = 1, . . . , d̃.
We will now eliminate all the non-resonant terms containing t on the diagonal. First,

making the change of variables x = Sz, system (56) becomes

ż = ( Ã + B̃∗(t))z + h̃∗(z, t, ε), (57)

where Ã = diag(λ1, . . . , λ2d̃), B̃∗(t)= diag(4∗1(t), . . . , 4
∗

2d̃
(t)) and h̃∗(z, t, ε)=

S−1h∗(Sz, t, ε).
Second, notice that β(α) has an equivalent definition (6) and (7); this implies that the

equation
d H(t)

dt
= B̃∗(t)− [B̃∗]
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has an analytic solution if 0≤ β(α) < r∗. Let z = eH(t)z∗, where

H(t)=



∑
0 6=k∈Z2

4∗1(k)e
i〈k,ω〉t

i〈k, ω〉
0 . . . 0

. . . . . . . . . . . .

0 . . . 0
∑

0 6=k∈Z2

4∗
2d̃
(k)ei〈k,ω〉t

i〈k, ω〉


.

Then the above system (57) becomes

eH(t) d H(t)
dt

z∗ + eH(t) dz∗
dt
= ( Ã + B̃∗(t))eH(t)z∗ + h̃∗(eH(t)z∗, t, ε),

which can be reduced to
dz∗
dt
= ( Ã + [B̃∗])z∗ + e−H(t)h̃∗(eH(t)z∗, t, ε). (58)

Third, making the change of variables z∗ = S−1x∗, system (58) becomes

dx∗

dt
= (A + B∗)x∗ + h∗(x∗, t, ε), x∗ ∈ Rd ,

where B∗ = S[B̃∗]S−1 is a real constant matrix, and h∗(x∗, t, ε)= Se−H(t)S−1h∗(SeH(t)

S−1x∗, t, ε) is a real and high-order term. Thus, Theorem 1 is proved in full.

5. Applications
By way of applications of Theorem 1, we apply our theorem to the nonlinear Hill
equation with quasi-periodic forcing terms, weakly forced oscillator and damped equation
to study the existence of a quasi-periodic solution with basic frequencies as its frequencies.
This kind of solution is also known as a response solution. These three kinds of
equations correspond to Hamiltonian systems, reversible systems and dissipative systems,
respectively.

Example 1. Consider the nonlinear Hill equation with quasi-periodic forcing terms

ẍ + x2n+1
+ (a1 + εa(t))x = εp(t), n ≥ 1, (59)

where a1 is a positive constant, and a(t) and p(t) are real analytic and quasi-periodic in t
with basic frequencies ω = (1, α), where α is irrational.

When a(t) and p(t) are continuous and 1-periodic, Liu [20] considered the nonlinear
Hill equation with periodic forcing terms

ẍ + x2n+1
+ (a1 + εa(t))x = p(t), n ≥ 1, (60)

and used Moser’s twist theorem to obtain the following results: there exist a large constant
α∗ > 0 and a small constant ε0 > 0 such that for every irrational number α > α∗ satisfying∣∣∣∣α − p

q

∣∣∣∣> 1
2|q|2+δ

for all integers p and q 6= 0 with some δ > 0, there is a quasi-periodic solution of (60)
having frequencies (1, α) when 0< ε < ε0.
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The natural question is whether there are quasi-periodic response solutions for nonlinear
Hill equation (59). Let ẋ =

√
a1 y. Then equation (59) can be rewritten in the form

ż = (A + εP(t, ε))z + εg(t, ε)+ h(z, t, ε), z ∈ R2,

where

z =
(

x
y

)
, A =

(
0
√

a1

−
√

a1 0

)
, P(t)=

 0 0

−
1
√

a1
a(t) 0

 ,
g(t)=

(
0

1
√

a1
p(t)

)
, h(z, t)=

(
0

−
1
√

a1
x2n+1

)
.

By Theorem 1, for most sufficiently small ε, for all α ∈ R\Q, system (59) has a quasi-
periodic solution with basic frequencies ω = (1, α), such that it goes to zero when ε does.

Example 2. (Moser [23]) Consider a weakly forced oscillator

ẍ + λ2x = ε f (x, ẋ, t), (61)

where f (−t, x,−ẋ)= f (t, x, ẋ) is quasi-periodic in t of basic frequencies ω =

(ω1, . . . , ωs), and real analytic with respect to x , ẋ and t .

Moser [23] has obtained some well-known results: if ω satisfies

|〈k, ω〉 + j0| ≥
γ

|k|τ
for k ∈ Zs

\{0}, j0 = 0, 1, 2,

there exists an analytic function a(ε) such that for a = a(ε) the above forced oscillator
possesses a quasi-periodic solution of frequencies ω = (ω1, . . . , ωs).

Our aim is to find a quasi-periodic solution of Liouvillean frequencies ω =

(1, α) for small ε. Let ẋ = λy and f (x, ẋ, t)= f (0, 0, t)+ (∂ f/∂x)(0, 0, t)x +
(∂ f/∂ ẋ)(0, 0, t)ẋ + O(x2)+ O(ẋ2). Then equation (61) can be rewritten in the form

ż = (A + εP(t, ε))z + εg(t, ε)+ h(z, t, ε), z ∈ R2,

where

z =
(

x
y

)
, A =

(
0 λ

−λ 0

)
, P(t)=

 0 0
1
λ

∂ f
∂x
(0, 0, t)

1
λ

∂ f
∂y
(0, 0, t)

 ,
g(t)=

 0
1
λ

f (0, 0, t)

 , h(z, t)=
(

0
O(z2)

)
.

Then by Theorem 1, for most sufficiently small ε, system (61) has a quasi-periodic solution
with Liouvillean frequencies ω = (1, α), such that it goes to zero when ε does.

Example 3. Consider the differential equation

ẍ + a1 ẋ + a2x + x2
= ε f (x, ẋ, t), (62)

where f (x, ẋ, t) is real analytic in all variables and quasi-periodic in t with basic
frequencies ω = (ω1, . . . ωs). The usual choice of a1 > 0 corresponds to a damped
equation. In these equations the damping dominates the forcing term.
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For equation (62), Stoker [27] has proved some well-known results: if the basic
frequencies ω satisfy the Diophantine condition (2), a1 6= 0 and ε/a1 is sufficiently small,
then there exist quasi-periodic solutions possessing the same basic frequencies.

We are mainly concerned with the existence of quasi-periodic solutions with
Liouvillean frequencies ω = (1, α). Let ẋ = y. Then equation (62) can be rewritten in
the form (

ẋ
ẏ

)
=

(
0 1
−a2 −a1

) (
x
y

)
+

(
0
−x2

)
+

(
0

ε f (x, y, t)

)
.

By Theorem 1, if a2
1 − 4a2 6= 0 and a2 6= 0 (different and non-zero eigenvalues), for most

sufficiently small ε (elliptic case) or for all sufficiently small ε (hyperbolic case), system
(62) has quasi-periodic solutions with Liouvillean frequencies.
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A. Appendix
The proof of Lemma 3 first appeared in [1], and we include the full proof for the
convenience of readers.

Proof. The idea is to select an appropriate subsequence according to the definition of the
CD bridge for which we will have a unified and nice control on the solution of homological
equation (8).

Recall that A= τ + 3, (Qn) is the selected subsequence of α in Lemma 2 with this

given A, and η = c̃/Q1/2A4

n , where 0< c̃ < 1. The solution of equation (8) can be written
as

g(t, ε)=
∑

0<|k|<Qn+1

i fk(ε)

〈k, ω〉
ei〈k,ω〉t .

Now we consider two cases to estimate the norm of g(t, ε).
In the case of Q̄n < QA

n , (Q̄n−1, Qn), (Qn, Qn+1) are both C D(A,A,A3) bridges.
Let qu = Q̄n−1, qv+1 = Qn+1. Then

‖g‖r(1−η),5 =

( ∑
0<|k|<qu

+

∑
qu≤|k|<qu+1

+ · · · +

∑
qv≤|k|<qv+1

)∣∣∣∣ fk(ε)

〈k, ω〉

∣∣∣∣e|k|r(1−η)
≤ 2qu

∑
0<|k|<qu

| fk(ε)|e|k|r(1−η) + 2qu+1
∑

qu≤|k|<qu+1

| fk(ε)|e|k|r(1−η)

+ · · · + 2qv+1
∑

qv≤|k|<qv+1

| fk(ε)|e|k|r(1−η)

≤

(
2qu + 2

v∑
j=u

q j+1e−rηq j

)
‖ f − [ f ]‖r,5.
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By the definition of CD bridge, we have Qn ≤ Q̄ A3

n−1 ≤ q A3

j for j ∈ [u, v], which implies

q j+1e−rηq j ≤ c(τ )q j+1

(
Q1/2A4

n

c̃rq j

)2A5

≤ c(r∗, τ, c̃)
q j+1

qA4

j

.

Moreover, again by the definition of CD bridge, we know that for any j ∈ [u, v], q j+1 ≤

qA
j and qA

u ≤ Qn . Then we have

‖g‖r(1−η),5 ≤ c(r∗, τ, c̃)

qu +

v∑
j=u

q j+1

qA4

j

 ‖ f − [ f ]‖r(1−η),5

≤C1(r∗, τ, c̃)Q1/A
n ‖ f − [ f ]‖r(1−η),5.

In the case of Q̄n ≥ QA
n , let qu = Qn and qv+1 = Qn+1. By the construction of the

sequences (Qk), we know that Q̄n ≥ QA
n and for any j ∈ [u + 1, v], q j+1 ≤ qA

j . Then by
the similar argument as in case 1, we have

‖g‖r(1−η),5 ≤ c(r∗, τ, c̃)
(

qu +

v∑
j=u

q j+1

qA4

j

)
‖ f − [ f ]‖r(1−η),5

≤C1(r∗, τ, c̃)
(

Q̄1/A
n +

Q̄n

QA4
n

)
‖ f − [ f ]‖r(1−η),5. �
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