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This paper is concerned with two frequency-dependent susceptible—infected—susceptible epidemic
reaction—diffusion models in heterogeneous environment, with a cross-diffusion term modelling the
effect that susceptible individuals tend to move away from higher concentration of infected indi-
viduals. It is first shown that the corresponding Neumann initial-boundary value problem in an
n-dimensional bounded smooth domain possesses a unique global classical solution which is uni-
formly in-time bounded regardless of the strength of the cross-diffusion and the spatial dimension #.
It is further shown that, even in the presence of cross-diffusion, the models still admit threshold-type
dynamics in terms of the basic reproduction number R, — i.e. the unique disease-free equilibrium is
globally stable if Ry < 1, while if R > 1, the disease is uniformly persistent and there is an endemic
equilibrium (EE), which is globally stable in some special cases with weak chemotactic sensitiv-
ity. Our results on the asymptotic profiles of EE illustrate that restricting the motility of susceptible
population may eliminate the infectious disease entirely for the first model with constant total pop-
ulation but fails for the second model with varying total population. In particular, this implies that
such cross-diffusion does not contribute to the elimination of the infectious disease modelled by the
second one.
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Dynamics and asymptotics of cross-diffusive SIS models 27
1 Introduction

In this paper, we are interested in the following two diffusive susceptible—infected—susceptible
(SIS) epidemic models with cross-diffusion and frequency dependence:

ST
StzdSAS+XV~(SVI)—/3(x)S+[+y(x)1, xe,t>0,
S7

I, =d; Al — [ Q,t>0

(=dj +ﬁ(X)S+1 y (I, x€Q,t>0, (L

oS al

— = =0, x€o0Q2,t>0,

adv  dv

(S(xa O)) I(X, O)) = (S()(x), Io(x)), xef

and
SI
S,:dSAS+XV-(SVI)+A(x)—S—ﬂ(x)S+I—i—)/(x)l, xe,t>0,
SI

I, =d; Al - [ Q>0
atS 181+ﬂ(X)S+I y (01, xeQ,t>0, (12)
—=—=0, x€d2,t>0,
v dv
(S(X, O)’ ](x’ O)) = (SO(x)s [O(X))s xeQ.

Here, 2 C R” (n > 1) is a bounded domain with smooth boundary d2. The unknown functions
S(x, ) and I(x, t), respectively, denote the population density of susceptible and infected indi-
viduals at location x and time ¢#; ds and d; are positive constants measuring the random mobility
of susceptible and infected populations, respectively; the cross-diffusion term x V - (SVI) stands
for the ‘chemotaxis’ effect that susceptible individuals are ‘smart’ and they tend to move away
from higher concentration of infected individuals with the positive constant x representing
the magnitude of this effect; and B(x) and y(x) are positive Holder continuous functions on €
accounting for the rates of disease transmission and recovery at location x, respectively. In (1.2),
the S-equation indicates that the susceptible population is subject to linear source A — .S with A
being a positive Holder continuous function. The homogeneous Neumann boundary conditions
mean there is no population flux crossing the boundary 9<2. As for the initial data (S, 1), we
assume throughout this paper that

0<S,eC(Q), IyeW"(Q) and I, >0, 0. (1.3)
Let

N = / (So(x) + Ip(x))dx > 0
Q

be the total number of individuals in €2 at the initial time # = 0. By integrating both equations
in (1.1) and then adding the resulting identities, one can easily see that the total population is
conserved. That is,

/ (S(e,£) +I(x,£)) dx=N, Vt>0. (1.4)
Q

Throughout the text, we assume that N is a given positive constant. Obviously, such conservation
property no longer holds for system (1.2).
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To investigate the effects of environmental heterogeneity and individual motility, Allen et al.
[3] proposed the following frequency-dependent SIS epidemic reaction—diffusion system:

aS ST

E_dSAS=_ﬁ(x)S+I+y(x)]’ xe, t>0,

ol ST

— —d;Al = — 1, €, t>0,

5, A=)~y () x s
as al

=" =0, xe€ea, t>0,

v Jv

S(x,0)=80(x) = 0, I(x,0)=1Io(x) =, #0, xeQ.

In [3], the authors defined the basic reproduction number R via a variational characterisation
and it was shown that the unique disease-free equilibrium (DFE) is globally asymptotically stable
if Ry < 1, whereas there exists a unique endemic equilibrium (EE) if R > 1. Here, a DFE (S, I)
is an equilibrium with 7 = 0, whereas an EE (S, /) is a steady state with /(x) > 0 for some x € Q.
The authors were particularly interested in the asymptotic behaviour of the unique EE as ds
approaches zero. Among other things, their results imply that if the spatial environment can be
modified to include low-risk sites and the movement of susceptible individuals can be restricted,
then it may be possible to eliminate the infectious disease.

Although the existence and uniqueness of EE is proved in [3] when Ry > 1, its global stability
was left open. In some special cases, the authors of [29] confirmed that it is indeed globally
asymptotically stable. Further results concerning the asymptotic behaviour of the EE of (1.5)
were obtained by [28, 30]. On the other hand, with 8 and y being functions of spatio-temporal
variables and temporally periodic, the model (1.5) was treated by the second author and Zhao
[31], and the theoretical findings of [31] imply that the combination of spatial heterogeneity and
temporal periodicity can enhance the persistence of the disease. We refer interested readers to
[2,8,9,10, 11, 12, 15, 16, 18, 22, 24, 41] and the references therein for related research work
on (1.5).

The model (1.2) with y = 0 was studied by Li ef al. [24], where comprehensive qualitative
analysis has been performed and the findings indicate that a varying total population can enhance
persistence of infectious disease, and hence the disease becomes more threatening and harder to
control.

Biologically, the cross-diffusion introduced to the systems (1.1) and (1.2) represents a strategy
that the susceptible implements to avoid infection by staying away from the infected (known as
the repulsive chemotaxis phenomenon [7, 25, 33, 34]). The main purpose of this paper is to
investigate the influence of such directed movement strategy of the susceptible population on
the persistence or extinction of infectious diseases in the environment of spatial heterogeneity
and random population movement via performing qualitative analysis on the systems (1.1) and
(1.2). The cross-diffusion term xV - (SVI) has been widely shown to have a strong effect in
driving solutions of the underlying models to blow up in finite/infinite time, as can be seen in
the extensively studied Keller—Segel chemotaxis related systems [4, 20, 38, 39]. Thus, the global
solvability of systems (1.1) and (1.2) needs to be seriously treated before we study their other
dynamical properties. By a close inspection of the /-equation in (1.1) or (1.2), we find that the
essential linearity enables us to obtain not only the L>°-bound of 7, but also that of VI, while this
information is usually unavailable in most Keller—Segel models. With such a key observation,
we are then able to establish the global existence and boundedness of classical solutions to (1.1)
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and (1.2) for arbitrary x > 0 in any spatial dimensions (see Theorem 2.3). This result shows
the cross-diffusion does not destroy the global solvability of the corresponding system without
cross-diffusion.

As in [3], for our systems (1.1) and (1.2), we use the same definition of the basic reproduction
number R since it determines the local stability of the unique DFE. Then we are also able to
establish the threshold-type dynamics in terms of Ry. More specifically, we show that the unique
DFE is in fact globally stable if Ry < 1 (see Theorems 3.5 and 6.1), which yields the extinction
of infectious disease in the long run. While in the case of Ry > 1, a unique EE exists for system
(1.1) whereas its uniqueness is unclear for system (1.2) since we are no longer able to reduce
the equilibrium problem to a single equation due to the non-conservation of total population.
In the special case that the transmission rate is proportional to the recovery rate throughout the
habitat, it is proved that the unique homogeneous EE is globally stable when Ry > 1, provided
that x > O is suitably small — see Theorems 3.6 and 6.2, which cover and extend [29, Theorem
1.2] with x = 0. Compared to the no cross-diffusion system (1.5), our results suggest that such
directed movement strategy adopted by the susceptible with insignificant magnitude does not
help to eliminate the infectious disease.

To study the effect of random motility of susceptible populations, we discuss the asymptotic
behaviour of the EE as ds — 0. For system (1.1) with constant total population, whenever Ry > 1
and the domain includes points where the transmission rate is smaller than the recovery rate, it is
shown that the unique EE tends to a spatially inhomogeneous DFE as dg — 0. Furthermore, the
density of the susceptible population of this limiting DFE, positive on low-risk sites (where the
transmission rate is less than the recovery rate, i.e. where B8(x) < y(x)), must also be positive at
some (but not all) high-risk sites (where the transmission rate is larger than the recovery rate, i.e.
where B(x) > y(x)). This result agrees with that of [3] for model (1.5) without directed diffusion.
From the biological point of view, this in particular means that it is possible to eliminate the
disease entirely in the habitat by restricting the random motility of susceptible individuals to
be small. In stark contrast, for model (1.2) with varying total population, although we are not
able to fully determine the asymptotic profile of EE for small dg > 0, Theorem 6.4 implies that
the disease still exists on the whole habitat for any given x > 0, and therefore the introduction
of cross-diffusion for the susceptible cannot help to eliminate the disease. As a consequence,
the theoretical finding in the current paper, in combination with the result of [24], suggests that
the restriction of the diffusion rate of the susceptible is no longer an appropriate strategy for the
eradication of infectious disease modelled by (1.2) where the total population number can vary.

The plan of this paper is organised as follows. In Section 2, we discuss the global existence
and boundedness of solutions to models (1.1) and (1.2) based on a semigroup-type argument.
Section 3 is devoted to the threshold dynamics where the global stability of DFE and EE (in a
special case) is studied. In Section 4, by reducing the equilibrium problem of (1.1) to a single
equation, we establish the existence and uniqueness of EE. Asymptotic profile of the EE for small
ds is then discussed in Section 5. Finally, in Section 6, we briefly investigate system (1.2) and
point out the main differences.

2 Global existence and boundedness

In this section, we shall establish the global existence and boundedness property of classical solu-
tions to (1.1) and (1.2) via semigroup theory. For the sake of reference, we present some known
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smoothing L”—L%-type estimates on the Neumann heat semigroup (¢”*) _ on a bounded and
smooth domain €2. One can find them in [36, Lemma 1.3], [6, Lemma 2.1] or [21], Lemma 2.1].

Lemma 2.1 For k>0, let (e‘kA)M) be the Neumann heat semigroup and Ay =: A(k) > 0 be
the first positive Neumann eigenvalue of —kA on Q. Then there exist some positive constants
¢ (i=1,2,3,4 depending only on k and Q fulfilling the following:

1) If 1 <g<p<oo,then

1

||etkAf||Lp(Q) < C1 (1 + tig(q p)) ”f”LQ(Q) s Vit > 03

holds for all f € L1(R2).
(i) If 1 =q<p =00, then

”VetkAf”Lp(Q) <e <1 472 37 P)) e Mt I/l oy, VE>0,

holds for all f € L1(<2).
(i) If2<q<p<oo, then

1

[ Ve | pgy < €3 (1 +30 p)> e M NV] gy > VE>0,

holds for all f € W(Q).
(iv) If 1 <gq <p <00, then

1_n(l

[*4V £ ey < e <1 + tZZ(q;?)> N f gy, V>0,

holds for all f € (L1(2))".

For notational convenience, throughout the paper, we shall denote

m* =maxm(x) and m,=minm(x)
xeQ xeQ

withm € {8, y}.

Using Lemma 2.1 and Banach’s contraction mapping theorem, one can establish the local
solvability of systems (1.1) and (1.2). For details of the similar reasoning, we refer to [17,
Theorem 3.1] and [37, Lemma 1.1] — see also [4, Lemma 3.1].

Lemma 2.2 Assume that the initial data fulfils (1.3). Then there exist Tyax € (0,00] and a
uniquely determined pair of nonnegative functions

S € C(Q % [0, Tmax)) N CHH(Q % (0, Tnax)),

1€ C(Q2 x [0, Trnax)) N C*'(Q x (0, Tax)) N Ly ([0, Tinax); W' (K2)),

loc

with any p > 1 such that (S, I) solves (1.1) classically in Q X (0, Tmax). Furthermore, If Tyax <
oo, then, for any p > 1,

ISC Dlloeq) + 1, Dll oy = 00 @s t /' Thnas. @1
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The same local-in-time well-posedness holds true for model 1.2. For model (1.1), the conser-
vation law (1.2) holds in (0, Tpay); for model (1.2), the following uniform L'-estimate for S + I
holds in (0, Tay):

/Q (S(x, H+(1+ Zﬂ* —)I(x, t)) dx
2 fo Ax)dx .

< fn (So(x)+(l+ﬁ)lo(x)) dx + et =N, Vt>0.

> 1+2,3*}
Proof As noted above, the statements concerning the local-in-time existence of classical
solutions to the initial-boundary value problems (1.1) and (1.2) and the criterion (2.1) are well-
studied. The nonnegativity (positivity) of (S, /) follows simply from the maximum principle.
Due to no flux boundary conditions, upon integration of the S- and /-equations in (1.1), the
conservation law (1.4) follows trivially. For the uniform L!-bound in (2.2), by straightforward
computations, we deduce from the initial-boundary value problem (IBVP) (1.2) that

d
- fQ <S(x, H+(1+ 2’3*)1(x r))

_ 3 1 BOS(x, DI(x, 1) 1
_/QA(x)dx /QS(x,t)dx+ 2,3* Q—S(x,t)—f—l(x, D dx T

2.2)

/ y () (x, H)dx
Q

1
/ A()dx — = / ﬂ I(x t)dx
<[A( Yd 1m'n{1 2 }/(S( D+ 1+ —)I( t)>
X)dx — — mi , X, X,
e 2 14+2p6*) Jo 2/3*
Solving this standard Gronwall differential inequality, we arrive at (2.2). O

Our main result on global existence and uniform-in-time boundedness for (1.1) and (1.2) reads
precisely as follows.

Theorem 2.3 Assume that the initial data fulfils (1.3). Then each of the cross-diffusive SIS
models (1.1) and (1.2) possesses a uniquely determined global classical solution (S, I) for which
both S and I are positive and bounded in Q x (0, 00). That is, there exists some M > 0 depending
on initial data and the model parameters such that

ISC, Do) + MG Dl ooy =M, Vi >0. (2.3)
Moreover, there exists some M’ > 0 independent of initial data fulfilling
ISC, Dllzoe@) + M Dl <M',  Vi>T, (2.4)

for some large T > 0. Furthermore, the L*°-bound of I is uniform in x, i.e.
1\" .
171G, Dllze(@) < Mi(n, Q, v, BY) (1 + d_> max {[[lollz=(), N}, Vt>0. (2.5)
1

Here, N = N for model (1.2) and N = N with N defined by (2.2) for model (1.2).
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Proof Thanks to Lemma 2.2, we shall first show Ti,,x = 0o and then the global boundedness of
(S, 7). To this end, we start with the /-associated problem

Li=diAl +B(x, ), x€Q,t>0,

%z , xedR >0, (2.6)
1(x,0) = Il(x), x€Q,
where
S
Bty = e ——oD

S(x, 1)+ I(x, 1)
It is clear that B is uniformly bounded by (8* + y*) and is locally Lipschitz on 2 x (0, Tiax).
Furthermore, ||1(-, 1)l|,1(q) < N for t € (0, Tmax) due to the validity of (1.4) and (2.2) in (0, Tay).
Thus, [1, Theorem 3.1 on ‘L'-boundedness implies L>®-boundedness’] (see also [31, Lemma
3.1]) applied to (2.6) yields the existence of a positive constant C; such that

G, Dz < Cildr, 2,0, 8,v), Yt € (0, Tnax). 2.7

Thanks to the L'-bound in (1.4) and (2.2), the bound for 7 in (2.5) indeed could be obtained via
standard Moser iteration applied to (2.6).
Next, according to the variation-of-constants formula, we have

! SI
Hny =ty [ s (B ) (e, Ve O, T,
0 S+1
from which it follows that
IVIC, Dl oy < [V Do g
! SI 2.8
+ / ’vé’—f)de (’3— — )/1) (-, 7) dr. (@8)
0 S+1 Q)
For p € [2, 00), Lemma 2.1 (iii) entails, for all # > 0,
1
Vel | g < 2e36” 1D NIV ooy < 2e3¢741D max (|02, 1} Vol oog)-
This immediately implies the existence of a constant C, > 0 such that
[Ve“r* Ly o @ = Clllyroeg, V>0 (2.9)
On the other hand, it follows from Lemma 2.1 (ii) that
S
HVe(’T)d’A (—'B — yl) (1)
S+1 @)
<o (1 (- f)f%) e MU 4y ) 1, Tl pogys VI E (T, Tnan)-
This along with (2.8), (2.9) and the L*>°-boundedness of / yields that
! 1
||V](‘, t)”Loo(Q) E C2 ||]0||W1>°O(Q) + C3 / (1 + (t — T)_j> e_)‘](df)(t_f)d‘[
0
= C4’ Vte (0, Tmax)- (210)
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Now, we are ready to derive the L°°-bound of S. For definiteness, we will first work on (1.1) and
just give a quick remark for (1.2) in the end. Fix any 0 < T < T.x and p > n. We rewrite the
S-equation in (1.1) as

S
S;—dsAS+S=xV-(SVI)+S5S—-p——1 1,
t S + X ( )+ ﬁS—i—[ +vy

which gives, upon application of the variation-of-constants formula,

t
S, )= €28, 1 f TG L (S(, V(- 7)) de
0

t
+ fo eli=idsA=D) (S ﬂS—_HI+yI>( T)dtr, Vte(0,T).

Taking supremum on both sides, we obtain

I1SC, Dl ooy < ”et(dSA_l)SO ”Loo(sz)

t
+y f [e=ADT (S, VI, T e gy AT
0
dt

‘ N
+ / elmPsA= <S -B—I+ y[) (~7)
0 S+1 @)

= I+11+1I, Vie(0,T). @2.11)

We first deduce from the maximum principle that

I=e™" €280 o) < € IS0lloeys V€ (0, ). (2.12)

For convenience, we define

R=R(T):= sup [ISC, ) e(c)-
1€(0,T)
Using Lemma 2.1 (iv) and (2.10), we are led to

t
<y / e T e AY L (S, I)VI(~,I))”LOO(Q) drt
0

IA

4 1_n
Cs / e (1 (= 1) 28 ) ISC, VG Dll oy d
0

I/\

_l_n
/ R (1+(f—f) : 2") ISC, DllLp(g) dt
<C6/ —(t=1) (1+([_7;) 2 21’) ||S( T)”Loc(g) ”S( r)”LI(Q)
t

<C¢R'"PN» / e 7D (1 +(t— r)_%_ﬁ> dt
0

< CCRINP, Vie(0,T), (2.13)
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where the fact that p > n was used to guarantee
¢ 1 n
C; :/ e (-0 (1 +(t— 1)7775> dt
0

o0 _l_n 1 n
51—{—/ e%0 2 %do=14+T|=-——)<oo0.
0 2

To estimate III, using (1.4) and Lemma 2.1 (i), we deduce

t
= [ o st ol g
0

t
+ / e*(f*f)
0

t
<¢ / e =) (1 +(t— t)_27’> ISC, Dl pg) dT
0

dt
Lo(2)

S
el A <_'BS_—|—[I+ )/I> . 7)

t
+f e OB+ y*) M, Dl o dT
0

t o -1 1
<c f e (1= )75 ) ISC, Dll ol I1SC DI g 7 + C
0
1 1
501C9R177’N7’ + Cs, (2.14)
with

0 n
C9:/ e’ (1+0771’)d0<oo.
0

Substituting (2.12), (2.13) and (2.14) into (2.11), we conclude that
R=< CIORI_’% + Ciy,

1
with Cig =(CsC7 +¢1Co)N? and Ciy = [|Sollzo@) + Cs. Upon an elementary argument, we
infer from the above inequality that

Cii\7 T
R <max - , (ZC]o)p . (215)
Cio
Since T € (0, Tyax) is arbitrary, we conclude there must exist C > 0 such that
ISC, Dl ooy < €, V1€ (0, Trnax).

This in conjunction with (2.7), (2.10) and (2.1) indicates that Ti,x = 00.

Now, we proceed to find an upper bound of ||S(-, ) + 1(-, )|l z(q), i.€. independent of initial
data for large ¢. In fact, a use of [31, Lemma 3.1] to problem (2.6) provides some constant Ci, > 0
independent of initial data and 7} > 0 such that

I, Ollze@) < Cra, t=Th.

Next, we represent / in the following way:

t
[(_’ f) — e(t_Tl)(d[A_l)I(', Tl) +/

T

ST
e(t—l’)(d[A—l) ([+ IBS_H — y[) (.’ T)d‘[, YVt > T1~
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Then using a parallel argument to the one used to derive (2.10), it is easily seen there exists
T, > Ty, such that

IVIG, Ollze@) < Ciz, Vt=1,

for some constant C13 > 0 independent of the initial data. Next representing S as

t
S(-,t):e(”TZ)(dsA’l)SC,T2)+X/ SNISA-DYG L (S(. T)WVI(-. 1)) dr

T

t S
(t—odsa-H (¢ _ g~ T I)(.0)d V> T
+/Te < ﬂS+1 +y>(,t)r, > T,

2

and proceeding in the same fashion as we did to obtain (2.15), we can conclude that actu-
ally |IS(, #)llzo() can be bounded by a positive constant independent of the initial data for ¢
sufficiently large. This proves the theorem for model (1.1).

Armed with the uniform W!*°-bound for / as obtained in (2.7) and (2.10) and the uniform
L'-bound for S + 7 in (2.2), with minor modifications, we can repeat the proceeding arguments
for (1.1) to derive the assertions of the theorem for (1.2). O

3 Threshold dynamics in terms of R,

In this section, we aim to study the global asymptotic stability of nonnegative steady states of
(1.1) with the constraint (1.4). It is straightforward to see that the DFE exists uniquely and is

given by
~ N
(S,0)= (— O>.
|€2]
For our model (1.1), as in [3], we define the basic reproduction number by
2d
Ro= sup Jo Po"dx 3.1)

okperi(@) Jo (diIVel? +ye?) dx’

Indeed, one can follow the idea of next generation operators in [31] to introduce the basic repro-
duction number, which coincides with Ry. Observe that R is independent of the diffusion rate
ds > 0.

Proposition 3.1 The DFE is stable if Ry < 1, and it is unstable if Ry > 1.

The proof of Proposition 3.1 is the same as that of [3, Lemma 2.4] and so the details are
omitted here. In addition, the following qualitative properties of R were also established in [3].

Proposition 3.2 The following assertions hold:

(@) Ro is a monotone decreasing function of d; with Ry — max{B(x)/y(x) :x € Q} asd; — 0
and Ro— [o B/ [ v as dj — oo,

(b) if [ B(x)dx < [, ¥ (x)dx, then there exists a threshold value d € (0, 00) such that Ry > 1
SJordr < df and Ry < 1 for d; > dj;

(c) if [o Bx)dx > [, y(x)dx, then Ry > 1 for all d.
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Furthermore, it was shown in [3] that 1 — R, has the same sign as A* with A* being the
principal eigenvalue of the following eigenvalue problem:

—diAp+(y —B)p =1, x€,
¢

32
=0, X € 0K (32)
v
Notice that the /-equation verifies
SI
I,=d1A1+ﬂS—_H—yl§d1A1+(,B—y)1, xeQ,t>0. (3.3)

Based on (3.2) and (3.3), we first have a simple observation, when Ry < 1, that /(x, #) decays to 0
exponentially as t — oo. In fact, in such case, the principal eigenvalue A* corresponding to (3.2)
is positive. Let ¢* > 0 be the principal eigenfunction and let M be a positive constant such that
Ip(x) < M¢*(x) for x € Q. Then a direct application from (3.2) and (3.3) shows that Me=*"¢*(x)
is a super-solution to the /-equation and hence the comparison principle yields that

I(x, ) <Me 9" (x), xeQ,t>0. (3.4)

In the sequel, we shall employ this important information to derive the global asymptotic stability
of DFE under the assumption that R < 1, and this is achieved through a chain of simple lemmas.

For convenience, we set w(x, 1) = S(x, ) + I(x, f) for x € Q and ¢ > 0. Then it can be readily
checked from the IBVP (1.1) that w satisfies

w,=dsAw +V - ((d; — ds) VI + xSVI), xeQ,t>0,

0

B—WZO, x€dQ, >0, (3.5)
v

w(x, 0) = So(x) + lo(x), XeEQ.

The following result serves as a key starting point towards our stability analysis for the DFE
(S, 0).

Lemma 3.3 The ansatz w satisfies the property that

o0
/ /|Vw|2dxdt<oo. (3.6)
0 Q

Proof Multiplying the /-equation by / and integrating over €2, we are led to

1d 7
12 =— \4 - —yI) I
o dx = d1f| |dx+f<ﬂS 7 )/)dx

Thanks to (3.4), we have

T 1
d Vlzddtz—/lzd——/lz T)d // — — v | Pdxdt
[ [ vibasa=3 [ gias et [ [ (B -y ) e
1 .
<= / IBdx + B* f / Me—k '¢*(x)) dxdt
2 Ja 0o Je

<C, VT>0, (3.7)
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for some positive constant C; independent of 7 > 0. Similarly, from the S-equation and the fact
that S and 7 are bounded, we deduce

1d [ s S27
—— | S°dx=—ds | |VS|“dx—x | SVI-VSdx— | B dx+ | ySldx
d 2
s—dsf |VS|2dx+—S/ |VS|2dx+X—/ S?\VIdx
Q 2 Ja 2ds Jo
+ Y ISC )l / Idx
Q
ds 2 X 2 2
5—7/Q|VS| dx+ﬁllS(~,t)||LOO(Q)/Q \VIPdx
+ 1 ISC )l / Id.
Q
As aresult,
T T T
dS/ /|VS|2dxdt§/ S§dx+c2/ /|v1|2dxdz+ Cz/ /Idxdt
0 Q Q 0 Q 0 Q

<Gy, VT>0, (3.8)

due to (3.7) and (3.4). Clearly, by the definition of w, the desired estimate (3.6) follows from
(3.7) and (3.8). O

With the aid of the decaying property (3.6), we next show that w, decays at least in the dual
space of H'() in the large time limit.

Lemma 3.4 The solution w of (3.5) satisfies
> 2
/0. ||Wt(~, t)“(Hl(Q))* dt < o0.

Proof For any test function ¢ € H'(S2), we obtain from (3.5) that

/ wpdx = —ds/ Vw - Vodx — / [(dy — ds)VI + xSVI] - Vdx
Q Q Q

<ds|Vw(-, Dl 12 IVell 2@
+ [ @7+ d9IVIC, Dl 20y + X ISC D@ IVIC Dl 2] VOl 20
= [dS”VW(', t)”LZ(Q) + (dl +ds+ x ISC, t)”LOO(Q)) IVIC, t)”Lz(Q)] el (q)-
This shows precisely that
Wi Dl (211 (@9y* < dsIIVWCs Dl 2 + (dr +ds + x ISC, Dllzo(@)) IV Dl 2 0)-

As a consequence of Theorem 2.3, Lemma 3.3 and (3.7), we deduce

]

oo o0
2 2 2
fo W0 1 1=t < c/o IV, g e+ c/o VI, )2, g, dt < 00

This completes the proof of the lemma. g
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With the help of Lemmas 3.3 and 3.4, using a somewhat standard argument as in [35] and
[40], we can now establish the global stability of DFE.

Theorem 3.5 [f the basic reproduction number Ry < 1, then the unique global-in-time bounded
and classical solution (S, I) of (1.1) satisfies (S,1) — (%, 0) in C(Q) as t — oo.

Proof We have already shown in (3.4) that I(x, 1) — 0 uniformly for x € Q as # — oco. Recall
that w =8+ I, hence, it suffices to prove

— 0, ast— oo. 3.9
@)

N
HW“ 7l

We shall show (3.9) by a contradiction argument. Suppose otherwise, then there exists a
sequence {f; }xeny With £ — 00 as k — oo such that

N
inf W(', tk) - @ (310)

keN

&)

Since [|S(-, £) + 1(-, t) || 1o(q) is bounded for ¢ > 0 by Theorem 2.3, the standard parabolic regular-
ity for bounded solutions of parabolic equations (cf. [23, 32] or [5, Theorem A2]) applied first
to the /-equation in (1.1) tells us that (-, ) is bounded in C*(2) and then the Holder regularity
[5, Theorem A1] applied to (3.5) (see more detailed reasonings leading to (3.19)) gives us that
ISC, ) +1C, Dl ey = W, Dl ce ) 1s bounded for all £ > 2 for some « € (0, 1). An application
of the Arzela—Ascoli theorem yields that {w(:, #)},>, is relatively compact in C(€2). Thus, we can
extract a subsequence, still denoted by {#; }1en, such that

w(-, 1) = Weo in C(RQ), ask— oo, (3.11)

2

for some 0 < wy, € C(ﬁ). First, the weak stabilisation of w;, in Lemma 3.4 entails
tr+1
dt

t+1 t
[ sty gy di= [ e
I t Tk (HY(2)

k
f+1 t
< /k ( /k ||wf(.,s)||§H1m))*ds> At~ to)dr

o0
5/ ||Wt('>s)||%H1(Q))*dS—> 0, ask — oo.

/3

This along with (3.11) and the continuous embedding L> < (H'(£2))* implies that
t+1 )
/tk ||w(~,t)—woo||(H1(Q))* dt— 0, ask— oo. (3.12)

On the other hand, since L?(2) < (H I(SZ))>k and [, w(x, f)dx = N, we infer from Lemma 3.3
and the Poincaré inequality that

e N
/0 HW"’)‘@

2 )
dt < c/ / |Vw|2dxdt < oo,
(HI(Q))* 0 Q
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from which it follows

2

t+1 N
/ w(, ) — — dt— 0, ask— oo. (3.13)
I 12| (H'(@)*
Combining (3.12) and (3.13), we derive from the uniqueness of weak limit that we, = IN_I
However, this is contradictory to (3.10) and (3.11). O

Recall that we are devoted to the study of the threshold dynamics of (1.1): when Ry < 1, we
know from Theorem 3.5 that the DFE (S, 0) is globally stable and it is unstable when Ry > 1 by
Proposition 3.1. In the latter case, with the uniform boundedness (2.3) at hand, we are going to
show that all the nontrivial solutions of (1.1) will be attracted by its EE in the case that the rate
of disease transmission is proportional to the rate of the disease recovery, i.e. B(x) =ry(x) for
some positive constant 7 € (1, 00) and for all x € Q. In this case, it follows evidently from (3.1)
that Ry = r and so

r>1=>Ry>1, r=1=Rog=1landr<1=>Ry< 1.

So far, we have shown that the unique EE exists if and only if » > 1, and » < 1 implies DFE is
globally stable, while, the DFE is neutrally stable for » = 1. In the sequel, we shall cope with the
case of r > 1 and aim to establish the global attractiveness of EE for » > 1 and that of DFE for
r=1.If r > 1, the unique EE exists and is given by

AR IN r—1N
Gh=(-=,"=—21)
rip o |9
In the case of » > 1, by constructing a suitable Lyapunov functional, we are able to show the
global stability of (.S, 1) for small ‘chemotactic’ sensitivity x. In the case of » = 1, upon a careful

inspection of the reduced system, the proof of Theorem 3.5 is adaptable, and so we also have
global stability for the unique DFE (INEI’ 0).

Theorem 3.6 Assume that B(x) = ry(x) for some r € [1, 00) and for all x € Q.

(1) If r > 1, then there exists a positive constant My depending only on n, 2, B, y,d; and N
such that whenever 0 < x < xo := My~/ds, the unique classical global-in-time solution
(S,1) of (1.1) converges uniformly to the unique EE (S, f) in the following way:

tl—lfg ()‘S(" 0= SHLOC(Q) + )‘I(" - iHL°°(Q)> =0 (3.14)

That is, the unique EE (S’, f) of (1.1) is globally stable.
(ii) If r =1, then the unique classical global-in-time solution (S, 1) of (1.1) satisfies (S, ) —

(\Nﬁl’ O) in C(Q) as t — oo. That is, the unique DFE (%, 0) of (1.1) is globally stable.

Proof (i) We shall use the following Lyapunov functional:

V(t):= V(S,I)(t):[Q [(S—S—Sln g) + <I—f—f1n§>:| dx.
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Note that, for any zy > 0, the function f(z) =z — zp — zo ln(zio),z > 0 is strictly decreasing on
(0, zo) and is strictly increasing on (zg, 00). Hence, it assumes its global minimum zero at z = z,
and so V(f)> 0 forall 1> 0 and ¥(S, 1) = 0 if and only if (S, 1) = (S, /).

By (1.1), we use integration by parts to compute the time evolution of V:

av(t s—8 I—1
& =/ S,dx—i—/ Ldx
dt Q
| VS.VI ~ [ |VI?
= —dSS dx — dx —d;il dx
@ S o I?

S—8§ I1-1
Jl— — ) [=—=_- -
/ﬂ()<s+1 )( S 1>dx
5 [ (Va2 a3 [ (= va-52) U4
_stzfxgr’%ﬂx
A AN\ 2
/ B(x)SI? I S
- - A~ A~ 5T 4 dx
e S+DS+H\I S
A 2
A I’ x? VS|? VI 1
=_5/ dy— ) IVSI dx—/ FRALNN LV S RN
Q 461](}"—1) SZ Q I 2 d[[vTS

L B®S
o (S+DS

(= 1S —IT dx, (3.15)

where we have used the assumption S(x) = ry(x) to entail
- = = IZ(V—I)S
roS+1
Now, noticing that ||I(-, #)||z0(< My(n, 2, d;, s, B*, S0, Ip)) is uniformly bounded with respect
to x by (2.5), we see, if

2

0<x<xo:= RV (I" — 1)dsd[, (316)

Mi(n, 2,d;, yi, B*, S0, 1p)

then, with the boundedness of S and 7 as in (2.3), we infer from (3.16) and (3.15 there exists
¢o > 0 such that

?g_co{fgwsﬁdHfQ|v1|2dx+f9[(r—1)5—1]2dx}. (3.17)

Because of V' (¢) > 0, an integration of (3.17) from 1 to # shows

f [/ |VS|2dx+/ |v1|2dx+/[(r—1)s 1] }d < V(fol) <00, Vi> 1o,

which yields trivially

/loo |:/Q|VS|2dx+fQ|VI|2dx+/Q[(r—l)S—I] d}ds<ﬁ<oo 3.18)
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To proceed further, we need the integrand inside the big square bracket in (3.18) to be uniformly
bounded and uniformly continuous. For this purpose, we need further Holder-type regularity for
S and /. To achieve this, we rewrite the S-equation as

S; =V - (A(x,t,VS)) + B(x, 1)

with

S(x, H)I(x,
Ax, t,&) =ds& + xS(x, )VI(x, 1), B(x,t)= —ﬂ(x)% + y()(x, 1).

Then, thanks to the boundedness information provided in Theorem 2.3, it is an easy matter to
check, for some ¢; > 0,i=1,2, 3, that

A(x,t,6)- & > dyslélz —c1, A8 <dslél +ca, V(x,1,8) € Q2 x(0,00) x R”,
IB(x, 1) <c3, V(x,1,&) e x(0,00) x R”.

Now, S and 7 are bounded in 2 x (0, c0), applying the Holder estimates for parabolic equations
(cf. [32, Theorem 1.3]) and then employing the standard parabolic Schauder theory (cf. [14, 23]),
we see there exist 6 € (0, 1) and C > 0 such that

+ ||I||C2+€’l+%(§x < C, Vit > 1. (319)

S o _
1SN 20144 5, [n+1])

[,t+1])

Thus, the integrand inside the big square bracket in (3.18) is uniformly bounded and uniformly
continuous, and so (3.18) entails

lim (/ |VS|2dx+/ |V1|2dx)=0 (3.20)
— 00 Q Q

and

lim Q[(r 1S — I]zdx —0.

t—00

The latter along with the conservation of S + I as in (1.4) gives

A

- 1 - 1 A
lim S:=1lim — [ Sdx=S, lim/7:=Ilim — | ldx=1. 3.21

00 i—oo Q] Jq =00 = |Q Jo

Recalling from the Poincaré inequality, we have
N2 2
S—8) +(I-1) |4
[ 1(5=9)"+ (1) ]
_ 2 _2 _ N2 _ a2
= S=8) +U~1) |dx+|Q(S-S) +(/—-1
[[[s-57+a-1avsimn[(5-8) + (7-1Y]
1 2 2 s oV (77
SA—I/Q(WSI +|VIPR) dx+ |9 [(S—S) +<1—1) }
This in conjunction with (3.20) and (3.21) readily shows

tim | [(S—§)2+ (1—?)2} dx=0. (3.22)

—00
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Finally, in view of the Gagliardo—Nirenberg inequality, we derive from (3.19) that

|s-S]
Lo°(Q) L(Q)
< Con HS_A,,H H _AerH_Aniz H_Am
Woo(Q) L2(Q) WLoo(Q) L2(Q)
<C HS S, n+2 H _A n+2
L2(Q) L2(Q)

which coupled with (3.22) evidently gives rise to (3.14).
(ii) Since B(x) = y(x), system (1.1) reduces to

IZ
:dSAS+XV(SVI)+ﬁ(X)S'_—|—[, XGQ,I>O,
[2
I[Zd]AI—,B(X)S—H, XEQ,t>O, (323)
s al
—=—=0, x€d,t>0,
v dv
(S()C, O)’ I(xa O)) = (S()(X),[()()C)), x €.

Then the boundedness of S + 7 in (2.3) shows that

2 ?
L=d,Al — <d;Al — By,— =d; Al — 817
,=d ﬂ(x)S+]_ T 'B*M it ,

where B, = ming § and § = B./M > 0. Now, we consider the following ODE
I'=-8I%, t>0,
1(0) = || Ioll o) > 0.

Upon an application of the maximum principle and direct calculations, we have

1(,0) <I(t)= m — 0, ast— oo. (3.24)

To prove the desired convergence of S, one can proceed similarly to the proof of Theorem 3.5.
In fact, as in (3.7), we first observe that the algebraic decay (3.24) is sufficient for us to infer

[o.¢]
f f |VI*dxdt < oo. (3.25)
o Jao
On the other hand, using (3.23), we calculate
1d 5 5
S dx = —dyg |VS| dx — SVI - VSdx +
2 dt Q Q

2
s—dsf |VS|2dx~|——/ |VS|2dx+X—fsz|v1|2dx+ﬂ*f Pdx
Q 2 Q 2dS Q Q

d 2
5——5/ |VS|2dx+X—IIS(-,t)IIioo(Q)/ |v1|2dx+ﬁ*/12dx.
2 Jg 2dy Q Q

Then (3.24) and (3.25) enable us to conclude that

o0
/ /|VS|2dxdt<oo.
0 Q
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With these key ingredients obtained, the remaining proof follows along the lines of the argument
of Theorem 3.5, and hence we omit the details. O

For small x > 0, Theorem 3.6 conveys to us that system (1.1) is uniformly persistent when
Ro > 1. Equipped with the ‘ultimately uniform boundedness’ (2.4), we can indeed adapt the
arguments of [31, Theorem 3.3], developed by Magal and Zhao (see [27, Theorem 4.5] or
[42, Chapter 13]), to deduce that system (1.1) is indeed uniformly persistent for any x > 0.
Specifically, we have

Theorem 3.7 Let (uy, vo) obey (1.3) and the basic reproduction number Ry > 1. Then system
(1.1) is uniformly persistent, i.e. there exists some 1 > 0, independent of (ug, vo), such that

litm infS(x, ¥) > n and litm inf I(x, t) > n uniformly for x € Q.
— 00 —> 00

Furthermore, there exists at least an EE (S, 1) of (1.1) fulfilling

/ [S(x) + I(x)] dx = N.
Q

4 Existence and uniqueness of EE

Although Theorem 3.7 provides us with the existence of EE when R, > 1, the uniqueness is
unclear. In this section, we shall discuss the existence of EE via a different method. In view of
the special reaction terms in system (1.1), we can reduce the elliptic problem of (1.1) to a single
equation, for which the existence of a positive solution can be obtained by a pure PDE approach.
Moreover, this technique allows one to deal with the uniqueness and the computations here are
also crucial for the forthcoming section where we discuss the asymptotic behaviour of EE for
small dg > 0. Hence, in the following, we focus on the steady state system associated with (1.1):

ST
dsAS+ xV - (SVI) — ﬂ(x)S+] +y@I=0, xeQ,
ST
diAl + B(x) —yx)I =0, xe,
as al S+1 4.1)
—:—:0’ xeaﬂ,
v dv
f [S®)+I(x)]dx=N.
Q

Recall that an EE (S, /) is a nonnegative solution of (4.1) with 7 £ 0 on Q2. A direct application
of the strong maximum principle and Hopf boundary point lemma asserts S, 7 > 0 on Q.
Adding the first two PDEs in (4.1), we see that

V- (dsVS+d;VI+ xSVI)=0

v-[(1+18)v<@ In <1+1S>+1>]=0. (4.2)
d] X dl
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We claim that
d
% n <1+15)+15K 43)
X dr

for some positive constant . In fact, upon setting

d
w==1In <1 +LS> +1,
X dr

v. [(1 + 15) VW] —0.
ds
As a result,

Volw(t+Zs)vw|=wv. | {1+ Zs)vw|+ 1+ Zs)|vwp?
ds ds ds
—(14+Ls) vwp.
ds

Upon an integration, one sees that w must be constant and hence (4.3) holds.

we get from (4.2) that

Let
- 1 = 1 X
I== and S=—1n<1+—s>. 4.4)
K KX d;
Then (4.3) gives rise to
dsS+1=1 (4.5)
or
d -
% (1+ls)+1=1, (4.6)
KX d;
from which it follows
d; KX - -
S=—|exp]— (1 —1) — 1| =:g(). 4.7
X ds
Define
. g()
S =px)—=——= —vX). (4.8)
g)+«l

According to the /-equation, (4.4) and (4.7), it can be easily seen that I solves
AT +TIf(x,)=0, xeQ,

oI (4.9)
av
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In addition, the integral constraints (4.1) and (4.4) show

d : ~
N:/ (S+1)dx=_’f (e"XS—l)dx+KfIdx. (4.10)
Q X Ja Q

These discussions yield equivalent descriptions of the equilibrium problem (4.1).

Lemma 4.1 A4 pair(S, 1) is a positive solution of (4.1) if and only If(S', ]) is a positive solution
of (4.9) and (4.5) with « being the unique positive constant determined by (4.10).

Thanks to the conservation of total population, we have reduced the system (4.1) to a single
equation (4.9), and then we can easily establish the existence and uniqueness of EE for the
cross-diffusive SIS model (1.1).

Theorem 4.2 When R > 1, the cross-diffusive SIS model (1.1) has a unique EE.

Proof It is enough to show that (4.9) admits a unique positive solution I with I < 1. If so, one
can solve S (> 0) from (4.5), and then « > 0 is uniquely determined via (4.10). The assumption
Ro > 1 entails 1* < 0, where A* is the principal eigenvalue of the eigenvalue problem (3.2). Let
¢* > 0 be the corresponding principal eigenfunction. Direct calculations imply that / = e¢* and
I =1 is a pair of sub- and super-solutions of (4.9), provided € > 0 is chosen to be sufficiently
small. Thus, there exists some € [I,T]. As aresult, 0 < <1 on .

We now claim 0 <7 < 1 on . In fact, let /(xo) = maxg /. Then the maximum principle [26,

Proposition 2.2] applied to (4.9) entails that

g (x0))

ﬂ(XO)g(j(xo)) + xI(xo)

> y(xp) > 0.

By the definition of g in (4.7) and the fact that 0 <7 < 1, we have g(/) > 0. Then the above
inequality yields g(I(xo)) > 0, which in turn shows that 7(x) < I(x¢) < 1 for x € Q.

Finally, thanks to the fact I € (0, 1), we simply calculate from (4.7) and (4.8) that gi,i(x, H<0
for x € Q. This enables us to deduce the uniqueness of 7 — see the detailed argument in the proof
of [3, Lemma 3.3]. O

5 Asymptotic behaviour of EE as dg — 0

In this section, we shall study the effect of motility of susceptible population. That is, we will
investigate the asymptotic behaviour of EE as dg — 0. We always assume R > 1 so that (1.1)
possesses a unique EE by Theorem 4.2. Depending on whether or not §(x) — y(x) changes sign,
we consider two different cases.

We first present a simple lemma, providing the asymptotic behaviour of I defined via (4.4) for
small dg > 0.

Lemma 5.1 If Ry > 1, up to a subsequence of ds — 0, it holds I — I* in C'(Q) for some I* €
CY(Q) with 0 < I*(x) < 1 for x € Q2 and 3I* /v =0 on XQ.
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Proof First, it follows from the definition of f in (4.8) that

| /@D ooy = B*+¥*,  ¥ds>0.
An application of the Harnack inequality [28, Lemma 2.2] to (4.9) gives

max / < C'min ] 5.1
Q Q
for some positive constant C independent of dg > 0.

Next, we have shown that 0 < < 1 and so 7 is uniformly bounded for ds > 0. Hence, apply-
ing the standard L”-estimates to (4.9) and the Sobolev embedding theorem, we infer that the
C'**(Q)-bound of ] is also independent of dg > 0 for some « € (0, 1). Thus, after passing to a
subsequence of dg — 0, it holds

I—->T*>0 inCY(Q), asds— 0, (5.2)

for some I* € C'(RQ). This C'-convergence enforces that / fulfils the homogeneous Neumann
boundary condition on 9€2. Furthermore, by (5.1), it follows

I*>0onQ or I*=0.

On the other hand, it is easy to check from the definitions of g in (4.7) and f in (4.8) that both g
and f are decreasing with respect to ds > 0. Then the same argument as [3, Lemma 4.1] shows
that I is in fact a decreasing function of ds. Consequently, it must hold I* > 0 over 2. This
finishes the proof. ]

Now, we are ready to present the asymptotic behaviour of EE when 8 > y on Q.

Theorem 5.2 Suppose B(x) > y(x) on Q. Then as ds— 0, any EE (S,I) of the model (1.1)
satisfies (S, 1) — (S*, I*) uniformly on Q with

N
F) — () s

Proof We first notice that 8 > y on Q is sufficient to guarantee R > 1 and hence a unique EE
(S,7) of (1.1) exists by Theorem 4.2. The /-equation reads as

S
d; Al = _—y)I=0, Q,
1 +<'BS+I ]/) xe
al
— =0, xe€082.
av

Observing

‘ﬁ : <B*+y*, Vds>0
<7 7 = Vo s >0,
S+ e

we obtain from the Harnack inequality that

max/ < Cmin/, 54
Q Q
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for some positive constant C independent of dg > 0. Since [, Idx < N, we once again apply (5.4)

to end up with

. C CN
max/ <Cmin/ < — [ ldx< —.
o) Q 12] Jo 12|

Thus, the L*>°-bound of / is independent of dg > 0. The same argument leading to (5.2) shows,
after passing to a subsequence of dg — 0, that

I—TI*>0 in C'(Q), asds— 0, (5.5)
for some /* € C'(Q). Moreover, the Harnack inequality (5.4) implies
I*>0 onQ or I*=0o0nQ. (5.6)

We now expand out the cross-diffusive term in the S-equation and use the /-equation to discover
that S fulfils

xS S
dsAS VS-VI=I[1+=— — =y, Q,
5 121(152) (5.
0

— =0, x€ 0.
ol

(5.7)

Let S(x9) = maxg S. Then the maximum principle in [26, Proposition 2.2] entails

XS(XO)> (Bxo) — y (x0))S(x0) — y (x0) (x0) _
d; S(xo) + 1(xo) -

I(X()) <1 + O:

from which it follows

_ ¥ (xXo)
max 8= S0) < g — v G0)

I(xp) < (mgx ) 1l oo (2)-

This in conjunction with (5.6) and (5.5) forces I* > 0, since otherwise both S and 7 are small for
sufficiently small dg > 0, contradicting the prescribed mass conservation fQ [Sx)+ I(x)]dx=N.

We now claim that /* = 1, where /* is given in Lemma 5.1. Suppose not, then according to
Lemma 5.1, we have

/Q(l—f*)dx>0.

In view of the relation of S and I in (4.6), for small ds > 0, we deduce

O<l/ (l—f*)abc</(1—1~)a’x=ﬁ 1n<l+lS>dx
2 Ja Q di

KX Ja
d

5—5 iSabcs —SN,
kx Jo dr kd;

from which it follows that x — 0 as ds— 0. As a result, / - 0 as dg— 0 due to (4.3).
However, this is a contradiction to /* > 0, as we have just proved. Thus, we must have /* = 1.
Consequently, since / — I* in C'(Q) as ds — 0 and [ = «I for positive constant «, then 7* is
necessarily a positive constant.
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Since I — I* = const > 0 in C'(Q) (in turn |VI| — 0 uniformly on ) as dg — 0, a standard
singular perturbation argument (see, for instance, [13, Lemma 2.4] or [19]) applied to (5.7) yields
that

Y (x)
B(x) — y(x)

as ds — 0. Then the conservation of total population
/ (S 41" dv=N
Q

simply gives (5.3). The uniqueness of (S*, /™) says that all the above limits hold without passing
to a subsequence of ds — 0. ]

S(x) = S*(x) = I* uniformly on , (5.8)

In the sequel, besides R > 1, we shall assume that the set {x € Q: B(x) < y(x)} is nonempty,
which in fact indicates that §(x) — y (x) must change sign. Note that all of S, / and x > 0 in (4.3)
depend on ds. Hence, to determine their asymptotics as ds — 0, we shall start with the limiting
function of 7 , Le. I* e (0, 1]. To further study the limiting function I*, we need to determine
where 0 < I* < 1 and where I* = 1. For these purposes, we define

H ={xeQ:Bx) <y} and H ={xeQ:B(x)>ykx)
and
J =xeQ:0<I*(x)<1} and JT={xeQ:Fx)=1}. (5.9)

Lemma 5.3 Suppose that Ry > 1 and {x € Q : B(x) < y(x)} # 0. Then the following statements
hold:

1 H cJ;
(ii) after passing to a subsequence of ds — 0, k — 0 and I — 0 in C'(Q);

(iil) after passing to a subsequence of ds — 0,k /ds — M > 0, where M is the unique number
satisfying

T N
/ = gy X (5.10)
Q d
and

S(x) — S*(x) = % [eX“*’”*(x))M — 1] in C'(Q). (5.11)

Proof (i) can be proved by using an indirect argument as in [3, Lemma 4.3].
(i1) First, it follows from (4.6) that

KX = X X X
—_ 1-1 dx:/ 1n<1+—S)dx§/ —8dx < =—N. 5.12
ds /Q( ) Q dr e d dr (5-12)

On the other hand, as dsg — 0, the item (i) implies

[-Das— [(-Fyac= [ (-F)ax=o
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As a result, for small dg > 0, it holds

~ 1 -
/ (1 —I)dxz—f (1— ) dx > 0.
Q 2 Ju-
This, together with (5.12), indicates that for small dg > 0,

Cla-mya<

0 -
= 2ds Jy- d;

This forces k — 0 as ds — 0, and so (4.3) ensures / < k — 0 uniformly on  as ds — 0. Since
I — I* in C'(Q) as ds — 0 by Lemma 5.1, it follows from I = « ] that I — 0 in C'(2) as ds — 0.
(iii) Using (4.7), the fact that / — I* and (i), we get

d KX (1—f
N:/[dx—i—/de:/Idx—i——I/ [ed§“ ”—1]dx
Q Q Q X Jo
dy

5.13
KX (1—-1%) ( )
[edS — 1] dx >0

= 2x Ju-
for small dg > 0. This first tells us that «/ds is bounded for small dg > 0. Thus, after further
passing to a subsequence of ds — 0 if necessary, we can assume that « /dg — M > 0. Moreover,

by sending ds — 0 in (5.13) and using (ii), we see that M is determined via (5.10). Obviously,
such M is unique and M > 0. Finally, (5.11) can be seen from (4.7) and Lemma 5.1. g

Remark 5.4 Our results here match those of [3, Lemma 4.5] with x = 0. In fact, formally letting
x — 0in (4.6), we obtain that

dsS -
—+I=1
Kd] +

Upon an integration and using the conservative property of total population, we have

j_;l (N_/Qldx>=/g(1 — Ddx.

Since I — 0 and I — I* as ds — 0, it follows that

. N
LNt
ds dy [,(1 —I*)dx

Furthermore, if we let x — 0 in (5.11), we formally obtain that
S — S*=d;(1 — I*)N*.
Those are the asympotics proved in [3, Lemma 4.5].
In View Of (5.9) and (5.11), it holds
J ={xeQ:5*x)>0} and J"={xeQ:S5*x)=0}.

Using the same arguments as those in [3, Lemmas 4.6 and 4.7], one can further prove the
following properties of the sets J* and J .
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Lemma 5.5 Suppose that Ro> 1 and {x € Q: B(x) < y(x)} #0. Then § #J+ C H+ and the
set J* has positive measure. If we further assume that the set H' = {x € Q: B(x) = y(x)} con-
sists of finitely many disjoint C'-surfaces (or finitely many points If n=1, each of which is
a simple root of B —y). Then H- is a proper subset of J~. Moreover, I* € C2(J™) satisfies
diAT* +(B—y)*=00nJ".

We summarise the findings above in the following theorem.

Theorem 5.6 Suppose that Ry > 1 and {x € Q: B(x) < y(x)} # 0.
(1) As ds— 0, any EE (S, ) of the cross-diffusive SIS model (1.1) satisfies (S,1) — (S*,0)
in C1(Q) with S* satisfying

as*
v

S* >0, =00n0Q and / S*(x)dx=N.
Q
(ii) The setJ™ :={x € Q:5*(x) > 0} contains H™.
(ili) The set J* :={x € Q: S*(x) = 0} has positive measure and it is contained in H+.
(iv) If we further assume that the set H* = {x € Q: B(x) = y(x)} consists of finitely many
disjoint CI—SLLﬂlCQS (or finitely many points if n =1, each of which is a simple root of
B —v), then H- CJ~ and the set J~ \ H™ has positive measure.

6 The model with varying total population

In this section, we briefly discuss the model (1.2) with cross-diffusion and linear source. We first
notice that the global existence and boundedness of solutions have been included in Theorem
2.3. Next, we plan to discuss the global stability of the equilibria of system (1.2). It can be easily
seen that the unique DFE is given by (S, 0), where S is the unique positive solution of

dsAS+ A(x)—S=0, xeQ,
as
— =0, x € Q.
av

Similar to Theorem 3.5, we have the following.

Theorem 6.1 Ifthe basic reproduction number Ry < 1, then the unique global-in-time bounded
and classical solution (S, I) of the cross-diffusive SIS model (1.2) satisfies (S, ) — (S, 0) in C(Q)
ast— o0.

Proof Let v(x,7)=S(x,?) — S(x) + I(x, t). Then straightforward calculations from (1.2) show
that v satisfies

v =dsAv+V - ((dj —ds)VI+ xSVI) —v+1, xeQ,t>0,

0
. s x€d,t>0, (6.1)
av

v(x, 0) = So(x) — S(x) + Io(x), xeQ.
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We multiply the first equation in (6.1) by v, integrate by parts and employ the Cauchy—Schwarz
inequality to obtain

1d

vzdxz—dg/ |Vv|2dx—(d1—ds)/ VI - Vvdx

—X/SVI-Vvdx—/ vzdx—i—/h}dx
Q Q Q
d d; — ds)?
f—dS/ |Vv|2dx—|——S/ |Vv|2dx+u/ V1 |2dx
Q 4 Jo ds Q

d 2 1 1
—|——S/ |Vv|2dx+x—/ S2|V]|2dx—/ vzdx—i——/ vzdx+—/12dx
4 Ja ds Jo Q 2 Ja 2 Jg

d dy—ds)* XSG, Dl 1
5——Sf Volde+ | s ¢ Dllie(o) /|v1|2dx+—/12dx.
2 Ja ds ds Q 2 Ja

The fact that Ry < 1 shows that (3.4) and (3.7) remain valid. Then upon an integration in the
time variable and in view of (3.4) and (3.7), we find that

o0
/ / |Vv|?dxdt < oo. (6.2)
0 Q

Next, we shall prove a weak stabilisation of v, an analog of Lemma 3.4. To this purpose, we first
integrate by parts both sides of the PDE in (6.1) and end up with

if v(x, t)dx:—/ v(x, t)dx+/ I(x, )dx. (6.3)
dt Q Q Q

Thanks to the exponential decay of  in (3.4), we can easily infer from (6.3) that fQ v(-, t) decays
exponentially to zero, and hence, its average v(¢) := ﬁ fQ v(-, ) decays also exponentially to
zero as t — 00. According to the Poincaré inequality, there exists some generic positive constant
C such that

lvC, Dl 2@ < IvC 1) — vl 2) + 10Dl 20) < CIIVUE, Dl 20y + 10D 2(0)-
By the exponential decay of v(¢) and (6.2), it then follows that

oo oo oo
/ ||v(.,t)||§z(mdz52C2/ ||W(.,t)||§2(mdt+2|sz|f [0(0)*dt <oco.  (6.4)
0 0 0

Now, for any test function ¢ € H'(R2), we deduce from (6.1) that

/vtwdxz—dsf Vv~V<pdx—/ vgpdx—i—/]godx
Q Q Q Q

- / [(d; — ds)VI+ xSVI]- Vedx
Q

<ds||I Vo, Dll 2 I VOl 20 + (I0C, Dl 20 + IHC, Dl 2e0) @]l 20
+ [(dr +d)IVIC, Dl 2y + X ISC D@ IVIC Dl 2] V@l 20
< [dsIVv(, Dl 2 + (dr +ds + XIS, Dllzo@) IVIC, D2
+ oG, Dl 2@y + 1 Dl 2 1911 @)
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which gives
10 Ol a1y < dsIIVOC, Dll 2y + (dr + s + X ISC, Dllzeiy) IVIC D)l 2
+1vC Dl 2@ + 1 Dl 20
Combining this with (3.4), (3.7), (6.2) and (6.4), we derive that

/0 llve(-, t)||%H1 (@ 4 <00 (6.5)

With the help of (6.2) and (6.5), combined with the exponential decay of fQ v(-, t), using an
argument similar to that of Theorem 3.5, one can readily show that in fact v(-,#) — 0 in C(2)
as t — 00. Since we have already known I(-, #) — 0 uniformly, then it follows S(-, 1) = v(-, #) +
S — I(-,f) — S uniformly on € as # — co. O

In the case Ry > 1, we have the following.

Theorem 6.2 Suppose that all of B, y and A are positive constants and that 8 >y (so that
Ro=B/y > 1). Then there exists a positive constant M| depending only onn, Q, B, v, d; and
N such that whenever 0 < x < xo := M /ds, the unique classical global-in-time solution (S, I)
of (1.2) converges uniformly to the unique EE (3’, Iy in the following fashion:

lim (HS(~,t) —SH + HI(-,t) —iH ) —0,
=00 ) Lo(@)

S, H= (A, u/\).
y

Proof The proof is very similar to that of Theorem 3.6 (i) by using the same Lyapunov
functional; the details are thus omitted here. O

where

In the general situation, as in proving Theorem 3.7 for the system (1.1), we can employ the
abstract dynamical systems theory to conclude the uniform persistence property for the system
(1.2). That is, we can state the following.

Theorem 6.3 Let (uy, vo) obey (1.3) and Ry > 1. Then system (1.2) is uniformly persistent, i.e.
there exists some n > 0, independent of (uy, vo), such that

litm infS(x, 1) > n and litm inf I(x, £) > n uniformly for x € Q.
— 00 — 00

Furthermore, (1.2) admits at least an EE (S, I).

Hence, when Ry > 1, Theorem 6.3 ensures the existence of EE to (1.2), which solves the
following elliptic problem:

ST
dsAS~|—XV~(SV])—ﬂ(x)S+I +yl+A(x)—S=0, xe,
ST
diAl + B(x) —y(x)[=0, x€Q, (6.6)
S+1
aS adf
—=—=0, x€0Q.
av v
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For (6.6), we only capture the following information about the asymptotic profile of EE of (1.2)
as ds — 0, which is poorer than that of (4.1).

Theorem 6.4 Assume that Ry > 1. Fix d; > 0 and let ds — 0, then every positive solution (S, I)
of the problem (6.6) satisfies (up to a subsequence of ds — 0)

I—TI" inCY(RQ)
for some positive function I* € C'(Q).

Proof We integrate by parts from (6.6) to obtain

N
— | B dx—i—/ 1dx+/ Adx—/de:O,
/Q S+1 QV Q Q

and
SI
dx — Idx = 0. 6.7
/Q Bs™ fQ yldx (6.7)
Adding the two identities, we see
/de:/ Adx.
Q Q
Then (6.7) moreover gives
SI
y*/ldxff y]dx:/ B dxfﬂ*/ de:ﬁ*/ Adx. (6.8)
Q Q o S+1 Q Q

Thus, the L'-norm of S and / is uniformly bounded with respect to dg > 0.
Now, thanks to (6.8), as in the proof of Theorem 5.2, after passing to a subsequence of dg — 0,
it holds

I—-TI">0 inC'(Q), asds— 0,
for some I* € C'(Q). Furthermore, we have the dichotomy:
I>0onQ or I"=0.

Assume that I* = 0, i.e. I — 0 in C'(Q) as ds — 0. Expanding out the cross-diffusive term in the
first equation of (6.6) and using the second equation, we see that S satisfies

BS xS
dsAS+ xVI-VS —— |1+ )+ A-85=0, Q,
;g + X +<y S+l +d1 + xe
=0

5_9

(6.9)
x€ 0.

Then, since I — 0 in C'(Q) as dg — 0, as in the proof of (5.8), a singular perturbation argument
applied to (6.9) yields that

S — A uniformly on Q, asdg— 0.
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Now, to proceed, we let
1
h=———>0
11l Loo(2)
Then ||A]|z00(@) = 1 and it can be easily seen that / satisfies
diAh+ | B S h=0 €Q
T =V, X ’
! s+1° 7
0, x € 09.

(6.10)
5 =
The Harnack inequality [28, Lemma 2.2] tells us that

max i < Cmin h (6.11)
Q Q

for some positive constant C independent of ds > 0. Since /% is uniformly bounded by 1, after
passing to a subsequence of ds — 0, we have, as before,

h—h inCY(Q),

for some 0 < 7 € C'(Q) with ||| o) = 1. In light of the Harnack inequality (6.11), it is neces-
sary that 2 > 0 on . On the other hand, since S — A > 0 and 7 — 0 uniformly on Q as dg — 0,
it follows from (6.10) that / satisfies

diAh+(B—y)h=0, xeQ,

oh

Pl
This says that the principal eigenvalue 1* of the eigenvalue problem (3.2) is zero, contradicting
Ro > 1 and the fact that 1 — R and A* have the same sign. Therefore, it holds

0, x€ 0.

I—-TI">0 inCY(Q), asds— 0.

This finishes the proof. O
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