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Triangularization of Matrices and
Polynomial Maps

Yueyue Li, Yan Tian, and Xiankun Du

Abstract. We present conditions for a set ofmatrices satisfying a permutation identity to be simulta-
neously triangularizable. As applications of our results, we generalize Radjavi’s result on triangular-
ization of matrices with permutable trace and results by Yan and Tang on linear triangularization of
polynomial maps.

1 Introduction

Let K be a ûeld. A set S of n × n matrices over K is called triangularizable if there
exists an invertiblematrix P over K such that P−1AP is an upper triangular matrix for
all A ∈ S.

Triangularization of a set ofmatrices has been studied extensively in matrix theory
[14]. Among others, Radjavi proved that a set S of n × n matrices is triangularizable
if tr((AB − BA)B1 ⋅ ⋅ ⋅Bs) = 0 for all positive integers s and for all A, B, B1 , . . . , Bs ∈ S,
where K is a ûeld of characteristic either zero or greater than n/2 that contains the
eigenvalues of every matrix in S [13, heorem 1]. he Radjavi theorem generalizes
several classic results on simultaneous triangularization of matrices, due to Levitzki,
McCoy,Kaplansky, and others [14]. heRadjavi theorem alsowas generalized in [5,8].

On the other hand, linear triangularization of polynomial maps has been studied
by several authors in the ûeld of aõne algebraic geometry [2–4, 9–11, 15, 17, 19, 21],
because it relates to two famous open problems: the tame generators problem and the
Jacobian conjecture [1,18]. Recently, Yan and Tang [21] proved that a polynomial map
F = X +H with the Jacobian matrix of H nilpotent is linearly triangularizable if there
exists an integer r ≥ 2 such that

JH(X(1))JH(X(2)) ⋅ ⋅ ⋅ JH(X(r)) = JH(X(σ(1)))JH(X(σ(2))) ⋅ ⋅ ⋅ JH(X(σ(r)))

for all permutation σ on {1, 2, . . . , r}.
Our aim is to generalize the Radjavi theorem and the result of Yan and Tang by

investigating triangularizability of a σ-permutable set S ofmatrices, that is, S satisûes
a permutation identity:

A1A2 ⋅ ⋅ ⋅Ar = Aσ(1)Aσ(2) ⋅ ⋅ ⋅Aσ(r) , for all A1 ,A2 , . . . ,Ar ∈ S ,
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for some nonidentity permutation σ . his paper is organized as follows. Section 2 is
devoted to the permutability group G(S) of a permutable subset S of a semigroup. It
is proved that if S is permutable, then G(S) contains 3-cycles (k m n) for some pos-
itive integer d and for all distinct positive integers k,m, n with k ≡ m ≡ n mod d.
In Section 3 it is proved that a σ-permutable set S of n × n matrices with ∆(σ) = 1
is triangularizable, where ∆(σ) = gcd{∣σ(i) − i∣ ∣ 1 ≤ i ≤ r}. his result is used to
prove a generalization of the Radjavi theorem. In Section 4, we are concerned with
triangularization of a permutable subspace of nilpotent matrices. In Section 5, as an
application of our results, we generalize the result of Yan and Tang [21] on triangular-
ization of polynomial maps.

hroughout this paper, letN be the set of positive integers. Denote by e i j the n×n
matrix unit, i.e., thematrix with 1 in the (i , j) entry and 0 elsewhere, for 1 ≤ i , j ≤ n.

2 Permutability Groups

In this section, let S denote a nonempty subset of a semigroup. For k ∈ N, let Sk =
{a1a2 ⋅ ⋅ ⋅ ak ∣ a1 , a2 , . . . , ak ∈ S} and let S0 be empty.

Let Sn denote the symmetric group on the set {1, 2, . . . , n} for n ∈ N. he product
of permutations is read from right to le�.

Given a permutation σ ∈ Sn , S is called σ-permutable if

a1a2 ⋅ ⋅ ⋅ an = aσ(1)aσ(2) ⋅ ⋅ ⋅ aσ(n)

for all a1 , a2 , . . . , an ∈ S. If S is σ-permutable for some nonidentity permutation σ ,
then S is called permutable.
A permutation σ in Sm can naturally be considered as a permutation σ ′ in Sn for

m ≤ n. However, S is not necessarily σ-permutable, even if S is σ ′-permutable. For
example, let S = {e11 , e12}. hen S is (1 2)-permutable for the 2-cycle (1 2) ∈ S3, but
not for the 2-cycle (1 2) ∈ S2. To avoid this issuewewill considerûnitary permutations
on N.
Denote by FSym(N) the ûnitary symmetric group on N and consider Sn as a sub-

group in the natural way for all n ∈ N. hen FSym(N) is the union of all Sn , n ∈ N.
For σ ∈ FSym(N), the support of σ is deûned by

supp(σ) = {i ∈ N ∣ σ(i) ≠ i}.

See [6] for more details on FSym(N).
Denote by G(S) the set of σ ∈ FSym(N) satisfying

ua1a2 ⋅ ⋅ ⋅ anv = uaσ(1)aσ(2) ⋅ ⋅ ⋅ aσ(n)v

for some integer n greater than or equal to the maximum in supp(σ), for all suõ-
ciently large t ∈ N and for all u, v ∈ S t and a1 , a2 , . . . , an ∈ S.

Remark 2.1 he set G(S) is a subgroup of FSym(N), and a set S is permutable if
and only if G(S) is nontrivial.
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Remark 2.2 Under the canonical embedding of Sn into FSym(N), if S is
σ-permutable for σ ∈ Sn , then σ ∈ G(S), and conversely, if σ ∈ G(S), then there
exists n ∈ N such that σ ∈ Sn and S is σ-permutable.

If S is permutable, let

d(S) = min{ ∣σ(i) − i∣ ∣ σ ∈ G(S) and i ∈ supp(σ)} .

For σ ∈ FSym(N) and an integer k ≥ 0, we deûne σ[k] ∈ FSym(N) as follows

σ[k](i) =
⎧⎪⎪⎨⎪⎪⎩

i if 1 ≤ i ≤ k,
σ(i − k) + k if i > k,

that is,

σ[k] = (1 2 ⋅ ⋅ ⋅ k k + 1 k + 2 ⋅ ⋅ ⋅
1 2 ⋅ ⋅ ⋅ k k + σ(1) k + σ(2) ⋅ ⋅ ⋅) .

Lemma 2.3 Let σ ∈ FSym(N).
(i) If σ ∈ G(S), then σ[k] ∈ G(S) for all k ∈ N.
(ii) If σ[k] ∈ G(S), for some k ∈ N, then σ ∈ G(S).

Proof he proof is straightforward. ∎

Lemma 2.4 If S is permutable, then d(S) ∣ σ(i) − τ(i) for all i ∈ N and all σ ,
τ ∈ G(S).

Proof Let T = {σ(i) − i ∣ σ ∈ G(S) and i ∈ N}. hen

σ(i) − τ(i) = στ−1(τ(i)) − τ(i) ∈ T ,

for all σ , τ ∈ G(S) and i ∈ N. hus, T = {σ(i) − τ(i) ∣ σ , τ ∈ G(S) and i ∈ N}.
Now we need only prove that T is a subgroup of the additive group of integers. Let
m = σ(i)− i and n = τ( j)− j for σ , τ ∈ G(S) and i , j ∈ N. Since σ[ j](i + j) = σ(i)+ j
and τ[i](i + j) = τ( j) + i, by Lemma 2.3 we have

m − n = (σ(i) + j) − (τ( j) + i) = σ[ j](i + j) − τ[i](i + j) ∈ T .

hus T is an additive subgroup of the integers, as desired. ∎

he following lemma is a well-known fact [6, Exercise 1.6.7]. We include here a
proof for completeness.

Lemma 2.5 Let G be a subgroup of FSym(N). If supp(σ) ∩ supp(τ) = {m}, for
σ , τ ∈ G, then the 3-cycle (σu(m) m τv(m)) ∈ G for all u, v ∈ {−1, 1}.

Proof It is a routine matter to verify that τστ−1σ−1 = (σ(m) m τ(m)). hus
(σ(m) m τ(m)) ∈ G. Noting that supp(σu) ∩ supp(τv) = {m}, we see that
(σu(m) m τv(m)) ∈ G for all u, v ∈ {−1, 1}. ∎

Lemma 2.6 If S is permutable and d(S) = d, then (1 1+d 1+2d) ∈ G(S).
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Proof Let d = σ(i1) − i1 > 0 for some σ ∈ G(S) and some i1 ∈ N. Let i0 and
is be the minimum and the maximum in supp(σ), respectively. hen supp(σ) ∩
supp(σ[is−i0]) = is . By Lemma 2.5,

(σ(is) is σ[is−i0](is)) = (σ(is) is σ(i0)+is−i0) ∈ G(S).
Since i0 < σ(i0) by the minimality of i0 and σ(is) < is by the maximality of is , we
have σ(i0) − i0 = m1d and is − σ(is) = m2d for some m1 ,m2 ∈ N by Lemma 2.4,
whence (is−m2d is is+m1d) ∈ G(S). It follows from Lemma 2.3 that (is is +m2d is +
(m1 +m2)d) ∈ G(S). hus Lemma 2.3 implies that

(is+(m1+m2)d is+(m1+2m2)d is+2(m1+m2)d) ∈ G(S).
Applying Lemma 2.5 to the last two 3-cycles gives

(is is+(m1+m2)d is+2(m1+m2)d) ∈ G(S).
Let n = m1 + m2. hen (is is+nd is+2nd) ∈ G(S). Now a simple induction gives
(is is+2k−1nd is+2knd) ∈ G(S) for all k ∈ N. For, if

(is is+2k−1nd is+2knd) ∈ G(S),
then (is+2knd is+(2k−1+2k)nd is+2k+1nd) ∈ G(S) by Lemma 2.3, and so applying
Lemma 2.5 to the last two 3-cycles yields (is is+2knd is+2k+1nd) ∈ G(S).

Take N = 2k−1nd for some k ∈ N such that N > max{is − i1 , 2d} and let τ =
(is is+N is+2N). hen we see that supp(σ[is−i1]) ∩ supp(τ) = {is}, and so by
Lemma 2.5 we have that

(is σ[is−i1](is) τ(is)) = (is is+d is+N) ∈ G(S).
Also (is+d is+2d is+N+d) ∈ G(S) by Lemma 2.3. Since N > 2d, by Lemma 2.5, we
have (is is+d is+2d) ∈ G(S). Let ρ = (1 1+d 1+2d). hen ρ[is−1] = (is is+d is+2d)
∈ G(S), and so (1 1+d 1+2d) ∈ G(S) by Lemma 2.3. ∎

Lemma 2.7 If d(S) = d, then G(S) contains the 3-cycles (r s t) for all r, s, t ∈ Nwith
r ≡ s ≡ t mod d.

Proof It suõces to prove that (1 + kd 1 +md 1 + nd) ∈ G(S) for all integers k,m, n
with 0 ≤ k < m < n, since in this case (i + kd i +md i + nd) ∈ G(S) for i ∈ N by
Lemma 2.3.

We ûrst claim that (1 1 + d 1 + kd) ∈ G(S) for all integers k > 1. Indeed, it follows
by induction. ByLemma 2.6, (1 1 + d 1 + 2d) ∈ G(S). Suppose (1 1 + d 1 + (k − 1)d)
∈ G(S) for k > 2. hen (1 + d 1 + 2d 1 + kd) ∈G byLemma 2.3. hus (1 1 + d 1 + kd)
∈ G(S) by Lemma 2.5, as desired.

We next claim that (1 1 + kd 1 +md) ∈ G(S) for all integers 0 < k < m. If
k = 1, then there is nothing to prove by the ûrst claim. Suppose that k > 1. hen
the ûrst claim gives σ = (1 1 + d 1 + kd) ∈ G(S) and (1 1 + d 1 +md) ∈ G(S). hus
σ−1(1 1+d 1+md)σ = (σ−1(1) σ−1(1+d) σ−1(1+md))= (1+ kd 1 1+md) ∈G(S).
It follows that (1 1 + kd 1 +md) = (1 + kd 1 1 +md)2 ∈ G(S).
Finally, given distinct nonnegative integers k,m, n, without loss of generality, we

can assume that 0 < k < m < n. hen we have

(1 1+(m−1)d 1+(n−1)d) ∈ G(S)
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by the second claim, and so (1 + d 1 +md 1 + nd) ∈ G(S). hus we suppose
k > 1. hen we have that τ = (1 1 + d 1 + nd) ∈ G(S) by the ûrst claim and
(1 1 + kd 1 +md) ∈ G(S) by the second claim. Hence

τ−1(1 1 + kd 1 +md)τ = (τ−1(1) τ−1(1+kd) τ−1(1+md))
= (1+nd 1+kd 1+md).

hus ρ = (1+kd 1+md 1+nd) ∈ G(S). ∎

Denote by Alt(N) the alternating group on N. hen Alt(N) has index 2 in the
group FSym(N) and it is generated by all 3-cycles on N [6, Exercise 1.6.8].

Corollary 2.8 Let S be a permutable set. hen the following are equivalent.
(i) d(S) = 1.
(ii) (1 2 3) ∈ G(S).
(iii) Alt(N) ⊂ G(S).

Proof Clearly, (iii) ⇒ (ii) ⇒ (i). If d(S) = 1, then Lemma 2.7 implies that G(S)
contains all 3-cycles, and so Alt(N) ⊂ G(S). his proves (i)⇒ (iii). ∎

Lemma 2.9 Let σ = (1 1+km 1+2km) with k,m ∈ N. hen (1 1+m 1+2m) ∈
G(Sk) if and only if σ[0]σ[1] ⋅ ⋅ ⋅ σ[k−1] ∈ G(S).

Proof he proof is straightforward. ∎

Lemma 2.10 If d(S) = d, then d(Sk) = d/ gcd(d , k) for any k ∈ N.

Proof Let gcd(d , k) = d1, d = pd1, k = qd1, and d(Sk) = t. We only need to prove
that t = p.
For σ = (1 1+kp 1+2kp), we have σ = (1 1+dq 1+2dq) ∈ G(S) by Lemma 2.7,

and so σ[0]σ[1] ⋅ ⋅ ⋅ σ[k−1] ∈ G(S). hus (1 1+p 1+2p) ∈ G(Sk) by Lemma 2.9. Hence
t ∣ p by Lemma 2.4. For σ = (1 1+kt 1+2kt), we have τ = σ[0]σ[1] ⋅ ⋅ ⋅ σ[k−1] ∈ G(S) by
Lemma 2.9, since (1 1+t 1+2t) ∈ G(Sk) by Lemma 2.7. Noting that τ(1) − 1 = kt =
qd1 t, we have d ∣ qd1 t by Lemma 2.4. Since gcd(p, q) = 1, we have p ∣ t. his ûnishes
the proof. ∎

A subset S of a semigroup is called a nil set of bounded index if there exists a
positive integer s such that as = 0 holds for all a ∈ S.

heorem 2.11 Let d(S) = d and k ∈ N.
(i) If d ∣ k, then d(Sk) = 1.
(ii) If gcd(d , k) = 1 and S is a nil set of bounded index, then elements in Sk are

nilpotent.

Proof (i) follows immediately from Lemma 2.10.
(ii) Suppose S is a nil set of bounded index, that is, as = 0 for all a ∈ S and for some

s ∈ N. If k is prime to d, then kv = du + 1 for some u, v ∈ N. Let d′ = du and k′ = kv.
hen k′ = d′ + 1, andmoreover, we can assume that d′ ≥ s.
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Let N i = {i + jd ∣ j ∈ {0} ∪N} and let G i be the subgroup generated by

{(i+ jd i+md i+nd) ∣ j,m, n are distinct nonnegative integers}

for i = 1, 2, . . . , d. hen G i ⊂ G(S) by Lemma 2.7. Furthermore, G i acts transitively
on N i and supp(σ) ⊂ N i for all σ ∈ G i . hus there exists σi ∈ G i such that σi(i) =
i + (i − 1)d′ for i = 1, 2, . . . , d′, and the supports of σ1 , σ2 , . . . , σd′ are disjoint. Let
σ = σ1σ2 ⋅ ⋅ ⋅ σd′ ∈ G(S) and let im be the maximum in supp(σ). Take r ∈ N such
that r > max{k′d′ , im}. hen for all suõciently large integers t and for all u, v ∈ S t ,
a1 , a2 , . . . , ar ∈ S with aqk′+i = a i for integers q ≥ 0 and 1 ≤ i ≤ k′ we have

u(a1 ⋅ ⋅ ⋅ ak′)d
′
⋅ ⋅ ⋅ arv = ua1a2 ⋅ ⋅ ⋅ ak′d′ ⋅ ⋅ ⋅ arv

= uaσ(1)aσ(2) ⋅ ⋅ ⋅ aσ(k′d′) ⋅ ⋅ ⋅ aσ(r)v
= ua1a2+d′ ⋅ ⋅ ⋅ ad′+(d′−1)d′aσ(d′+1) ⋅ ⋅ ⋅ aσ(k′d′) ⋅ ⋅ ⋅ aσ(r)v

= uad
′

1 aσ(d′+1) ⋅ ⋅ ⋅ aσ(k′d′) ⋅ ⋅ ⋅ aσ(r)v
= 0,

since a(i−1)d′+i = a(i−1)k′+1 = a1 for i = 1, 2, . . . , d′ . hus elements in Sk′ are nilpotent,
and so elements in Sk are nilpotent. ∎

Remark 2.12 he subsemigroup generated by a permutable set is not necessarily
permutable. For example, let S = {e12 , e21}. hen S is (1 3)-permutable for (1 3) ∈ S3
and the subsemigroup T = {0, e11 , e22 , e12 , e21} generated by S is not permutable.
Suppose otherwise. hen (1 2) ∈ G(T) by [12,heorem 1]. It follows that ue12e22v =
ue22e12v = 0 for all suõciently large integers t and for all u, v ∈ S t . Particularly,
e12 = e t11e12e22e t22 = 0, a contradiction.

It is interesting to compareheorem 2.11(i) with [12,heorem 1], which states that
(1 2) ∈ G(S) or equivalently G(S) = FSym(N) if S is a permutable semigroup. Now
we can deduce [12,heorem 1] from our results.

Corollary 2.13 Suppose S is a permutable semigroup. hen G(S) = FSym(N).

Proof Suppose d(S) = d. hen (1 2 3) ∈ G(Sd) by heorem 2.11(i) and Corollary
2.8. Since S is a semigroup, we have Sd+1 ⊂ Sd . hus

(2.1) u(a1 ⋅ ⋅ ⋅ ad)(ad+1 ⋅ ⋅ ⋅ a2d+1)(a2d+2 ⋅ ⋅ ⋅ a3d+1)v
= u(ad+1 ⋅ ⋅ ⋅ a2d+1)(a2d+2 ⋅ ⋅ ⋅ a3d+1)(a1 ⋅ ⋅ ⋅ ad)v

for all suõciently large t ∈ N and for all u, v ∈ S t and a1 , a2 , . . . , a3d+1 ∈ S. Let σ
be the permutation appearing in equation (2.1). hen σ(1) − 1 = d and σ(3d + 1) −
(3d + 1) = −2d − 1, whence d(S) = 1 by Lemma 2.4. In the case of d = 1, equation (2.1)
gives σ = (1 2 3 4), which is odd. hus G(S) contains an odd permutation and, by
Corollary 2.8, the even permutations. Hence G(S) = FSym(N). ∎
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3 Simultaneous Triangularization of Permutable Matrices

It iswell known that an associative algebra R over a ûeld K is a Lie algebra over K with
the Lie product deûned by the commutator [a, b] = ab − ba.

Lemma 3.1 Let R be an associative algebra over a ûeld with a generating set S. If S is
σ-permutable for σ = (1 2 3) ∈ S3, then R is a nilpotent Lie algebra.

Proof It suõces to prove that

(3.1) [[a1 ⋅ ⋅ ⋅ ar , b1 ⋅ ⋅ ⋅ bs], c1 ⋅ ⋅ ⋅ ct] = 0

for all r, s, t ∈ N and a1 , . . . , ar , b1 , . . . , bs , c1 , . . . , ct ∈ S. Since S is σ-permutable, we
have abc = bca and so [a, bc] = 0 and [a, [b, c]] = 0 for all a, b, c ∈ S. herefore, S2k

is contained in the center of R for all k ∈ N. If one of r, s, t is even, then (3.1) holds. If
r, s, t are all odd, then

[[a1 ⋅ ⋅ ⋅ ar , b1 ⋅ ⋅ ⋅ bs], c1 ⋅ ⋅ ⋅ ct] = a1 ⋅ ⋅ ⋅ ar−1b1 ⋅ ⋅ ⋅ bs−1c1 ⋅ ⋅ ⋅ ct−1[[ar , bs], ct] = 0,

as desired. ∎

Lemma 3.2 Let R be a ûnite-dimensional associative algebra over a ûeld with a gen-
erating set S. If S is permutable and d(S) = 1, then R/J is commutative, where J is the
Jacobson radical of R.

Proof If d(S) = 1, then (1 2 3) ∈ G(S) by Lemma 2.6. It follows that uabcv = ubcav
for all suõciently large integers t and for all u, v ∈ S t and a, b, c ∈ S,which implies that
abc−bca ∈ J. Let R̄ = R/J and S̄ be the image of S under the natural homomorphism
R → R̄. hen R̄ is an algebra generated by S̄ and S̄ is σ-permutable for σ = (1 2 3) ∈ S3.
By Lemma 3.1, R̄ is Lie nilpotent, and so R̄ is commutative. ∎

Lemma 3.3 ([14, heorem 1.3.2]) An algebra of matrices is triangularizable if and
only if each commutator BC − CB is nilpotent.

heorem 3.4 Let S be a set of n × n matrices over an algebraically closed ûeld. If S is
permutable and d(S) = 1, then S is triangularizable.

Proof Let R be the subalgebra generated by S. By Lemma 3.2 and Lemma 3.3, R is
triangularizable, and so is S. ∎

For a nonidentity permutation σ ∈ Sn , deûne

∆(σ) = gcd ( ∣σ(1) − 1∣, ∣σ(2) − 2∣, . . . , ∣σ(n) − n∣) .

heorem 3.5 Let S be a set of n × n matrices over an algebraically closed ûeld. If S is
σ-permutable for some permutation σ with ∆(σ) = 1, then S is triangularizable.

Proof his follows directly from Lemma 2.4 andheorem 3.4. ∎
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Remark 3.6 he condition ∆(σ) = 1 in heorem 3.5 is not necessary. For example,
the set S of invertible upper triangular 2×2matrices over a ûeld is triangularizable but
not permutable, since, if S is permutable, it must be commutative by [12,heorem 1].

Using heorem 3.5, we can now generalize Radjavi’s result [13, heorem 1]. he
proof is based on ideas in the proof of [13,heorem 1].

heorem 3.7 Let S be a set of n × n matrices over a ûeld K of characteristic either
zero or greater than n/2. Suppose that the eigenvalues of everymatrix in S belong to K.
If there exists a permutation σ ∈ Sr with ∆(σ) = 1 such that

(3.2) tr((A1 ⋅ ⋅ ⋅Ar − Aσ(1) ⋅ ⋅ ⋅Aσ(r))B1 ⋅ ⋅ ⋅Bs) = 0

for all s ∈ N and for all A1 , . . . ,Ar , B1 , . . . , Bs ∈ S, then S is triangularizable.

Proof Without loss of generality we can assume that the ûeld K is algebraically
closed and that

(3.3) tr(A1 ⋅ ⋅ ⋅Ar − Aσ(1) ⋅ ⋅ ⋅Aσ(r)) = 0,

since otherwise we can replace r with r + 1 and σ with σ[1]. For, clearly ∆(σ[1]) = 1.
Using (3.2) and the fact that tr(AB) = tr(BA) for all n × n matrices A, B over K, we
have

(3.4) tr((BsA1 ⋅ ⋅ ⋅Ar − BsAσ(1) ⋅ ⋅ ⋅Aσ(r))B1 ⋅ ⋅ ⋅Bs−1) = 0,

for all s ∈ N and for all A1 , . . . ,Ar , B1 , . . . , Bs ∈ S. Now rewriting A i as A i+1, for
i = 1, 2, . . . , r and Bs as A1 in (3.4), we have

tr((A1A2 ⋅ ⋅ ⋅Ar+1 − Aτ(1)Aτ(2) ⋅ ⋅ ⋅Aτ(r+1))B1 ⋅ ⋅ ⋅Bs−1) = 0, (τ = σ[1]),
for all s ∈ N and for all A1 , . . . ,Ar+1 , B1 , . . . , Bs−1 ∈ S, implying that (3.2) and (3.3)
hold with r replaced by r + 1 and σ by σ[1].

Let R be the unital subalgebra generated by S over K. hen

tr((A1 ⋅ ⋅ ⋅Ar − Aσ(1) ⋅ ⋅ ⋅Aσ(r))C) = 0,

for all A1 , . . . ,Ar ∈ S and C ∈ R. By [14, heorem 1.5.1] or [20, heorem 1], we can
assume that R consists of block upper triangular matrices with k diagonal blocks. We
must prove all diagonal blocks are 1 × 1 matrices. Suppose that, on the contrary, the
ûrst diagonal block, say, is of order m > 1. Let C(i) denote the i-th diagonal block of
C ∈ R, R i the algebra consisting of all thematrices C(i), and S i the set of i-th diagonal
blocks ofmembers in S. By [14,heorem 1.5.1], there exists a subset J of {1, 2, . . . , k}
containing 1 such that
(i) R1 is the algebra of the m ×m matrices over K;
(ii) A(i) = A( j) for all A in R and i , j ∈ J;
(iii) for any C ∈ R1, there is an A ∈ R such that A(i) = C for i ∈ J and A(i) = 0 for

i /∈ J, i = 1, 2, . . . , k.
Denote A(1) brie�y by A′ for all A ∈ R. hen we have that

t tr((A′1 ⋅ ⋅ ⋅A′r − A′σ(1) ⋅ ⋅ ⋅A′σ(r))C) = tr((A1 ⋅ ⋅ ⋅Ar − Aσ(1) ⋅ ⋅ ⋅Aσ(r))A) = 0,
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where t is the cardinality of the set J, A1 , . . . ,Ar ∈ S, and C ∈ R1 and A ∈ R are as
in (iii) above. By (ii) above, mt ≤ n, and so t ≤ n/m ≤ n/2. hus tr((A′1 ⋅ ⋅ ⋅A′r −
A′σ(1) ⋅ ⋅ ⋅A′σ(r))C) = 0 for all A1 , . . . ,Ar ∈ S and C ∈ R1, since the characteristic of K
is 0 or greater than n/2. hus

A′1 ⋅ ⋅ ⋅A′r − A′σ(1) ⋅ ⋅ ⋅A′σ(r) = 0,

for all A1 , . . . ,Ar ∈ S, since R1 is the algebra of the m ×m matrices by (i) above. Note
that S1 is a generating set of R1. hen heorem 3.5 implies that R1 is triangularizable,
and so m = 1, contradicting the assumption that m > 1. ∎

4 Simultaneous Triangularization of Permutable Subspace of
Nilpotent Matrices

It is well known that a set S of nilpotent matrices is triangularizable if and only if
Sk = 0 for some k ∈ N [14,heorem 2.1.7].

heorem 4.1 Let S be a subset of nilpotent n × n matrices over a ûeld K. hen S is
triangularizable if and only if S is σ-permutable for some permutation σ with ∆(σ) = 1.

Proof Suõciency. Let K̄ denote the algebraic closure of K. hen S is triangular-
izable over K̄ by heorem 3.5, and so Sk = 0 for some k ∈ N. It follows that S is
triangularizable over K.

Necessity. Suppose S is triangularizable. hen Sk = 0 for some k ∈ N,which implies
that S is σ-permutable for all nonidentical σ ∈ Sk . ∎

he following example shows that for every integer d > 1 there exists a (1 d+1)-
permutable set S of nilpotent matrices such that S is not triangularizable.

Example 4.2 Let S = {e12 , e23 , . . . , ed1} for d > 1. hen S is a σ-permutable set of
square-zero matrices for σ = (1 d+1) ∈ Sd+1, but S is not triangularizable.

Proof Indeed, let ak = e ik jk , where 1 ≤ ik , jk ≤ d and jk ≡ ik + 1 mod d for k =
1, 2, . . . , d + 1. We ûrst claim that if a1a2 ⋅ ⋅ ⋅ ad+1 ≠ 0, then a1 = ad+1. Indeed, in this
case wemust have

ik + 1 ≡ ik+1 mod d , k = 1, 2, . . . , d .
It follows that i1 ≡ id+1 mod d, which implies that i1 = id+1 since 1 ≤ i1 , id+1 ≤ d.
hus a1 = ad+1.

Let σ = (1 d+1) ∈ Sd+1. If a1 ≠ ad+1, then

a1a2 ⋅ ⋅ ⋅ ad+1 = aσ(1)aσ(2) ⋅ ⋅ ⋅ aσ(d+1)

since both sides of the last equation equal 0 by the claim above. If a1 = ad+1, then
a1a2 ⋅ ⋅ ⋅ ad+1 = aσ(1)aσ(2) ⋅ ⋅ ⋅ aσ(d+1). hus S is σ-permutable.

Since e12e23 ⋅ ⋅ ⋅ ed1 = e11, we see that S is not triangularizable. ∎

Lemma 4.3 Let S be a subset of an algebra over a ûeld K. If S is σ-permutable for
some σ ∈ Sn , the subspace spanned by S is σ-permutable.
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Proof Given a1 , . . . , am ∈ S and λk j ∈ K for k = 1, 2, . . . , n and j = 1, 2, . . . ,m, let
uk = ∑m

j=1 λk ja j for k = 1, 2, . . . , n. hen

u1 ⋅ ⋅ ⋅un =∑ λ1 j1 ⋅ ⋅ ⋅ λn jn a j1 ⋅ ⋅ ⋅ a jn

=∑ λσ(1) jσ(1) ⋅ ⋅ ⋅ λσ(n) jσ(n)a jσ(1) ⋅ ⋅ ⋅ a jσ(n)

= uσ(1) ⋅ ⋅ ⋅uσ(n)

hus the subspace spanned by S is σ-permutable. ∎

Lemma 4.4 Let A and B be n × n matrices over a ûeld K that are simultaneously
triangularizable over the algebraic closure of K. If AB and A + B are nilpotent, then A
and B are nilpotent.

Proof Without loss of generality, we assume that A and B are upper triangular ma-
trices. Let a i and b i be the i-th diagonal entries of A and B, respectively. If AB and
A + B are nilpotent, then a ib i = 0 and a i + b i = 0, which force a i = b i = 0. hus A
and B are strictly upper triangular matrices, and so they are nilpotent. ∎

heorem 4.5 Let S be a subspace of nilpotent n × n matrices over a ûeld K. If S is
permutable and K contains at least d(S) elements, then S is triangularizable.

Proof If d(S) = 1, it follows immediately fromheorem4.1. Supposeon the contrary
that d(S) = d > 1. Denote by U the subspace spanned by Sd . hen U is permutable
and d(U) = 1 by Lemma 4.3 andheorem 2.11. It follows from heorem 3.4 that U is
triangularizable over the algebraic closure ofK. LetU0 be the set of nilpotentmatrices
in U . hen U0 is a K-subspace of U such that Ad ∈ U0 for all A ∈ S, and CD and DC
are nilpotent for all C ∈ U and D ∈ U0.

Let Tm = {A ∈ S ∣ AmSd−m ⊂ U0} for m = 1, 2, . . . , d. We now claim that

S = Td = ⋅ ⋅ ⋅ = T2 = T1 .

We proceed via a reverse inductive argument. Since Ad ∈ U0, we have that Td = S.
Suppose S = Tm for 1 < m ≤ d. Clearly, S = Td ⊃ ⋅ ⋅ ⋅T2 ⊃ T1. To prove S = Tm−1, we
need to prove that Am−1BW ∈ U0 for all A, B ∈ S andW ∈ Sd−m . Since S is a subspace,
we have (A+ zB)mW ∈ U0. Expanding (A+ zB)mW we get

AmW + zMW + ⋅ ⋅ ⋅ + zm−1NW + zmBmW ≡ 0 mod U0 ,

for all z ∈ K, where M = ∑m−1
i=0 AiBAm−i−1 and N = ∑m−1

i=0 B iABm−i−1. Since AmW ≡
BmW ≡ 0 mod U0 by the inductive hypothesis, we have

(4.1) zMW + ⋅ ⋅ ⋅ + zm−1NW ≡ 0 mod U0 .

Since K contains at least d elements and m ≤ d, we can choose distinct nonzero
elements z i ∈ K (1 ≤ i ≤ m − 1) and replace z with z i in (4.1) to obtain

z iMW + ⋅ ⋅ ⋅ + zm−1
i NW ≡ 0 mod U0 , i = 1, 2, . . . ,m − 1.

Now we get MW ≡ 0 mod U0 by a Vandermonde determinant argument. Write

(4.2) MW = CAW + Am−1BW ,
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where C = ∑m−2
i=0 AiBAm−i−2. Note that AWAm−1 ∈ U0 and BWC ∈ U . hen

AWAm−1BWC is nilpotent, and so CAWAm−1BW is nilpotent. Applying Lemma 4.4
to (4.2), we get CAW and Am−1BW are nilpotent. Hence Am−1BW ∈ U0, as desired.

Now S = T1 implies that Sd ⊂ U0. hus Sdn = 0 and so d(S) = 1, which contradicts
the assumption d(S) > 1. ∎

Remark 4.6 heorem 4.5 fails for the ûeld K of two elements if the condition that
K contains at least d(S) elements is removed. Let

S = {ae12 + be23 + (a + b)e31 ∣ a, b ∈ K} .

hen S is a subspace. Noting that products of any threematrices in S are diagonal,we
can see that S consists of nilpotent matrices, S is permutable, and S is not triangular-
izable.

5 Linear Triangularization of Polynomial Maps

Let K be a ûeld of characteristic zero and K[X] = K[x1 , x2 , . . . , xn] be the polynomial
algebra in the variables x1 , x2 , . . . , xn over K.
A polynomial map is an n-tuple F = (F1 , F2 , . . . , Fn) ∈ K[X]n and its Jacobian

matrix is JF = (∂Fi/∂x j). A polynomial map F is called linearly triangularizable if
there exists an invertible linear map L ∈ GLn(K) such that L−1FL is upper triangular,
in the sense that Fi − x i ∈ k[x i+1 , . . . , xn] for all 1 ≤ i ≤ n − 1 and Fn = xn .
For F ∈ K[X]n , write JF(K) for the set of Jacobian matrices JF∣X=u , u ∈ Kn .

Lemma 5.1 ([19, 22]) A polynomial map F = X + H with JH nilpotent is linearly
triangularizable if and only if the set JH(K) is simultaneously triangularizable.

By the lemma above it is natural to study linear triangularization of polynomial
maps from the point of view of simultaneous triangularization ofmatrices.

Yan and Tang [21, heorem 1] proved that a polynomial map F = X + H with JH
nilpotent is linearly triangularizable if the set JH(K) is σ-permutable for all σ ∈ Sr
for some r ≥ 2. We now give generalizations ofheorem 2.1 and Corollary 2.3 in [21]
that are direct corollaries ofheorem 4.5 and Lemma 5.1.

heorem 5.2 A polynomial map F = X +H with JH nilpotent is linearly triangular-
izable if and only if the set JH(K) is σ-permutable for some σ ∈ Sr with ∆(σ) = 1.

heorem 5.3 Let F = X + H be a polynomial map such that JH is nilpotent. Write
JH = ∑α Aαxα and let S be the set of the Aα ’s. hen F is linearly triangularizable if and
only if S is σ-permutable for some σ ∈ Sr with ∆(σ) = 1.

A Jacobian matrix JH is called additive-nilpotent if each matrix in the subspace
spanned by JH(K) is nilpotent [7, 16].

he following result is a direct corollary ofheorem 4.5 and Lemma 5.1.

heorem 5.4 A polynomial map F = X + H with JH additive-nilpotent is linearly
triangularizable if and only if the set JH(K) is permutable.
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