
(CSE) is now widely accepted as an independent discipline that
complements theory and experiment. The stimulus for the creation
of CSE lies in the rapid advancement of computer performance, as
predicted in 1965 by Intel co-founder, Gordon Moore(1). This
prophetic article led to the establishment of Moore’s law, which is
often interpreted as a doubling in computer performance every 18
months. However, in his original article, Moore was asked to predict
future developments in integrated electronics and the semiconductor
industry, subjects that were still quite young and gaining acceptance,
and stated that the number of components (e.g. a transistor, resistor,
diode or capacitor) would double every 12 months. In 1975, Moore(2)

reassessed the available data and predicted a slowing down of this
trend, largely due to an expected drop in packaging efficiency, and
projected a doubling every two years from 1980 onwards.

Regardless of the exact exponential scaling for computer perfor-
mance, a major beneficiary from these rapid developments has been
computational science. In this paper, the focus is on computational
aerodynamics and particularly the application of computational fluid
dynamics (CFD) to applied aerodynamic problems that require
extensive use of the high-end computing (HEC). Parallel computing
now plays a significant role in delivering increased understanding of
complex flow phenomena associated with the simulation of geomet-
rically realistic aircraft. The fact that computers would play an
increasingly important role was recognised by Chapman(3), who gave

ABSTRACT

The establishment of the UK Applied Aerodynamics Consortium in
2004 brought together many of the UK’s leading research groups to
tackle challenging aerodynamic problems on the national computing
facility, HPCx. This paper provides a brief history of some early
pioneers of numerical simulation and highlights some key contribu-
tions to development in parallel processing that laid the foundations
for today’s researchers. The transition from vector to massively
parallel processing is discussed from a UK viewpoint along with
technological barriers that could have a significant impact on future
systems. Solutions to these barriers are already being sought and the
paper discussed some of the novel technologies that may be
deployed in the future. In its short history, the consortium has made
substantial progress and this is briefly discussed with several
highlights that illustrate the scientific output. Although a number of
challenges are identified, particularly with respect to developing a
comprehensive visualisation capability, the consortium is well
placed to build upon its initial success.

1.0 INTRODUCTION

Computers now play a key role in all scientific disciplines, from
gaining fundamental understanding through to highly applied
research. Consequently, computational science and engineering
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mflop/s i.e. 140 × 10–3 floating point operations per second. We can
compare this computation to what can be done on HPCx, the UK’s
national facility, which currently has a peak performance of 6
Gflop/s per processor. If we assume that we can extract 10% of the
peak performance, the 20,000 operations would be completed in just
33 µs. Moreover, today’s cost of each HPCx central processing unit
(CPU) hour is 83⋅85p and the total cost for the boy’s weekly calcu-
lation would be the remarkably small sum of just 0⋅00000077p. 

Limitations in analytical solutions were also a motivating factor for
work reported by Kawaguti(8) who used finite difference techniques to
solve the Navier-Stokes equations for flow past a circular cylinder at
a Reynolds number of 40. It was already known that solutions
derived by Stokes and Oseen could only be applied at low Reynolds
numbers. However, experiments had shown that once a critical
Reynolds number is exceeded, the flow becomes unstable with the
onset of a von Kármán vortex street. Although a number of
computers had been built (e.g. EDSAC at Cambridge, ENIAC in
USA), they were primarily for military applications like ballistics.
For Kawaguti, and many other pioneers of numerical solutions, the
calculations involved substantial dedication as the following quote by
Kawaguti illustrates: “The numerical integration in this study took
about one year and a half with twenty working hours every week,
with a considerable amount of labour and endurance.” The total drag
predicted by Kawaguti was 1⋅6177, which compares very favourably
with more recent work which gives the drag to be around 1⋅5. 

2.1 Overcoming Amdahl’s law

In 1967, Gene Amdahl wrote a seminal paper(9) that was to have a
major impact on the perception of parallel computing. In essence,
the argument stated that parallel performance will be limited by the
serial part of the code, regardless of how many processors are
available. This can be shown as follows: if we assume that all opera-
tions are carried out at the same computational speed and that a
percentage, f, is carried out in parallel on p processors while the
remaining work, (1–f), has to be carried out on a single processor,
then it can be shown(10) that the speed-up, Sp, is given by:

Equation (3) is known as Amdahl’s law and it is clear that f must be
very close to unity to achieve good scalability. If an infinitely large
number of processors were available, then Equation (3) is bounded
by (1–f)–1 i.e. if only 1% of the program remained serial then the
speed-up will be limited to 100, regardless of how many processors
are available to solve the problem. For many years, the very
pessimistic projection offered by Amdahl’s law was a considerable
obstacle to the acceptance that parallel computing was the way
forward. One major difficulty with Amdahl’s law is that it implicitly
assumes that the proportion of parallelised code is independent of
the problem size. Neglecting cache-based effects, if a fixed-size
problem is run on an increasing number of processors, then the
speed-up bound would take effect. However, in practice, the
problem size is usually scaled with the number of processors. In
1988 Gustafson(11) proposed that it might be more realistic to
consider the run time and not the problem size. As shown in
Emerson(10), this allows the speed-up to be written as follows

In the work performed by Gustafson on a 1024 Ncube computer, the
speed-up varied from 1016 for a flux-corrected transport code to
1021 for a conjugate gradient solver.

an estimate of the computer power needed to perform various types
of calculations. In this important outlook on computational aerody-
namics, Chapman projected that the late 1990s could see turbulent
simulations using around 109 or 1010 grid points. This anticipated
growth in capability relied on the existing trends in memory and
computer power continuing alongside developments in numerical
methods. Similar papers(4,5) also concluded that computational
aerodynamics was going to have a major impact on research and
development and would eventually become an integral part of the
design process. There is now a clear recognition that CFD has
created a paradigm shift in vehicle design, as stated by Johnson et
al(6), where the last 30 years has seen Boeing increase the number of
CFD runs by two orders of magnitude to around 20,000. 

This paper will describe some notable contributions to develop-
ments recognising that numerical computation was going to be a
major factor in scientific advances. Although there have been many
contributions to the field of parallel processing, a few key examples
will be highlighted that have made a significant impact. The paper
will then present an overview of the UK Applied Aerodynamics
Consortium (UKAAC), which currently involves 11 UK institutions
and fpur commercial partners, and the aerodynamic challenges
currently being performed on HPCx†, the UK’s national flagship
supercomputing facility. Finally, the UK is preparing for a new
national computing facility that is scheduled to be available in 2007.
However, as we move into an era when thousands of processors will
be required to tackle the next generation of scientific problems, we
discuss some of the fundamental issues involved in being able to
scale CFD codes to this size of system and the challenge of
extracting good floating-point performance.

2.0 COMPUTING: PAST AND PRESENT

One of the early pioneers of using numerical techniques to solve
scientific problems was Lewis Fry Richardson. In a fascinating 1911
paper(7), he developed a finite difference method to determine
stresses in a masonry dam. The reason for this work was simple:
analytical methods were quite limited in application, particularly
when the partial differential equations were applied to complex
shapes. Although computers were not available to Richardson, the
paper clearly highlights that ‘parallel processing’ was employed
through the use of boys to perform the calculations. One of the
typical calculations was for Laplace’s equation

The finite difference approximation to Equation (1) on a uniform
mesh was

The boys were paid ‘piece rates’ for each correct answer they
produced. The rate paid was n/18 ‘old pence’ per coordinate point,
where n is the number of significant digits which was typically 3.
One of the quickest boys averaged 2,000 correct answers per week.
This would have earned the boy around £1⋅40 for his week’s work. 

The solution of Equation (2) involves three additions, one
subtraction, two multiplications, and one divide operation. For
simplicity, we can assume that this solution equates to approxi-
mately ten numerical operations on a typical computer (a divide
operation usually involves many more operations that an addition,
subtraction, or multiplication which are often counted as a unit
operation). The boy would have performed about 20,000 operations
and, assuming a 40 hour week, his floating point rate would be 140
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the hardware was supplemented by specialist support through the High
Performance Computing Initiative, with centres of expertise estab-
lished at Daresbury Laboratory, EPCC and Southampton University.
In 1997 the high-end capacity was supplemented by extending an
existing Cray T3E-900 at EPCC for national users and in 1998, in a
new tranche of funding, a Cray T3E-1200 was installed at the
University of Manchester.

This signalled the start of a strategy for HEC provision in the UK
in which procurements would be started every three years with the
aim of awarding a six-year contract to a consortium who would
provide hardware, accommodation and management, and CSE
support. There would thus always be two concurrently active
services, which would be both complementary and competing. The
six-year contract attempts to give some continuity of tenure to
experienced staff, whereas the rapid rate of development of high-end
systems is allowed for by requiring three deliveries of hardware, at
years zero, two and four, with the aim of doubling performance at
each stage (not quite keeping pace with Moore’s law).

The 1988 service at the University of Manchester was the first of
these six-year contracts with systems operated by Computing
Services for Academic Research (CSAR). As Cray Inc. was taken
over by SGI, the T3E was eventually supplemented by an SGI
Origin 3800 system, and finally replaced in 2003 by a 256-processor
SGI Altix 3700 which, with further upgrades, reached 512
processors in 2004. 

The next contract was awarded in 2002 to HPCx, a consortium
comprising CCLRC Daresbury Laboratory, EPCC and IBM. The start
of service in November 2002 featured an IBM p690 cluster with the
SP Switch, which at 3⋅2Teraflop/s on the Linpack benchmark, was the
first single system available to UK academics to have a sustained
performance in excess of 1 Teraflop/s. The upgrade in 2004 increased
the clock speed from 1⋅3GHz to 1⋅7GHz with p690+ frames but more
importantly introduced IBM’s High Performance Switch, and
increased the sustained performance to 6⋅2 Teraflop/s. A switch to
POWER5 technology in 2005 leads the way to a further doubling of
performance to around 12 Linpack Teraflop/s in late 2006.

The High End Computing Group at EPSRC, as the managing
agent for high-end computing in the UK, is leading the next super-
computing procurement. From April 2007, the High End Computing
Technology Resource (HECToR) will be the UK’s next generation
high-end service. As with HPCx, the service will be upgraded in
three phases during the lifetime of the service, with performance
doubling from an initial 50-100 Teraflop/s at the start of service to
100-200Teraflop/s and finally to 200-400Teraflop/s. This time there
are separate procurements for the three different components of the
ca. £100m provision i.e.

1. Hardware Technology (currently a shortlist of vendors)
2. Computational Science and Engineering Support (tender issued

April 2006)
3. Accommodation and Management (tender issued April 2006)

The size of this supercomputer will see researchers having to scale
their codes to efficiently use 1,000s of processors. This represents a
major challenge for code developers, performance specialists, and
developing appropriate capabilities for post-processing the signif-
icant amounts of data that will be generated using HECToR.

4.0 THE APPLIED AERODYNAMICS 
CONSORTIUM

The UK Applied Aerodynamics Consortium was initiated for three
years in June, 2004 by a successful application to the Engineering
and Physical Sciences Research Council (EPSRC) for time on
HPCx. The consortium currently has 11 academic members
(Liverpool (lead), Bristol, Cambridge, Loughborough, Surrey,
Imperial, Sheffield, Manchester, Cranfield, Swansea and Daresbury)

2.2 Partitioning of unstructured grids

At the start of the 1990s, when parallel computing was making an
uneasy transition from esoteric academic research into the
mainstream, there was renewed interest in developing efficient
methods to partition unstructured grids. Many scientific problems
have a data structure that can be described by a ‘graph’ e.g. struc-
tural mechanics. To map this type of problem onto a distributed
memory machine was a formidable task. 

The graph partitioning problem had been considered previously for
designing VLSI networks(12) but the interest now was on complex
geometric shapes. The basic problem essentially consists of balancing
the computational load whilst minimising the communication cost
between processors i.e. given p processors, divide the graph G into
roughly the same number of vertices, V, representing the work load,
whilst minimising the number of edges, E, that are cut, which repre-
sents the communication. Unfortunately, this type of optimisation falls
into a category of problems known as NP-complete(13) (non-determin-
istic polynomial-time). Even for the simplest case with uniform
weighting, it is unlikely that an efficient algorithm exists and it is
therefore necessary to use heuristic methods.

For distributed memory machines, developing an efficient
partition depends on both the problem and the target architecture. A
number of different approaches have been developed e.g. simulated
annealing, greedy algorithm(14), Kernigan and Lin algorithm(15),
recursive coordinate bisection, recursive graph bisection. For
complex geometries, such as a multi-element airfoil, the partitioning
could lead to disconnected domains(16), which is very undesirable on
a distributed memory machine, or very long thin sections that would
incur a significant communication overhead. However, a break-
through came with the development of the recursive spectral
bisection approach(17) which produced good quality partitions but at
extra computational cost. This approach stimulated research into
making the algorithm more computationally efficient and led to the
development of a multi-level technique(18). Progress was being made
very rapidly and by the end of 1993, the algorithms were becoming
efficient and robust and the first practical package, CHACO(19), was
made available to the general user community. Other packages were
to follow, such as JOSTLE(20), but the de facto standard used today is
METIS(21) or its latter variant, ParMETIS. At the start of the 1990s,
the typical partitioning problem consisted of 30,000 vertices and
45,000 edges. In 2005, Mavriplis et al(22) used 72m grid points (315m
cells) to model an aircraft wing and nacelle configuration on 2008
processors of NASA’s Columbia supercomputer. The partitioning
was performed with METIS.

3.0 HIGH-END COMPUTING IN THE UK: 

A BRIEF HISTORICAL PERSPECTIVE 

(1980-2006)

In the 1980s, high-end computing provision in the UK was dominated
by vector systems. The aging CDC 7600s at the University of
Manchester’s Regional Computing Centre (UMRCC) were replaced in
1982 by a CDC Cyber 205 to supplement the existing Cray X-MP/8 at
the University of London Computer Centre (ULCC). The next
national system was a Cray Y-MP/8 installed at Rutherford Appleton
Laboratory with a peak performance of 2⋅7Gflop/s. The Cyber 205 at
UMRCC was replaced in 1988 by an Amdahl VP1200 vector
processor and ULCC’s Cray was succeeded in 1991 by a Convex
C3860. Following a review that considered future scientific research
and the potential of parallel computing, the break with vector systems
was made in 1994 and a 256-processor Cray T3D was installed at
Edinburgh Parallel Computing Centre (EPCC). This was when most
user groups in the UK made the transition from serial code with
vectorisable loops, possibly with some parallelism through Cray
microtasking, to explicit parallel coding using the newly adopted
message passing standard MPI. To assist this process the funding for
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points and was required to deform as the Harrier descended. The
impingement and interaction of the hot jets, and their re-ingestion,
was simulated and validated with experimental measurements. A
partner study(26) is simulating the hovering version of this problem
using large eddy simulation (LES) to improve the prediction of the
behaviour of the jets.

The foregoing examples all required the computing power
afforded by HPCx. The flagship results have served a number of
purposes. First, the ability of numerical methods has been stretched
beyond current practice. For example, LES has been attempted on
unstructured grids required for aircraft geometries with some
valuable insight into the accuracy requirements. Secondly, demon-
stration of simulations on recognisable aircraft geometries has
helped to raise the interest of industry. Thirdly, the issue of grid and
time dependency can be investigated by one or more highly resolved
simulations. Finally, a very expensive calculation can help to show
how more routine calculations should be approached. An example of
this was supplied by the cavity case where turbulence simulation
was shown to be successful where turbulence modelling had previ-
ously failed.

The examples provided are not exhaustive. Results have been
obtained for various other problems including: drag from helicopter
fuselages; design optimisation of a blended wing body; vortical flow
on F-16XL aircraft; cavity flow in the internal air system of an aero-
engine; rotating stall simulation in an aero-engine; store separation
on unstructured meshes. 

One area of weakness exposed by these projects has been in the
area of visualisation. Very large datasets have been generated which
have exceeded the ability of current commercial visualisation tools.
Work at Cambridge has started to investigate the use of virtual reality
but this effort is at an early stage. A support effort has been made at
Daresbury Laboratory to develop some identification methods for
vortices which can be used in an automatic fashion. Much remains to
be done in this area, particularly for unsteady flows. However, future
success will also depend on access to adequate supercomputing
resources but, as illustrated in the next section, key technical
challenges are also facing the computer industry.

5.0 TRENDS IN HIGH-END COMPUTING

5.1 Hitting the memory wall

For over a decade it has been apparent that the increase in micro-
processor clock rates exceeds the rate of increase in the speed of
dynamic random access memory (DRAM) components. Both speeds
are increasing exponentially, but the exponent for microprocessors is
substantially larger than that for DRAMs(27). The consequence of this
increasing gap is that any program with even a modest cache miss
rate will eventually become completely memory bound. This issue is
known as the memory wall.

Main memory is now nearly 1,000 clock cycles from the

and four industrial partners (BAE Systems, Rolls-Royce, Westlands
and Fluent). The consortium was allocated 1⋅7m processor hours. In
addition, a bi-annual series of meetings aims to promote the
exchange of experience between consortium partners and a two-day
conference was organised by the consortium in April, 2006 which
had 73 delegates from ten industrial and 17 academic organisations.

The consortium’s technical programme is organised into six
themes, four of which were prompted by the rotor aeromechanics
DARP‡ and the Partnership for Unsteady Methods in Aerodynamics
(PUMA) DARP. The themes are summarised in Table 1. The actual
computer usage has exceeded original plans and at least nine of the
academic partners have been regular users and have presented signif-
icant results at the regular consortium meetings. The codes used by
the consortium have proved mature and robust, contributing to the
successful exploitation of the supercomputer.

The unifying theme of the consortium is aerodynamics associated
with realistic aircraft systems. This poses a number of challenges.
First, the geometries which are being tackled are generally complex.
Examples include the simulation of vortical flow on the complete 
F-16XL geometry in theme 2, the hot gas ingestion on a Harrier test
case in theme 3, and the internal air systems of an engine in theme 5.
Secondly, the Reynolds numbers considered are relevant to flight
conditions. Thirdly, in several cases the aero-structural interaction
and rigid body dynamics needs to be considered as part of the
simulation. Finally, the majority of cases simulated in the
consortium involve unsteady flow. 

A number of landmark simulations have been completed. A small
number of examples are included here to illustrate the current status
of large scale CFD for applied aerodynamics.

A classical problem in helicopter aerodynamics is the behaviour
and influence of the tip vortices. Simulations(23) have investigated the
mesh requirements for resolving these vortices, which tend to diffuse
in grid based simulations. Results obtained on up to 32m points have
shown that the influence of the tip vortices on the integrated loads is
perhaps not as important as previously imagined. The level of mesh
density required to simulate interactions has also been demonstrated.
Future work being prepared is the simulation of a complete
helicopter and this is being approached with confidence due to this
sort of building block study. 

Cavity flows(24) are important due to the renewed interest in
internal store carriage for stealthy aircraft. The high Reynolds
number, high speed flow over a deep cavity is one of the most
challenging aerodynamic flows due to the highly energetic unsteady
flow which is established. Detached eddy simulations (DES)
requiring 50,000 time steps on a computational grid with 4m points
were carried out and showed that DES can consistently and robustly
provide good agreement with measurements for the empty cavity
case. This has paved the way for studies involving the incorporation
of active and passive flow control techniques, and their influence on
cavity stores.

An unsteady Reynolds Averaged Navier-Stokes (URANS) study
of the Harrier in vertical descent(25) has been carried out. The compu-
tational grid, a mixture of tetrahedral and hexahedral cells, had 22m
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Theme Lead Partners

1. High fidelity simulation of helicopter interactions Liverpool Bristol, Cranfield, Manchester, Sheffield
2. Simulation of a free flying flexible aircraft Liverpool Bristol
3. Simulation of vertical landing aircraft Loughborough Cambridge, Surrey
4. Aeroelasticity studies for aero-engine core-compressors Imperial College
5. Simulation of internal air system Surrey
6. Simulation of store separation Swansea

Table 1
Organisation of themes

‡ Defence and Aerospace Defence Partnerships
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the additional number of transistors available on a chip is simply being
used to support multi-core chips. Dual-cores are commonplace now
and microprocessor roadmaps predict four-way and eight-way multi-
core chips within the next few years. Another use for the additional
‘real estate’ is the provision of more and larger on-core caches,
memory controllers, and communications functions.

New power efficient designs will address the power issue directly,
looking at ways to reduce transistor power by lowering the operating
voltage, and/or reducing the oxide thickness or the channel length or
to reduce the switching rate for key operations. Replacing copper or
aluminium connections on motherboards and even within processors
themselves by optical fibres driven by miniature lasers could be
beneficial as optical fibre uses less power and yields better perfor-
mance. The cost of this technology is high but it may become an
essential element of future designs. Some saving can also be made
by using asynchronous clocks which reduce the number of simulta-
neous operations and competing for power.

6.0 NOVEL SOLUTIONS FOR FUTURE 

TECHNOLOGIES

6.1 Blue Gene

The BlueGene/L Massively Parallel Processing (MPP) architecture
from IBM(30) uses a reduced processor clock speed to give greatly
increased system packing density that reduces floor space, power
consumption, and cooling requirements. These properties allow MPP
systems to be built comprising of many tens of thousands of
processors in a relatively small space with reduced infrastructure
overheads. Each Blue Gene CPU contains two modified PowerPC
400s running at 700MHz. A CPU therefore delivers a peak speed of
2⋅8Gflop/s as the two floating point units (FPUs) can perform fused
multiply-add operations. In virtual processor mode both CPUs are
used for computation whilst in co-processor mode one processor is
used for computation as the other handles communication tasks. By
current standards, Blue Gene processors yield only modest perfor-
mance and, to achieve good system performance, application codes
must be able to scale up to many thousands of processors. To this
end, BlueGene/L possesses five networks, two of which are of
interest for inter-processor communication: a 3D torus network and a
tree network. The torus network is used for most general communi-
cation patterns and the tree-based network is used for collective
communications such as broadcast and reduction operations.

Currently a BlueGene/L machine at the Department of Energy’s
NNSA/Lawrence Livermore National Laboratory in California(31),
occupies the number one position in the TOP500 supercomputing list(32).
This system contains 131,072 processors which yields a sustained perfor-
mance of 280Tflop/s on the Linpack benchmark. In the UK, a Blue Gene
system of 2,048 processors, yielding 4⋅7Tflop/s Linpack performance, is
being evaluated at Edinburgh Parallel Computing Centre(33).

processor. The situation is worse with shared memory nodes and
multi-core chips where caches and memory pathways are shared
between processors. Designers have attempted to compensate for
memory penalties by the introduction of complex memory hierar-
chies involving up to three levels of cache between the processor’s
registers and main memory. However, such architectures are
expensive, can be inefficient, and introduce special problems for
programmers and compiler writers in controlling cache content and
managing the memory hierarchy. Attempts at hiding the memory
latency by speculative loading of data mean that increases in
memory bandwidth bring diminishing returns.

Many researchers have noted the decline in the percentage of peak
performance attainable by real application codes(28). On vector
systems, many codes were capable of achieving around 50% of the
peak performance, whereas on current microprocessor systems only
10% or less is commonly achieved. This goes a long way to negating
the cost advantage of the commodity-based systems. Figure 1 shows
the percentage of peak achieved by the STREAMS ADD benchmark
as a function of processor clock speed and year of introduction. As
the clock speed increases within a particular microprocessor gener-
ation the performance degrades to 1%-3%. New microprocessor
generations ‘reset’ this performance to at most 6% of peak.
Consequently, applications with limited memory reuse perform
particularly inefficiently on today’s systems and it is becoming
increasingly important for code developers to understand the
detailed issues of data management and cache reuse.

5.2 The power wall

Moore’s Law(1) has served the computing industry well for some forty
years and feature sizes of 0⋅1 micron are expected in 2006 leading to
200m transistors per chip. However the trend towards finer and finer
lithography leading to increasing numbers of transistors operating at
higher and higher clock rates is leading to fundamental design restric-
tions. Higher densities of transistors result in a higher power density
on the chip exacerbated by higher clock speeds. The days of ever
increasing microprocessor clock rates are numbered as power and
cooling requirements become exorbitant. Cooling systems themselves
consume power increasing further the cost of running the service.
Table 2 shows the estimated power consumption and electricity costs
for some leading high-end systems. It is clear that if multi-100
Teraflop/s systems are built with current technology, the running costs
over the lifetime of the machine will exceed the cost of the system
itself. This has become known as the ‘Power Wall’(29). In many cases,
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Figure 1. The percentage of peak achieved by the STREAMS ADD
benchmark as a function of processor clock speed and year 

of introduction.

System Peak  Power  Estimated 
Teraflop/s consumption in cost/year
(approx) MW (approx)

HPCx 10 1
Red Storm 20 2
Earth Simulator 40 7 $6M
HECToR 50-100 ? ?

Table 2
Estimated power consumption and electricity costs for some

leading high-end systems
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7.0 CONCLUDING REMARKS

This paper has provided a brief overview of early pioneering work in
developing numerical techniques to solve scientific problems and
highlighted a few of the achievements by the UK Applied
Aerodynamics Consortium. Today’s computational research
involves the exploitation of massively parallel computer facilities
and the paper has provided a brief review of the UK’s supercom-
puting history and its transition to parallel processing in 1994.
However, as technology continues to advance at such a rapid pace,
barriers to future progress are starting to make a real impact. This
effect is already hitting floating point performance where memory
access is becoming a limiting factor. As the next generation of
supercomputers will need to exploit 1,000s of processors, new
approaches such as field programmable gate aArrays are already
being explored alongside alternative strategies to overcoming these
barriers. Other factors, such as the generation, storage, and manipu-
lation of large data sets for efficient post-processing, crucial to the
analysis and understanding of complex aerodynamic phenomena,
also need to be addressed by the consortium. The UK Applied
Aerodynamics Consortium has been very successful in a very short
space of time. The consortium has demonstrated that its codes are
efficient (several codes have been awarded a gold star on HPCx for
their excellent scaling performance), mature and robust and are well
placed to make a major scientific impact on HECToR, the UK’s next
supercomputing facility.
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and are therefore inflexible in that they require an expensive and
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may achieve raw memory bandwidths of many hundreds of terabytes
per second. As with Blue Gene processors, FPGAs circumvent the
power wall by running at a much lower clock speed than contem-
porary HEC processors (e.g. 100-200MHz), but due to the reduced
effects of the memory wall a far higher percentage of peak perfor-
mance can be achieved than with most other HEC architectures.

The technology is currently being explored by leading vendors,
such as SGI(35) and Cray(36), with a view to using FPGAs as co-
processors alongside general purpose CPUs in HEC systems. This
would involve offloading compute-intensive parts of the processing
onto FPGAs and therefore performance and scalability may be
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efficient use requires developers to program at the hardware level
although some high-level tools are now emerging to assist
programmers in this task(37,38). 
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speed is a low 250MHz, many times more work may be achieved
during each cycle than with general purpose CPUs. The CSX600’s
PEs are basic processing units that require a general-purpose host to
pass them commands and data. Each PE contains dual pipeline
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