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Abstract

This article describes an investigation into the feasibility of using contextual reasoning to monitor and supervise the collab-
orative work of several knowledge workers working together on a project. Managing large and complex projects is a difficult
task that requires situational awareness by the project manager to be able to be proactive when possible and to react correctly in
the presence of events. In complex projects, effective oversight of the project personnel and the progress of the project are
essential in ensuring that project objectives are met. This is especially true of projects that require contributions from various
experts, whose interaction may be limited to a Web-based collaborative tool. Such oversight is typically the job of a project
manager who is tasked with avoiding cost overruns, shipment delays, and ensuring product effectiveness. We utilize context-
based reasoning and contextual graphs as the tools of choice for implementing an agent that emulates the function of a
competent project manager. We use rocket design and manufacture as the domain to evaluate our technique. We use a public
domain rocket design software package developed by the National Aeronautics and Space Administration as a guide to the
domain. The article describes the investigation, its results, and the related works in a collaborative design project.

Keywords: Computer Supported Cooperative Work; Context-Based Reasoning; Project Management

1. INTRODUCTION

Computer-supported cooperative work (CSCW) seeks to pro-
vide tools and techniques that effectively manage the process
of combining the talents and skills of several sparsely located
individuals in a closely coupled project. Cooperative work
can be defined as those that cannot be done by one entity
working on his/her/its own, but must instead rely on help
from other entities to meet the collective objective. Military
operations, team games, and large-scale design, and/or con-
struction projects share this common trait.

In this research, we investigate the feasibility of building an
intelligent CSCW tool for project management that can au-
tonomously support a human project manager (PM) by per-
forming the same functions done by a competent PM. This
can be used to provide advice and decision support to the
PM or to unilaterally perform the tasks normally done by
the PM. Our work focuses primarily on projects where the
collaboration is done via the Internet.

Reprint requests to: Avelino J. Gonzalez, Intelligent Systems Laboratory,
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We specifically seek to develop a tool that can provide a
PM with a full awareness of the situation faced in the project.
Situational awareness (SA) reflects a person’s ability to be
fully cognizant of the situation and of its implications. The
field of SA was pioneered by Endsley (1988) for training
US Air Force pilots. SA is particularly important in con-
flict-based situations such as sports games or military opera-
tions, where a full understanding of the situation is necessary
before effective action can be taken by an agent, human or
artificial. Endsley (1988) defines SA as

. . . the perception of the elements in the environment within
a volume of time and space, their comprehension of their
meaning and the projection of their status in the near future.

Endsley’s definition implies three levels of SA:

1. Perception of the elements in the environment—where

is my opponent? What kind of opponent am I facing?

Comprehension of the current situation—what is my

opponent trying to do?

3. Projection of future status—what does that mean vis-a-
vis my mission? Level 3 involves short-term planning
and option evaluation when time allows.
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Much research has been done in SA by the US military in
efforts to improve the war-fighting capability of its forces.
Early work on SA included Stiffler (1988), Dominguez
(1994), Gaba et al. (1995), and Harwood et al. (1988), as
well as Endsley’s pioneering work. Gero (2004) discussed
SA in the context of design, so that the design took into ac-
count its environment and an interaction therewith by the de-
sign agent (DA). Endsley also wrote an updated review of SA
(Endsley, 2000). More recent works support our hypothesis
that SA can be useful in nonmilitary applications (e.g.,
Nehme et al. 2008; Feng et al., 2009; Sapateiro & Antunes,
2009). The application of SA to team collaboration was
also investigated extensively in the literature (e.g., Gutwin
& Greenberg, 2004; Fan et al., 2005). Gutwin and Green-
berg’s work in particular supports the notion of using SA
for tasks such as those seen by a PM.

A full discussion of SA is beyond the scope of this article.
We refer the reader interested in learning more about SA to
Clancey (1997). Nevertheless, we assert that based on the
large body of research in SA, it would be highly beneficial
for a tool that supports PMs to be based on an approach
that enhances SA. We address this problem (and opportunity)
through a combination of two contextual reasoning paradigm
called context-based reasoning (CxBR) and contextual
graphs (CxG). Before describing our approach in detail, a re-
view of the relevant literature in automated project manage-
ment support is appropriate, and this is found in Section
2. Section 3 describes our context-based approach to PM sup-
port. This section includes brief discussions on CxBR and
CxGs, as well as the motivation for our use of these technol-
ogies. Section 4 describes the prototype, and Section 5
describes the test program undertaken to evaluate the hypoth-
esis as well as the results. Section 6 includes the summary,
conclusions, and future work.

2. CSCW IN PM SUPPORT

There is clearly a stated need to provide tools to assist PMs
(Nienaber & Cloete, 2003; Smith et al, 2005). Fox and
Spence (2005) provide an excellent review of the literature
on the need for special project management tools for success-
ful software project management. Brewer (2005) discusses
the desired qualities of a PM for software projects, and dis-
cusses how these can be taught in a college curriculum in in-
formation science. Abernethy et al. (2007) likewise discuss
the teaching of software project management, but they advo-
cate doing so from an experiential standpoint.

Bardram (1996) developed a tool called Project Manager
to implement CSCW by assisting the management of projects
at a manufacturing company. This tool, however, was not de-
signed to be an intelligent assistant to a PM, but rather to serve
mostly as a communication medium between interested par-
ties in a company. Medina-Mora et al. (1992) describe a
tool called the Coordinator that controls workflow. The intent
of this tool is similar to our work described here. However,
the Coordinator does not appear to have the capability of
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being proactive when changes in the plan or budget take
place. Furthermore, no details of the evaluation of the proto-
type are included in this paper.

More recent work on the subject includes the Virtual De-
sign Team (Levitt & Nissen, 2003), which provides a simula-
tion environment for design project teams to predict backlogs
and other such organizational obstacles. However, the Virtual
Design Team is not designed to assist a PM in real time on a
collaborative project. Wu and Kotak (2003) describe their
collaborative project management system based on multi-
agent architecture. Their work in many ways resembles
our own, but they concentrate on project scheduling and
rescheduling, rather than on our more general goal of sup-
porting a situationally aware PM in potentially conflictive
situations.

Lee et al. (2006) build an ontology to provide a project
monitoring and control function to the capability maturity
model integration process (a process improvement approach
for organizations). However, their work focuses on the nat-
ural language capabilities required to monitor the progress
of collaborators based upon their written report. Nienaber
and Cloete (2003) discuss a multiagent-based architecture
to support software development project management. Al-
though their work points in the same direction as ours, they
merely provide a general architecture that covers the functions
that need to be addressed in this important application. Fox
and Spence (2005) present an interesting study on the suit-
ability of current project management tools to different cog-
nitive strengths of individual PMs.

Lee and Pena-Mora (2005) propose and implement the use
of system dynamics in a simulation of a construction project.
Smith et al. (2005) address the problems of software project
management from a risk analysis viewpoint, as does Banner-
man (2007). They also include in their work the concept of
learning from past examples of software development projects.

3. OUR CONTEXT-BASED APPROACH
TO AUTOMATED PM SUPPORT

The literature reviewed above on project management
describes tools for PM support that can be used for specific
and rather limited purposes. No project approaches the prob-
lem with a fully autonomous tool that can track the progress of
the project and is unilaterally able to identify problems and
propose (and implement) solutions to them. Furthermore,
the SA of a PM is never mentioned.

We assert that a PM can be best assisted by an intelligent
tool that provides him/her with the SA to always be “on
top” of the situation. Only by knowing this is he/she able to
undertake action to resolve or, even preferably, prevent prob-
lems. Our work focuses on investigating the feasibility of a
situationally aware agent (called Project Manager Agent, or
PM-Agent) that assists a human PM in a project involving de-
sign and manufacturing. This agent duplicates the function of
a PM and (indirectly) alerts the PM to any situation that arises
that may have negative implications on project objectives.
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The project objectives of interest are related to three universal
constraints (Nienaber & Cloete, 2003): scope, cost, and deliv-
ery time. Furthermore, a PM-Agent recommends corrective
action, and in our prototype, is able to unilaterally undertake
such action. However, our PM-Agent does not design.

A PM-Agent monitors the progress of the collaborators and
discovers conflicts at the earliest possible time. We use a con-
text-driven paradigm to provide a situationally aware agent
for PM assistance. Using context to guide CSCW is not a
new concept. Borges et al. (2004) introduced the idea of con-
textual reasoning in CSCW. They discussed it in terms of pro-
viding a tool to facilitate the design of a system. We take their
general idea further by applying it to an entire project and pro-
viding a tool to do so.

In particular, we employ CxBR and CxGs as the means for
imparting intelligence and SA to the PM-Agent. By its con-
text-driven nature, CxBR facilitates the introduction of SA
in its agents by providing an agent with what can be expected
in a situation. This ability to suggest what to expect under the
current situation can facilitate SA without the need for a com-
plex cognitive model of SA. CxBR has been successfully
used to model tactical military agents that represent human
forces in a battle simulation. CxBR was developed by the
lead author (Gonzalez & Ahlers, 1998; Gonzalez et al.,
2008). In the next section, we introduce contextual reasoning
in general and CxBR and CxGs in particular. We explain our
approach in the subsequent section.

3.1. Contextual reasoning and CxBR

Contextual information is constantly used by humans in our
everyday reasoning activities. Knowing the context of a con-
versation reduces the need to explicitly reveal information
that is essential for a meaningful discourse. In the same
way, contexts play a role in our everyday lives by incorporat-
ing much information implicitly, thereby avoiding extensive
explicit communications. For example, knowing that one is
driving a car in an interstate highway carries some well-
known assumptions and expectations about the process. For
instance, the speeds of the vehicles are comparatively high,
and there will (normally) be no oncoming traffic. Therefore,
atire blowout has much more serious implications in an inter-
state highway than if it were to happen in a normal city street
where speeds are much lower. It also has some functionality
that must be brought to bear in order to manage the situation
properly, such as, for example, how to pass another vehicle in
an interstate highway.

Contextual approaches have been widely accepted for rep-
resenting human behavior. Several investigations have imple-
mented context-driven behaviors to represent human behav-
ior. Turner (1998), Gonzalez and Ahlers (1998), Gonzalez
et al. (2008), Kokinov et al. (2007), and Brézillon (2005)
are some such works among many others. They all have in
common that behaviors and expectations are implicit when
aperson or an agent is in a given context. Therefore, knowing
one’s context (i.e., being situationally aware) allows one to
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apply several procedures that permit the agent to successfully
manage that context. When the external (or internal) situation
changes, then the agent must know how the context has
changed and shift to a new context that best addresses the
emerging situation.

CxBR (Gonzalez & Ahlers, 1998; Gonzalez et al., 2008) is
an open architecture designed expressly for efficient control
of time-based missions in a real or simulated world. Its ability
to efficiently and effectively control agent platforms in
tactical situations has been proven in several application areas
such as automobile driving (Henninger & Gonzalez, 1997;
Brown, 1994; Norlander, 1998; Gonzalez et al., 2000; Fern-
lund, 2004), armor warfare (Barrett & Gonzalez, 2002), poker
(Stensrud, 2005), submarine warfare (Gonzalez & Ahlers,
1998), maritime navigation (Gumus, 1999), and antisubmarine
warfare (Proenza, 1997). CxBR is based on the following ideas:

1. A situation calls for a set of actions and procedures that
properly addresses it.

2. As the mission plays out over time, a transition to an-
other set of actions and procedures may be required to
address new situations.

Things likely to happen under the current situation are limited
and well known (SA). CxBR encapsulates knowledge about
appropriate actions and/or procedures for specific situations,
as well as compatible new situations, into hierarchically orga-
nized contexts. All the behavioral knowledge is stored in the
Context Base (i.e., the collection of all contexts). The top layer
of contexts in the hierarchy contains the Mission Context. At
the next layer are the Major Contexts and then several layers
of Minor Contexts (e.g., Sub-Contexts, Sub-Sub-Contexts).

Figure 1 shows an example of a context structure from a sim-
ple, unlabeled context base. Mission Contexts define the mis-
sion to be undertaken by the agent. Although it does not control
the agent per se, the Mission Context defines the scope of the
mission, its goals, the plan of execution, and the constraints im-
posed (time constraints, weather, resources, etc.).

The Major Context is the primary control element for the
agent. It contains functions to control the actions of the agent,
the rules that provide the SA, and a list of compatible Major
Contexts that can succeed the currently active one. Identifica-
tion of a new situation can now be simplified because only a
limited subset of all situations is possible under the currently
active context. Sub-Contexts are abstractions of functions per-
formed by Major Contexts to reduce complexity. Sub-Contexts
may be used by more than one Major Context; this encour-
ages reusability. Sub-Contexts will know when to deactivate
themselves, either upon completion of their actions, or pre-
maturely when in reaction to events in the environment.

Figure 2 depicts how an active Major Context interacts
with the agent to control its actions. The agent resides in
the environment (real or simulated). It perceives the environ-
ment, and in turn, its actions can affect the environment. The
environment reflects its information in the Global Fact Base
(GFB), onto which all relevant information about the
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Mission Context

Major Contextl

Sub-Contextl

Sub-Sub-Context2
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Major Context2

Sub-Context2
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Fig. 1. The context-based reasoning organization of contexts. [A color version of this figure can be viewed online at journals.cambridge.org/aie]

environment is posted in a continual basis for all agents to see.
The agent (an automobile driver in Fig. 2) also has a Local
Fact Base (LFB) that contains the same type of information
about the world as the GFB except it is only visible to the
agent with whom the LFB is associated. The LFB typically
contains information about the internal state of the agent
not known to the other agents.

The actions of a CxBR agent are determined by the CxBR
Control System, which encompasses the CxBR Framework
and the Context Base. The context base contains the applica-
tion-specific knowledge (the contexts), whereas the framework
is the mechanism that activates the contexts and executes the
functions and rules found therein. It is somewhat analogous
to the traditional expert systems concept of the inference engine
and the knowledge base. This CxBR control system can even
include a traditional rule-based inference engine when rules
form part of the context base. The control system, however,

must also be broader and more flexible to be able to work
with many types of knowledge representations, including con-
ventional functions and methods.

One and only one Major Context is always active for each
agent, making it the sole control element for the agent.
When the situation in the environment changes, a transition
by the agent to another Major Context may be required to prop-
erly address the emerging situation. For example, a driver agent
maneuvering its car in a freeway may come to an exit at which
it must leave the freeway and thereafter drive on a rural two-
lane road. The knowledge about how to manage the two types
of roads is somewhat different, so the agent must recognize that
the exit represents the end of one context and the beginning of
another. Transitions between contexts can typically be trig-
gered by events in the world; some are planned, but others
are unplanned. Events internal to the agent (e.g., mechanical
breakdown) can also trigger transitions. Expert performers

Global Fact
Base

Environment

Local Fact
Base

&/

Active Major Context

Declarative
Knowledge

Action
Knowledge

Transition
Knowledge

Inference Engine

Action taken

Fig. 2. The active Major Context controlling the agent. [A color version of this figure can be viewed online at journals.cambridge.org/aie]
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are typically able to recognize and identify the transition points e [nitialize new active Major Context
quickly and effectively. e Return to step 3(a)

The CxBR framework incorporates the CxBR algorithm and
places its execution within an iterative program loop of a user-
defined frequency. It is responsible for activating and deactivat-
ing Major Contexts, executing the inference engine, and calling
conventional functions within the Context code. Figure 3 e [f yes, then Action Rules fired to activate Sub-Con-
shows the location of the CxBR Framework for a CxBR agent. texts

The CxBR Framework algorithm is as follows:

d. Execute control function(s) to control agent actions
e. Premises of all Action Rules are evaluated to deter-
mine whether the any Minor Context is to be activated

e [Initialize Minor Context

o - . . e return to 3(d) inside Minor Context activated
1. The transition criteria for planned transitions is sent @

to the Major Contexts. f. Return to 3(a)
2. The initial (Default) Major Context is activated.
3. For every program cycle, until a goal is reached or
becomes impossible to reach (other end of mission 5. Stop.
criteria), do:

4. Mission successfully completes.

In summary, CxBR is a very intuitive, efficient, and effec-
tive representation technique for human behavior that facili-
e If yes, go to step 4 tates SA. The original description of CxBR can be found in
Gonzalez and Ahlers (1998). An updated description can
be found in Gonzalez et al. (2008). We use CxBR in this pro-
e If yes, gotostep 5 ject to control the actions of the PM-Agent.

a. Determine whether mission goal(s) attained

b. Determine whether other end of mission criteria reached

c. Premises of all Transition Rules are evaluated to deter-
mine whether the situation has changed enough to
.. . . 3.2. CxGs
warrant a transition to a new active Major Context
CxGs are contextual paradigms that are similar in some ways

o If change in situation exists, then to CxBR, but they are quite different in other ways. CxBR and

e Select new Major Context to be activated CxGs are synergistic with each other because the latter can
e Execute transition to activate the appropriate serve to organize the knowledge within a Major or Sub-Con-
new Major Context text within the CxBR paradigm.

CxBR Control System

 Mission %

Environment

Context
Base

Local

/ Factbase
Context C, Global
Factbase
ContextC, |y -
S Execution
Loop
Context C,

Interface

V » Module

Fig. 3. A context-based reasoning control system controlling an agent in the environment. [A color version of this figure can be viewed
online at journals.cambridge.org/aie]

CxBR Framework

https://doi.org/10.1017/50890060410000156 Published online by Cambridge University Press


https://doi.org/10.1017/S0890060410000156

30

CxGs were conceived by Brézillon (2002) to better orga-
nize procedural knowledge in a contextual fashion. They
are acyclic graphs that have one beginning point and one end-
ing point. The share some common traits with decision trees,
except that they incorporate actions and activities, and permit
flexibility in how these actions are defined. Their ability to re-
fine the context through contextual nodes allows the context
to be defined in finer and finer granularity, all within the CxG
itself. An example of a CxG is displayed in Figure 4.

CxGs have several basic components. Contextual nodes
are the large dark circles in the graph of Figure 4. They gen-
erally pose a question, either to the human user or to the
agent, and the answer permits further definition of the context
of the problem. Contextual nodes can branch in two or more
directions to take alternative courses of action, depending on
the determined context. Actions are represented by the light-
shaded squares. These are actions executed by either a human
user or a software agent to accomplish something or to learn
something. The results of an action can be taken in considera-
tion in a subsequent contextual node. Several sequential ac-
tions can be grouped together into an activity. Activities are
shown as the soft-edged squares in Figure 4. Last, recombina-
tion nodes are the small circles that serve to reunite several
branches created in a prior contextual node. In effect, they
serve to create subgraphs within a larger graph.

CxGs are entered on the left-hand side and exited on the
right-hand side. The first node can be either a contextual
node or an activity. The last element must be a recombination
node. The path cut through the CxG by the answers provided
to contextual nodes and subsequent actions taken is called the
proceduralized context. It can serve as the record of the rea-
soning process for the purposes of explanation. The reader
is referred to Brézillon (2002) for more details on CxGs. Al-
though Brézillon has published more recent works on CxGs,

A.J. Gonzalez et al.

his 2002 article provides an excellent description of the con-
ceptual basis of CxG.

3.3. The project management process and its
representation in CxBR and CxG

The same expectation-driven feature of contextual reasoning
can be used to advantage in CSCW systems. Before discuss-
ing implementation details in the next section, we briefly
describe the project management process in general terms
to provide the basis for later assumptions.

A PM has a time-based mission: to bring the project to
completion while meeting the goals stated a priori by her
management and/or the customer. Typically, a PM is an ex-
perienced individual in the domain of the project, such as en-
gineering design, manufacturing, construction, or nontechni-
cal missions such as producing a documentary film or
organizing a major event. However, it is unlikely that the
PM will be sufficiently knowledgeable to override decisions
made by the experts without seeking some outside expert ad-
vice. Most expert contributors to a project have only a limited
view of the entire project. It is the PM who understands the
overarching scope of the entire project and must make deci-
sions based on the best outcome for the overall project.

There are assumed to be several people involved in a project.
Otherwise, there would be little need for a CSCW approach.
Some of these may be integral members of the project and
thereby directly controlled by the PM (e.g., designers, schedul-
ers, accountants). Others involved may indirectly contribute to
the project but are not controlled by the PM (e.g., customers,
upper management). Yet others may have only peripheral,
long-term influence over the project (e.g., politicians making
decisions that affect the price of oil, union negotiators). We
only consider the first two types of people in our work.

Fig. 4. A contextual graph. Reprinted from “Integrating two context-based formalisms for improved representation of human tactical
behavior,” by A.J. Gonzalez and P. Brezillon, 2008, Knowledge Engineering Review 23(3). © 2008 Cambridge University Press. Reprinted
with permission. [A color version of this figure can be viewed online at journals.cambridge.org/aie]
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The life of a PM therefore consists of composing a plan and
then monitoring the events that affect the project plan and mak-
ing decisions and taking action that lead to the project being ul-
timately successful. Events that affect the project positively or
negatively, unfold on a daily basis. The PM must interpret those
events vis-a-vis the project, and react to them appropriately.
Throughout the project, the PM must have complete under-
standing of all events in the environment that may impact the
project’s success. This is the aforementioned SA. Examples
could be completion of an internal milestone, a shift in project
goals because of changes in customer requirements or upper
management philosophy, and reduced availability of funds for
completion of the project. There must be some common infor-
mation medium upon which unfolding events that are relevant
to the project are posted. In effect, this medium reflects the rel-
evant environment. The PM must be able to continually and
periodically monitor the contents of this medium to gauge
the progress of the project. For our PM-Agent, this medium
is the GFB. We follow no particular protocol in the communi-
cations between the environment and the CxBR control system
through the GFB. We chose to use a simple, fact-based format
where a fact is posted as a list of attributes that can be decoded
to extract the information contained. This is a common practice
in production systems.

The GFB does not evaluate the consistency of the facts
posted therein. It is conceivable that facts that conflict with
or contradict each other could be simultaneously present in
the fact base. Therefore, there is no error detection for the in-
puts. Admittedly, this is also a function for a human PM and
should at some point be done by the PM-Agent. We leave this
for future research.

3.4. Motivation for implementing a context-based
PM-Agent

The motivation for our prior work on CxBR was the need to
more simply and efficiently model tactical behaviors in sys-
tems where a human would normally be in control of a plat-
form. One characteristic common to these applications is that
decisions must be made on a continual basis by the decision
maker and that these decisions are found at different levels.
For example, an automobile driver must always keep the
car in the lane and at the appropriate speed (low level), decide
when to commit to a gap in traffic to make a left turn (middle
level), and make decisions on the route taken and plan an-
other route if there are any delays in the original route (high
level). Furthermore, CxBR applications are for agents that
must deal with their environment over a long period of time
(several minutes to months). The agent’s mission requires
constant action, interruptible at any time by circumstances,
and constrained by what can be physically or legally done.
For these applications, CxBR links the knowledge appli-
cable to a specific situation faced by the agent in an intuitive
fashion, thereby pruning the search space for an agent that
needs to quickly decide what to do next. Furthermore, it facil-
itates SA by always knowing the current situation and what
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can be expected therein. This expectation-driven process
can facilitate knowing what to do because the current situa-
tion has been correctly identified.

The Project Manager application meets some, but not all
of these characteristics. A PM works in an environment that
does not require continual decision making. In most cases,
only when a problem or a milestone arises does it require
her attention. Furthermore, the deliberative process is not al-
ways subject to interruptions. Finally, the task of a PM is to
resolve conflicts, something covered by other approaches
such as constraint programming techniques.

Nevertheless, the many situations that a PM encounters can
make a contextual approach beneficial. Further, the ability to
recognize the situation and carry out a plan of action is greatly
facilitated by CxBR. We enhance our CxBR approach here
with CxGs to add the more finely defined contextual informa-
tion and to further organize the procedural aspects of the
PM’s job. Note that CxBR and CxG are not constraint-based
approaches in the formal sense of the latter. As such, these in
no way replace the power of constraint programming to find a
solution. However, the context-based organization of the so-
lutions can help better define the ranges of some of the vari-
ables that are to be satisfied. This can simplify the constraint-
based computations in many cases.

There are some similarities between CxBR and a blackboard
architecture (BBA; Engelmore & Morgan, 1988). BBAs were
originally conceived to promote collaborative problem solving
by creating a blackboard where all work could be done. This is
very similar in concept to our GFB. In its most basic terms, a
BBA defines a control agent that mediates among several com-
peting knowledge modules, where each vies to contribute
something to the solution. The control agent passes a token
to a module and allows it to work to solve the problem or
part thereof. Although each module can be likened in some
ways to a Major Context, one might come under the mistaken
impression that CxBR and BBAs are the same. The original
BBA concept allowed the selected module to complete its
work and then control would shift back to the central manager
to determine to which other module it would pass the token to
allow it to execute. No interruptions were allowed, and there
was no interaction with an uncertain environment. The deci-
sion on where to shift the focus of attention was based solely
on the output of the active module as posted on the blackboard.
In effect, the original BBA was designed as a problem solver
that depended on several team members to solve the overall
problem. In contrast, CxBR was designed for continual control
of an agent undertaking a tactical mission. It differs from a
BBA in that control is distributed among the Major Contexts,
rather than resting with a central control agent. The former is
preferable because the Major Contexts can have a better appre-
ciation for the situation than would a central agent. Otherwise,
the central agent would have to contain all of the knowledge
found in all Major Contexts. This would result in extensions
being rather difficult to achieve. Furthermore, CxBR defines
the different levels of granularity in the contexts, whereas
BBA leaves that up to the respective modules. This is even
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better defined when CxBR is combined with CxGs as we do in
this investigation. The defined interaction between the Major
Contexts, both in a horizontal (with other Major Contexts)
and in a vertical manner (with Minor Contexts in the context
hierarchy) separates CxBR significantly from BBAs.

In summary, the efficiency of a context-based organization
and representation as well as its advantage for facilitating
continual SA provides significant advantages for representa-
tion of a PM’s function. In the next section, we describe our
prototype used to determine the feasibility of our approach to
this new application.

4. A PM-AGENT FOR APPLICATION
TO A ROCKET DESIGN PROCESS

As mentioned earlier, our work is applied to the design and
manufacture of a small sounding rocket for lower atmosphere
launches. The PM is charged with ensuring that a design of
the rocket be done according to the customer specifications,
on time, and within budget. The specifications, the time line,
and the budget are reflected in the Mission Context. We specif-
ically make use of a National Aeronautics and Space Adminis-
tration (NASA) simulation system (NASA, 2003) that can simu-
late the launch of a specifically designed rocket, and determine
whether the launch of a rocket design will be successful.

The design of our rocket in this application is actually more
like a specification of values for several attributes. It requires
that the following components be designed (specified):

e the engine and body material;

e the rocket structure, including the number of stages and
the thickness of the fins; and

e the control system.

The design decisions are made by DAs who, with their ex-
perience and knowledge, can make the best decision for the
stated requirements. DAs can be either human or software.
In a CSCW environment, it is assumed that they will be human.
However, in some cases they may be software agents. We as-
sume the DAs to be human collaborators in our prototype.

The PM-Agent has access to all “postings” of design activ-
ity made by the various DAs onto the GFB (see Figs. 2 and 3).
An LFB was not deemed applicable in an application where
open knowledge is assumed. Our PM-Agent reviews and in-
terprets the postings made by the various DA collaborators in
the design and manufacturing project, and determines in
which context the overall project finds itself. In cases where
it needs expertise to make these decisions, the PM-Agent
can rely on Auxiliary Agents (AAs). These can be human or
software. We assume that they are software for this prototype.

4.1. Conceptual architecture

This section describes how we reflect the entire system in our
prototype. Note that this is not a software architecture, but
merely a conceptual description of the agents involved. The
formal software architecture follows later.
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Figure 5 illustrates the conceptual relations between the
agents that participate in our prototype. All events related to
the project are to be posted in the GFB. A PM-Agent need
only monitor the GFB to learn what new events affect the
project.

4.1.1. The collaborating agents

We define three DAs and five AAs. The DAs will contribute
the design of the engine, the material of the rocket body, the
design of the rocket structure, and the selection of an appropri-
ate control system. Each of these DAs has to decide on a lim-
ited number of design parameters, each of which has relatively
few possible choices. These agents are the Engine DA (DA-1),
the Structural DA (DA-2), and the Control DA (DA-3).

The five AAs include the NASA RocketModeler simulator
(AA-1), a Scheduling Agent (AA-2), and a Cost Agent (AA-
3). AA-1 (the rocket simulator) determines the validity of the
rocket design. It does this by incorporating the design into a
simulated rocket that is virtually launched. If the simulated
rocket attains the specified altitude with the appropriate pay-
load, it is considered to be an acceptable design. AA-2 deter-
mines whether any delays are expected as a result of a design
or of an external event. AA-3 is in charge of determining the
financial impact of design decisions and/or of delays on the
project cost. In addition to the main AAs defined above,
AA-0 will compute the initial cost and schedule plans as
well as maintain the official schedule and cost estimates.
The PM-Agent can only make changes to the expected cost
or the schedule through AA-0O. Finally, AA-4 is a problem
solver loosely based on constraint-based algorithms that
when given all the constraints involved in making decisions,
it selects the values for the various variables that meet the
criteria defined as constraints. By “loosely based” we mean
that it does not employ a formal CSP algorithms but
instead employs a rule-based approach that, for a simple
application such as this one, works acceptably well. If the
system is overconstrained (no solution is possible), AA-4
will inform the PM-Agent of this. These AAs are called by a
PM-Agent when it deems necessary. Although DAs are human
for this experiment, the AAs are software agents in our proto-
type. However, only the PM-Agent is based on CxBR/CxG.

The PM-Agent examines the GFB on a regular basis. For
the purposes of this application, we have set this sampling fre-
quency to 1 day. However, for the purpose of practicality in
demonstrations, it has been accelerated to once every few sec-
onds to simulate several months in the space of a 10-min sim-
ulation. Upon retrieving the relevant information from the
GFB, the PM-Agent will assess the situation. Its transition
rules decide which new Major Context should become active,
if any. If different from the currently active Major Context,
this newly selected Major Context becomes activated and
the current one deactivated. The Major Context contains the
action appropriate for the context and executes this action
through the framework. It will continue to do so until the sit-
uation is resolved or until the next sampling cycle if there are
no problems to address.
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Fig.5. A conceptual block diagram of participating agents in our prototype. [A color version of this figure can be viewed online at journals.

cambridge.org/aie]

4.1.2. Corrective action operators

The PM-Agent has at its disposal two corrective action op-
erators that can take corrective measures when the situation is
in conflict. In a robust, real-world application one would ex-
pect that there be many more such corrective action operators.
Those used here are as follows:

1. Corrective action operator 1: Costs can be reduced by
trimming staff. This can only be done twice during
the lifetime of the project:

o the first time for a reduction of up to 10% of the total
projected cost and

e the second time for a reduction of up to 5% of the to-
tal projected cost.

2. Corrective action operator 2: Component delivery time
can be reduced by paying overtime to workers to accel-
erate delivery:

e The relation is set to 50.0 kYen/day for reduced de-
livery time.

e This can only be done for a maximum total reduction
of 30 days in the life of the project being simulated.

When faced with a conflict to resolve, agent AA-4 first at-
tempts to find a solution using either the above corrective ac-
tion operators or through a design change. AA-4 may use
more than one corrective action operator to achieve accepta-
ble results. Should all attempts to solve the problem fail,
then an impasse is declared by PM-Agent and the Impasse
Major Context becomes activated (described later). This indi-
cates that the situation is overconstrained, and turns the pro-
cess over to a higher authority to authorize an extension to
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the project deadline, increase the maximum allowable cost
(the budget), mandate a design change on the DAs that results
in lower cost and/or faster delivery, or declare the project to
have ended in failure. These all require human involvement.

4.1.3. Other assumptions

Here we describe some assumptions that we make to sim-
plify the coding of these agents. We refer to these as our
“rules of engagement.”

e We assume no transportation time or cost. Delivery is to
be at launch site.

e External events only relate to schedule and/or cost of
rocket. They do not affect the design.

e Design changes can potentially affect both cost and de-
livery.

e A design change must be accepted unilaterally by the
PM-Agent if it “works.” That is, the rocket has been
deemed flight worthy by AA-1 as per the specifications
in the Mission Context.

e The PM-Agent must unilaterally reject designs that do
NOT “work.” That is, the rocket has been deemed NOT
to be flight worthy with that particular design by AA-1.

e The PM-agent cannot reject a new design that works
purely on the basis of negative schedule and/or cost im-
plications. It must negotiate with the appropriate DA to
achieve a design change.

e The rocket design can be changed to compensate for an
unacceptably long or overly expensive project that re-
sults from external events unrelated to the design. This
has to be accepted by the DA, unless mandated by a
higher authority during an Impasse.
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e The human PM being supported by our tool is not in the
loop (i.e., does not interface directly with the PM-Agent
tool). He/she merely monitors its actions and decides
whether they are appropriate or not. The PM-Agent
tool could conceivably be used in lieu of a human
PM. However, we do not believe that the project man-
agement discipline is ready to accept that level of auto-
mation, and even if it were, considerable more research
would be required to validate and verify its functionality
before turning it loose on a real-world project.

4.2. The PM-Agent

The PM-Agent is always in control of the project (except dur-
ing an impasse). The first thing that the PM-Agent needs to
know is what are the technical specifications of the rocket,
what is the maximum cost of the rocket, and what is the
time frame for completing the work. The PM-Agent can
find this information in the Mission Context. Although some
of the information therein may change, the mission itself
rarely, if ever, changes during the simulation. That is, the mis-
sion does not change, say, from BuildSoundingRocket to
BuildSchoolHouse in the middle of a project.

4.2.1. The mission context for the PM-Agent

Our mission objective is the completion of a rocket that per-
forms its required task in time and within budget. We have de-
fined three different missions for our prototype. These are
shown in Table 1. Mission 1 features a low budget, mission
2 features a short deadline, and mission 3 is technically chal-
lenging in that it needs to boost a heavy payload above 1000 m.

Of course, an important component of a Mission Context is
the plan of action in terms of Major Contexts. For tactical opera-
tions where an agent must follow a plan, yet always be in a po-
tentially reactive mode, this is indeed quite important. In such
cases, the plan is a sequence of Major Contexts with carefully
designed transition criteria. However, this is not applicable to
our domain, as one can always hope that things go according
to plan and that no extra effort is required on the part of the
PM-Agent other than just regularly confirming that all is well
with the project. Thus, the PM-Agent would always be in Nor-
mal Major Context and would be always be in a reactive mode.
Nevertheless, it would not be a difficult future extension of our
work to add a plan to the process of project management, detail-
ing deliverables by the DAs and the Major Context in which the
PM-Agent must be in order to act upon these deliverables.

Table 1. Description of sample Mission Contexts

Attribute Mission 1 Mission 2 Mission 3
Maximum budget 10 MYen 18 MYen 20 MYen
Deadline <12 months <6 months <12 months
Altitude to be reached >100 m >400 m >1000 m
Payload weight 490 g 490 g 1000 g
Rocket weight <2000 g <3000 g <3000 g
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4.2.2. Major contexts

Each Major Context reflects a situation that the PM-Agent
faces and must resolve. The Major Contexts contain function-
ality to do what the PM-Agent can do to return the project to
normal status. The Major Contexts used in this prototype are

Normal
DesignChange
ExternalEvent
Impasse

These contexts introduce expectations as well as procedures
on how to act in these situations. We describe each Major
Context in the following section.

Normal Major Context. If all is normal, then the context is
Normal. We define normalcy to be that the specifications
have been met by the current design, the rocket is projected
to be delivered on time and within budget, and no evidence
to the contrary exists in the GFB. In other words, Normal
can be defined to be the absence of any problems. In this Ma-
jor Context, the PM-Agent continues to monitor the situation
every computation cycle, or if that is too frequent, then every
n computation cycles. Sampling the situation once per day is
thought to be sufficient for this prototype. The Normal Major
Context is also the default context as well as the initial con-
text. The simulation always begins with Normal being active.
Furthermore, when nothing else emerges as a problem, the
PM-Agent returns to this context. When Normal acts as the
initial context, the PM-Agent calls agent AA-0 as the active
Sub-Context to initialize the schedule data structure and cal-
culate the projected final cost of the project. A design change
or an external event that reports a change in delivery time or
increase in cost can cause the project to become not normal.
Therefore, upon detecting either a design change or a new ex-
ternal event in the GFB, the PM-Agent will transition, respec-
tively, to DesignChange or ExternalEvent to examine and de-
termine the effect of the new situation.

DesignChange Major Context. When a design decision is
posted into the GFB, the PM-Agent transitions into this Ma-
jor Context, where it deals with a design change and its effect
on the project. Within this Major Context, we define a CxG
Sub-Context called CxG-1 that steps through a process to de-
termine whether or not there are any ill effects from this
design change and resolve the problem if there are. CxG-1
determines the effect of the design change and its effect on
the cost and schedule. If it discovers any problems, it will
seek to resolve them through AA-4.

ExternalEvent Major Context. This Major Context is acti-
vated by the PM-Agent when there is a new external event
posted in the GFB. By definition, external events only affect
the schedule and cost of the project, and not the design. When
activated, ExternalEvent Major Context executes CxG-2 as
the active Sub-Context. This contextual graph first calls AA-2
to determine whether there is any negative effect on the
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schedule. If not, then it calls AA-3 to see whether there is any
negative effect on the cost. If neither of these returns an indi-
cation of negative effects, then the Normal Major Context is
reactivated. In contrast, if either one returns an indication of
negative impact, then AA-4, the problem-solver agent,
is called to arrive at an acceptable solution. If system is not
overconstrained and an acceptable solution can be found
by exercising the corrective action operators, then this is
done and the Normal Major Context is reactivated with
these new values. However, if the situation is found to
be overconstrained, then the Impasse Major Context is
activated.

Impasse Major Context. This Major Context is activated
by the PM-Agent when the situation is overconstrained. In
this Major Context, an extension of the mission time line or
increase in the authorized budget is required to proceed.
Otherwise, the project must be cancelled. The Impasse Major
Context can also become activated if a design conflict is irre-
solvable within the PM-Agent’s range of authority. Little ac-
tion is executed in Impasse, other than a call to upper manage-
ment for their intervention. Sub-Context CxG-3 reflects this
logic.

In summary, the knowledge of an experienced PM can be
represented in a context-based architecture that has an overall,
coarse-grained CxBR hierarchy to organize the high-level
knowledge, and CxGs to organize the finer, procedural
knowledge involved. This is seen in Figure 6. Figure 7 pro-
vides the transition relationship among the Major Contexts.
The directional edges indicate the allowable transitions be-
tween a pair of individual Major Contexts.

Figure 8 shows a high level description of the External-
Event Major Context. Figure 9 depicts the high level descrip-
tion of Minor Context CxG-2. Figure 10 demonstrates the
CxG for the CxG-2 Sub-Context.
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5. PROTOTYPE TESTING AND EVALUATION

This section describes a test plan designed to evaluate the per-
formance of our approach to modeling the project manage-
ment process using contexts. The first section describes the
tests as designed and their justification. Section 5.2 includes
the results for each phase of the test plan, and Section 5.3 dis-
cusses conclusions about the success of the tests as well as
their implications.

5.1. Test plan

In effect, we wish to test the effectiveness of our context-
based implementation. We are unable to compare it to the
published results of others because of the sketchy description
of test results found in the most relevant publications as well
as the different domain used here. Our tests, however, inject
several realistic situations in a project that would have to be
resolved by a human PM. Our focus is to see whether, given
the knowledge and functionality found in the contexts pro-
vided to the PM-Agent, the latter can address the situation
properly. Although this does not represent a real-world case
study application to an actual project, it does subject the pro-
totype to realistic, albeit not complex, situations normally
faced by a PM. A full description of the tests can be found
in Gonzalez (2007), where the expected solution of each
test is described in greater detail.

5.1.1. Test set 1

Test set 1 represents relatively simple tests that seek to ver-
ify the basic functionality of the prototype. They are based on
mission 1 and a relatively simple design of a one-stage rocket.

e Test 1-1 sets a basic benchmark by confirming the abil-
ity of the prototype to retrieve the design information

Mission Context

Normal Major DesignChange

Context

Major Context

ExternalEvent Impasse

Major Context Major Context

Sub-Context Sub-Context

Sub-Context Sub-Context

AA-0 CxG-1 CxG-2 CxG-3
AA-1 AA-2 AA-3 AA-4

Fig. 6. The specific knowledge hierarchy for PM-Agent for vertical movement. [A color version of this figure can be viewed online at

journals.cambridge.org/aie]

https://doi.org/10.1017/50890060410000156 Published online by Cambridge University Press


https://doi.org/10.1017/S0890060410000156

36

A.J. Gonzalez et al.

Major

DesignChange

Context

Normal Major

ExternalEvent

Context

Major Context

r

A
\ Impasse Major

Context

Fig.7. A Major Context transition map of horizontal movement. [A color version of this figure can be viewed online at journals.cambridge.org/aie]

and determine the impacts on the schedule and cost.
There are no external events.

Test 1-2 uses the same initial conditions as test 1-1, but it
introduces an external event that causes the cost to rise,
within the allowed budgetary limitation.

Test 1-3 is the same as test 1-1, except that the external
event makes the new cost exceed the budget. It evaluates
the ability of AA-4 to make use of the corrective action
operators to reduce the cost.

Test 1-4 is designed to evaluate the prototype’s reaction
to schedule changes. The introduced changes do not
cause the schedule to exceed the project’s final deadline.
Test 1-5 is designed to evaluate the prototype’s reaction
to schedule changes that cause it to exceed the final
deadline.

Test 1-6 is designed to evaluate the prototype’s reaction
to schedule changes and cost increases in the same test.
However, the situation is not overconstrained.

Test 1-7 is designed to evaluate the prototype’s reaction to
more complex schedule changes and cost increases in the
same test. The situation is not overconstrained, but it does
require multiple applications of corrective operators.
Test 1-8 is designed to evaluate the prototype’s reaction
to schedule changes and cost increases in the same test.
However, the situation is now overconstrained, leading
to an impasse.

Major Context Name: ExternalEvent
Action Functions

5.1.2. Test set 2

Test set 2 challenges the functionality of the prototype fur-
ther than test set 1 by including design changes along the way
that cause overconstrained situations, possibly leading to im-
passes. This test suite uses mission 2.

» Retrieves data on new event from GFB
» Activates Sub-Context CxG-2 through appropriate action rule

Transition Rules
>

to Normal

>

Major Context

>

Test 2-1 is designed to verify that the design change
evaluation mechanism works as designed. A design
change in the form of an engine change comes in on
day 100, but this design change introduces no conflict.
Test 2-2 is designed to verify that the design change
evaluation mechanism works as designed. An engine
design change occurs on day 5, but the new design is in-
adequate for the performance specification require-
ments. It should be rejected outright by the PM-Agent.
Test 2-3 is designed to verify that the design change
evaluation and recovery mechanism works as designed.
This test introduces a design change that while techni-
cally acceptable, causes problems with schedule and
cost. However, the situation is not overconstrained and
a resolution can be found.

Test 2-4 is designed to verify that the design change
evaluation and recovery mechanism works as designed.
This test introduces a design change that although tech-
nically acceptable, causes schedule and cost problems
that overconstrain the problem, leading to an impasse.

If schedule is not negatively impacted and cost limit is not exceeded, then transition
If system overconstrained and no solution can be found, then activate the Impasse

If system is underconstrained, then the acceptable values are assigned for cost and

schedule and activate the Normal Major Context

Action Rules

» Activates Sub-Context CxG-2 to determine effect on schedule

Sub-Contexts
» CxG-2

Fig. 8. Description of Major Context ExternalEvent.
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» Determines the next Major Context transition by activating the CxG

Action Rules

» Activates AA-2 to attempt to determine schedule impact
» Activates AA-3 to attempt to determine cost impact

» Activates AA-4 if necessary

Sub-Contexts
> AA-2
> AA-3
> AAA4

Fig. 9. The CxG-2 Minor Context.

e Test 2-5 introduces a design change to the body dimen-
sions that makes the rocket unable to lift the payload to
the required altitude.

5.1.3. Test set 3

Test set 3 involves tests with events that go beyond what the
prototype was designed to handle. This provided an insight
into the limits of the prototype as well as avenues for further
research. This includes inadequate designs as well as late de-
signs. Mission 3 is used for these tests.

e Test 3-1 introduces a different engine design as the initial
design offered by the DAs. It includes a heavier payload
and three-stage rocket. The initial design is not workable
from a cost and schedule standpoint. The heavier payload
of mission 3 requires multiple stage rockets, which compli-
cate the decision making but provide several alternatives.

e Test 3-2 pushes the limits of the prototype by introducing
late designs, causing uncertainty. The prototype was not
been designed to handle lateness of designs. In this test,
the engine selection lags behind schedule. The selection
(design) is not submitted by the DA until day 2.

5.2. Test results

This section summarizes the results obtained from running the
tests described above. The reader interested in the details of
the tests and results is referred to Gonzalez (2007). Table 2 sum-

marizes the results as the sequence of transitions and actions
among major contexts. This sequence is displayed in Table 2
in a somewhat cryptic, shorthand version of the results. Repeat-
ing the entries indicates that more than one external event or de-
sign change took place at different times. The expected and ac-
tual results indicate the respective major context transition and
action sequence. As one can see from Table 2, all tests were suc-
cessful except the last two (test set 3). This is discussed below.

Test set 3 presented the most difficult of all tests, for which
not all situations were anticipated. It should be noted that for
test 3.1, there was no context for objectionable initial design.
Therefore, the transition improperly went to Normal nonethe-
less. This is not correct, even though the sequence of subse-
quent context transitions was as expected, given the limita-
tion. There should be another Major Context that starts out
the process by evaluating the initial conditions. The design
was changed on day 2 to reflect a less expensive, three-stage
design that did meet the cost criteria. This design change
caused a DesignChange context to be activated, but it did
not require corrective action operators to solve.

For test 3.2, where there is no design at the outset, the sys-
tem should not have known what to do, as there was no con-
text for incomplete design. Therefore, it improperly went to
normal. All subsequent actions were done correctly.

5.3. Conclusions of testing

The testing proved to be successful for test sets 1 and 2. In
these experiments, the PM-Agent context transitions and

Transition to Normal

Transition to Normal

b 4

Transition to /mpasse

Y

| A3 Yes
Yes
No
@
No Yes
AA-4
No
Yes
| AA4 L >@D—>| Transition to Normal
No
»| Transition Impasse

Fig. 10. A contextual graph for Sub-Context CxG-2. [A color version of this figure can be viewed online at journals.cambridge.org/aie]
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Table 2. Summary of results for the tests
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Results
Explanation
Test No. Expected Actual Success? or Comment
1.1 Normal Normal Yes Successful
1.2 N-EE-N N-EE-N Yes Successful
1.3 N-EE-cal-N N-EE-cal-N Yes Successful
1.4 N-EE-N N-EE-N Yes Successful
1.5 N-EE-ca2-N N-EE-ca2-N Yes Successful
1.6 N-EE-ca2-N-EE-cal-N N-EE-ca2-N-EE-cal-N Yes Successful
1.7 N-EE-ca2-N-EE-cal-N-EE-ca2-cal-N N-EE-ca2-N-EE-cal-N-EE-ca2-cal-N Yes Successful
1.8 N-EE-ca2-N-EE-cal-N-EE-ca2-cal-I N-EE-ca2-N-EE-cal-N-EE-ca2-cal-1 Yes Successful
2.1 N-DC-a-N N-DC-N Yes Successful
2.2 N-DC-r-DC-a-N N-DC-r-DC-a-N Yes Successful
2.3 N-DC-a-cal-cal-N N-DC-a-cal-cal-N Yes Successful
2.4 N-DC-a-cal-cal-I N-DC-a-cal-cal-I Yes Successful
2.5 N-DC-a-cal-cal-N N-DC-a-cal-cal-N Yes Successful
3.1 r-DC-a-N N-DC-a-N Partial yes Initial context wrong
3.2 7-DC-a-cal-N N-DC-a-cal-N Partial yes Awaiting late design

not normal

Note: N, the Normal major context; EE, ExternalEvent; MC, Major Context; DC, DesignChange; I, Impasse; ca, corrective action operators were used to
resolve a constraint conflict; cal, cost operator; ca2, schedule operator (absence of ca entry indicates that no conflict arose); r, rejection of a design change by

the project manager (PM); a, the design was accepted by the PM.

use of operators were as expected. In addition, the results
achieved were the correct results. For test set 3, however,
the tests were only partially correct.

We assert that additional contextualization within the bounds
of this tool would address the problems uncovered with test set
3. New major contexts need to be added to evaluate the initial
designs and/or wait for the design from the DA before declaring
that all was normal. However, the question remains as to
whether all situations need be defined a priori for the PM-
Agent to work. Would some learning mechanism be capable
of identifying new situations and constructing new Major Con-
texts? Very possibly, but we leave this for future research.

6. SUMMARY, CONCLUSIONS, AND FUTURE
RESEARCH

The research succeeded in creating a PM agent that was situa-
tionally aware. It was able to see the external events and design
changes and apply whatever corrective action operators existed
to bring the project design, cost, and schedule within original
objectives, if possible. If the problem was overconstrained,
then it declared an impasse and called for external intervention
on the part of the customer or upper management.
Knowledge engineering is always an important considera-
tion when building intelligent systems. This application did
not require significant knowledge acquisition because of its rel-
ative simplicity. The first author’s (admittedly limited) experi-
ence in project management from an earlier position in his ca-
reer proved sufficient for this application. For more complex
and realistic applications, we are considering using a tool that
can serve to collect the requisite knowledge through an auto-
mated interview of an expert. We have developed and evalu-
ated a tool called CITKA (Context-Based Interactive Tactical
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Knowledge Acquisition), which is capable of significantly fa-
cilitating knowledge acquisition for CxBR applications (see
Gonzalez et al., 2006). This tool permits the definition by an
expert of several attributes (parameters) of the contexts to be
used in the application. We leave this for future research.

As with all research, there are some simplifying assumptions
and acknowledged limitations with our work. We discuss this
in the next few paragraphs to give the reader a complete picture.

In our application to project management, we assume that
the contexts are well defined as well as predefined. If the PM-
Agent is faced with a new kind of situation not previously in-
corporated as a context, it will not know how to handle it. This
application is not designed to be able to learn on the job, so to
speak. There are technologies that can be brought to bear to
accomplish learning with some degree of probable success.
In fact, CxGs have been used in applications where they
can be adjusted through an explicit dialog with a human ex-
pert. However, this is beyond the scope of this work and
we leave it for possible future research.

The GFB makes no effort to ensure the validity or consis-
tency of the facts posted therein. This can lead to incorrect
and/or conflicting information upon which the PM-Agent
will act, regardless of its veracity. This is akin to using sensor
readings in a diagnostic application without verifying their
accuracy. Sometimes their accuracy can be confirmed, but
in other cases it cannot be. We purposely assumed correct
and consistent input data as this is not deemed critical to
our primary objective of evaluating the feasibility of a con-
text-based approach to project management. We leave the
verification of posted facts for future research.

We do not foresee that the agents developed for one appli-
cation would be directly usable in another completely differ-
ent application (e.g., software development vs. building con-
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struction). However, applications in the same domain (i.e.,
building construction) by the same organization for a new
project may present significant opportunities for reuse, as
the agents reflect the basic tenets of project management in
a domain, as well as the specific procedures and policies of
the organization. Nevertheless, we do expect some modifica-
tion to be necessary, even in such cases. Furthermore, we do
expect that the CxBR/CxG architecture, if not the specifically
developed PM-Agent per se, will remain applicable across a
wide range of project management domains.

The application used here was not as rigorous as we had
hoped. The small size and weight of the rocket handled by
the NASA simulator made it necessary to fictionalize (al-
though within realistic bounds) several parameters of the proj-
ect, such as cost and delivery. Furthermore, the system over-
burdened the AA-4 agent, asking it to solve problems that
were occasionally beyond what it was designed to do. AA-
4 would have to be unreasonably complex and computation-
ally intensive when developed for a full-fledged real-world
application. It would have been preferable to define new ad-
ditional contexts that contextualized the problem further and
allow AA-4 to be less complex. Nevertheless, a reconsidera-
tion of AA-4 will be necessary in future versions of this ap-
proach that will be examined in future research.
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