
Abstract
The flow inside a constant-width wind-tunnel contraction is simulated by solving the Reynolds-
Averaged Navier-Stokes equations with an eddy-viscosity turbulence model. The results show the 
presence of longitudinal vortices near the sidewalls centreline. This confirms a former hypothesis 
involving the generation of skew-induced longitudinal vorticity within the sidewalls boundary layers. 
Detailed analysis reveals that the flow structure is influenced by viscous effects in the boundary 
layers and streamline curvature in the potential flow. Three-dimensional boundary-layer profiles 
on the contraction sidewall are analysed in the framework of the streamline co-ordinate system 
and its associated hodographic diagram. The resulting profiles help understand the generation of 
secondary flows and the associated longitudinal vorticity.
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Nomenclature
AC		  contraction ratio 
cf		  skin-friction coefficient 
din		  Preston tube internal diameter 
dext		 Preston tube external diameter 
H1		  contraction inlet height 
H2		  contraction exit height 
Iinlet		 turbulence intensity at the inlet 
It.s.		  turbulence intensity in the test section 
k		  turbulent kinetic energy 
L		  contraction length (without extension) 
linlet		 turbulent mixing length at the inlet 
LC		  total contraction length 
n		  apparent order of the numerical method 
p		  static pressure 
r		  grid refining ratio 
Uexit	 flow velocity at the contraction exit 
Uref		 reference velocity 
U*

e		  local transformed streamwise velocity 
(U*,V*,W*)	 transformed velocity field in the streamline co-ordinate system 
w		  contraction width 
x		  longitudinal position in the contraction 
xm		  location of the match point in the contraction 
y		  vertical position in the contraction 
y+		  dimensionless wall distance of the first cell normal to wall 
z		  spanwise position in the contraction 
δ		  boundary layer thickness 
v		  kinematic viscosity 
ω		  specific dissipation rate 
(ξ,η,ζ)	 streamline co-ordinate system 

Acronyms 

CFD	 Computational Fluid Dynamics 
GCI	 Grid Convergence Index 
NPL	 National Physical Laboratory 
RANS	 Reynolds-Averaged Navier-Stokes 
SIMPLE	 Semi-Implicit Method for Pressure-Linked Equations
TFT	 Thermo-Fluid for Transport Laboratory 

1.0	 Introduction
In a wind tunnel, the contraction plays a major role in achieving an optimal flow quality prior to 
entering the test section. Inside the contraction, the flow is not only being accelerated to reach 
the velocities needed in the working section, but its quality is also improved by the reduction of 
turbulence level and flow non-uniformity that may otherwise negatively affect the flow quality 
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in the test section. Axisymmetric contractions are considered the optimal choice when it comes 
to achieving a uniform flow with low turbulence levels. For manufacturing reasons, rectangular 
or octagonal designs are often used as well. Finally, ‘two-dimensional’, i.e. constant-width, 
contractions are often considered for low-speed, academic wind tunnels, mostly because of the 
simplicity of their construction and in spite of the limitation in contraction ratio compared to 
three-dimensional designs of the same height(10).

The design of a wind-tunnel contraction should take contradicting constraints into account. For 
instance, a long contraction is preferred when it comes to reducing the risk of flow separation. 
However, cost and space considerations frequently make designing a long contraction imprac-
tical. In addition, reducing the contraction length helps minimise the boundary-layer thickness 
at the entrance of the test section, which increases the useful test area(4). Therefore, there is an 
optimum shape and length that ensures a fair flow quality while excluding any risk of separation. 
Contraction design has been an extensive research topic. Most design methods are based on 
the solution of a potential flow problem coupled with either analytic boundary-layer separation 
criteria or numerical solutions of the boundary-layer equations. Perhaps the most well-known 
design methods are those of Morel(25,26) and Bell and Metha(4).

The possible occurrence of secondary flows near the corners forming the intersection of the 
sidewalls in three-dimensional, rectangular contractions has been known for a long time(10). 
This type of secondary flow, which is caused by the convergence of surface streamlines towards 
the contraction corners, are generally thought to be minimised in octagonal contractions, and 
nonexistent in two-dimensional designs(10). Another type of secondary flow, which is specific to 
constant-width contractions, was suggested by Mokhtari and Bradshaw(29), and is believed to lead 
to the formation of longitudinal vortices close to the sidewall centreline. This is an example of 
skew-induced secondary flow according to the terminology of Bradshaw(8). The possible occur-
rence of this phenomenon was backed by experimental measurements of skin-friction and velocity 
profiles in a constant-width contraction at Imperial College(29), and may explain the deformed 
velocity profiles observed on the test-section sidewalls of the National Physical Laboratory (NPL) 
50in × 9in Boundary-Layer Wind Tunnel(9).

Recently, Mohammed-Taifour et al(23) reported that the measured boundary-layer thickness 
at the exit of the constant-width contraction of the Thermo-Fluid for Transport Laboratory’s 
(TFT) Boundary-Layer Wind Tunnel was larger near the sidewalls centrelines than elsewhere 
in the contraction exit plane. A preliminary numerical analysis performed by Bouriga et al(6) 
revealed the presence of longitudinal vortices on the sidewalls, thus confirming Mokhtari and 
Bradshaw’s(29) hypothesis. However, due to the preliminary nature of these results, no satisfactory 
comparison was made between the numerical results of Bouriga et al(6) and the experimental 
results of Mohammed-Taifour et al(23).

The purpose of the present article is to extend the results of Bouriga et al(6) by presenting a 
detailed numerical investigation of secondary-flow effects on the contraction sidewalls of the TFT 
Boundary-Layer Wind Tunnel. The simulation is performed by solving the Reynolds-Averaged 
Navier-Stokes (RANS) equations with an linear eddy-viscosity turbulence model. The goal is 
not only to provide a physical explanation of the experimental results of Mohammed-Taifour et 
al(23), but also to describe in details the structure of the flow in the contraction and to highlight 
possible differences between the qualitative flow structure and the conceptual model proposed 
by Mokhtari and Bradshaw(29). This work is part of a growing trend of Computational Fluid 
Dynamics (CFD) investigations for wind-tunnel design and optimisation(11,24).
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2.0	�C ontraction Geometry and Experimental 
Results

The TFT Boundary-Layer Wind Tunnel is described in details in Mohammed-Taifour et al(23). Its 
constant-width contraction has an area ratio of AC = 9 and a matched-cubic shape that was designed 
with a match point located at 70% of the contraction length(26). Following the recommendations 
of Mehta and Bradshaw(20), an additional constant-height section of 0·2m in length was added 
to allow some reduction of flow non-uniformity before the entrance of the working section. The 
parameters of the contraction are summarised in Table 1.

 
Table 1

Design parameters of the contraction in the TFT boundary-layer wind tunnel

	 Parameter 	  	  	  Value
	 Contraction ratio 	 AC	 –	 9
	 Length without extension 	 L	 m	 1·65
	 Total length 	 LC	 m	 1·85
 	 Inlet height 	 H1	 m	 1·35
	 Exit height 	 H2	 m	 0·15
	 Length to height ratio 	 L/H1	 –	 1·22
	 Match point 	 xm/L	 –	 0·7
	 Contraction width 	 w	 m	 0·6

The boundary-layer thickness near the exit of the contraction is presented in Fig. 1. It was measured 
using a Pitot probe at a reference velocity of Uref = 30ms–1, where Uref is defined as the velocity at the 
centre of the contraction exit plane. The custom-built, square-ended Pitot probe had an internal diameter 
of 1·6mm and an external diameter of 2·4mm, which resulted in an uncertainty of about ±1mm in the 
boundary-layer thickness. Additional hot-wire measurements revealed that the turbulence intensity 
in the free-stream is about 0·05%(23). Three definitions of the boundary-layer thickness are used in 
Fig. 1: δ95 (respectively δ99 and δ99·5) is the position where the local velocity equals 95% (respectively 
99% and 99·5%) of the (uniform) velocity in the potential flow (note that by construction, δ95 < δ99 
< δ995). An interesting feature of Fig. 1 is the small ‘bulge’ of the δ995 thickness close to the centre 
of each side wall: at this location, the velocity profiles appear to be deformed compared to profiles 
further away from the centreline. This anomaly, which is the first indication of possible longitudinal 
vortices near the sidewalls centreline, will be discussed in more details in Section 4. 
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Figure 1. Measured boundary-layer thickness at the contraction exit (Uref = 30ms–1).
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For velocities above Uref = 30ms–1, the boundary layer at the contraction exit is turbulent on 
all four walls(23). This was verified by analysing the shape of the velocity profiles at several 
reference velocities ranging from 5ms–1 to 30ms–1 and confirmed by subsequent hot-wire 
measurements. At a reference velocity of Uref = 30ms–1, measurements with a stethoscope 
indicated that laminar-turbulent transition occurs between 0·30m and 0·45m upstream of 
the contraction exit plane.

The variation of the skin-friction coefficient cf along the left sidewall near the contraction exit 
plane is presented in Fig. 2 for Uref = 30ms–1. It was measured by vertically traversing a Preston tube 
on the sidewall surface (z = 0m in Fig. 1). The custom-built Preston tube had an internal diameter 
of din = 0·45mm and an external diameter of dext = 0·71mm. The static pressure was measured 
at a pressure tap located 0·08m upstream of the contraction exit and the dynamic pressure was 
converted to shear stress using Patel’s calibration law. The uncertainty in cf resulting from this 
procedure is about ±3%(30). The small asymmetry of cf in Fig. 2 can be explained by imperfections 
in the contraction geometry caused by its manual construction(23).

The variation cf  clearly exhibits a peak near the sidewall centreline. This is in contrast with 
the measurements of Mokhtari & Bradshaw(29), who observed a dip in cf at the exit plane of their 
3:1 contraction and a small peak further downstream. Here also, further analysis of the data is 
deferred to Section 4.

3.0	Numerical Setup

3.1 Geometry and grid

Taking the contraction symmetries into account, the geometrical model is reduced to one quarter 
of the actual device (Fig. 3). In addition, the geometrical model contains a 0·15m extension after 
the actual contraction exit in order to reduce the effects of the outlet boundary condition on the 
results. The model boundaries consist of an inlet and exit, the curved upperwall, the sidewall and 
two symmetry planes. One test case was run without any symmetry plane in order to rule out any 
influence of those planes on the simulation results.
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Figure 2. Variation of the skin-friction coefficient along the contraction 
sidewall, calculated using the Patel calibration (Uref = 30ms–1).
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The fluid domain was discretised with a block-structured hexahedral mesh using the commercial 
grid generation software ICEM CFD. Discretisation was realised using an H-grid topology. 
Although the geometry is quite simple and does not contain sharp edges or complex features, 
care must be taken in order to ensure acceptable mesh quality. The domain was therefore divided 
in multiple blocks, whose edges were associated with curves orthogonal to the flow streamlines.

Since the flow details near the walls are the main objective of the study, a particular emphasis 
was made on the grid quality and density near the walls. The first node distance to the wall was set 
to ensure that y+ ≤ 1 anywhere in the domain, enabling the solver to capture the viscous sublayer.

To investigate the grid convergence behaviour, three different grids were generated. An initial 
coarse mesh was refined by a factor 1∙3 × 1∙3 × 1∙3 to yield a medium size grid which was in turn 
refined with the same factors to produce the fine grid. Refining was performed by ICEM CFD 
which kept the first wall distance constant for all the grids. The overall grid size was 9∙51 × 105 
cells for the initial coarse grid, 2∙10 × 106 cells for the medium grid and 4∙61 × 106 cells for the 
fine grid. The coarse grid is illustrated in Fig. 3. 

3.2	Numerical models

The flow-field computations were performed by solving the three-dimensional, incompressible, 
steady-state, Reynolds-Averaged Navier-Stokes equations using the open-source finite-volume CFD 
toolbox OpenFOAM 2.1. A detailed presentation and discussion of the solver theory and implemen-
tation is provided by Jasak(18) and Weller et al(31). The numerical calculations were performed using the 
OpenFOAM steady-state solver simpleFoam implementing the SIMPLE algorithm, first introduced 
by Patankar and Spalding(28), for the pressure-velocity coupling in the Navier-Stokes system.

Turbulence properties were computed using the SST k – ω model(16). The model is derived from the 
original k – ω model(32) and a transformed version of the k – ε model. The mixed behaviour inherited 
from both models enables the SST k – ω model to retain the advantages of both. The model simulates 
the viscous sublayer without the need of damping functions while having a similar behaviour to the 
k – ε family models in free-stream regions. As any two-equation model, the SST k – ω model consists 
of two partial differential equations describing the transport of the turbulent kinetic energy k and a 
dissipation property, namely the specific dissipation rate ω in this case. For the case of an incom-
pressible flow with ρ = 1, the transport equations of the model for both fields k and ω are as follows: 
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Figure 3. Computational grid of the wind-tunnel contraction (units in metres).
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 . . . (2)

As in the case of other RANS models, turbulence effects are accounted for by the additional eddy 
viscosity vt, which is computed from the values of k and ω using: 

	  	  . . . (3)

where Ω is the absolute value of the vorticity, and where coefficients F1 and F2 are computed with 
the following relations: 

	  	  . . . (4)

	  				     . . . (5)

	  			   . . . (6)

The closure coefficients of the model are: 

	  

	  
The convection terms of the flow equations were discretised using the second-order upwind 
scheme. All other terms (diffusion terms and gradients) were discretised using the second-order 
linear (central) scheme. In the velocity equations, an enhanced version of the second-order upwind 
scheme, which accounts for the flow direction, was used.

The linear algebraic systems arising from the discretisation of the velocity and turbulence 
equations were solved with the preconditioned biconjugate gradient method (PBiCG) with a 
preconditioner based on the diagonal incomplete LU factorisation (DILU). The discretised 
pressure equation is solved with the algebraic multigrid method (AMG) with the lowest multi-
grid level containing 20 cells. Solution convergence was checked by monitoring the evolution 
of the initial residual between the time steps. As with other decoupled methods, the SIMPLE 
algorithm uses equation under-relaxation to ensure stability of the solution process. In the 
present study, the pressure, velocity and turbulence equations were under-relaxed with factors 
of 0∙3, 0∙7 and, 0∙5 respectively.
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3.3	Boundary conditions

The computations involved solving the transport equation for the pressure, the velocity U, the 
turbulent kinetic energy k and the specific dissipation rate ω. The von Neumann boundary condition 
was set for the pressure (∂p/∂n = 0) at the contraction exit, whereas Dirichet boundary conditions 
were used for U, k and ω at the entrance. No-slip conditions for the velocity were imposed on the 
contraction walls and the normal gradients of the rest of the variables were set to zero.

The inlet velocity was defined by a profile approximating an incoming flow with an existing 
boundary layer. The inviscid zone was modeled with a constant velocity Uinlet = 3∙3ms–1 in order 
to match the experimental value of Uref = 30ms–1 at the contraction exit. The boundary-layer 
zone was approximated with a parabolic profile extending from the no-slip wall to a thickness of 
0∙005m. This value was chosen since it approximates the thickness of the laminar boundary layer 
developing downstream of the last turbulence screen in the wind-tunnel’s settling chamber(21).
The turbulence level at the entrance of the contraction was obtained from its measured value in 
the test section,(23) It.s ≅ 0∙05%  Assuming Batchelor’s classical reduction factors for homogeneous 
turbulence in a converging nozzle(3), this corresponds to a turbulence level of about Iinlet ≈ 2% at 
the contraction inlet. The specific dissipation rate ω was calculated from the mixing length linlet, 
which was estimated to be roughly equal to the wire diameter (0∙7mm) of the last turbulence 
screen in the settling chamber(15). Sensitivity studies performed with different values of Iinlet and 
ω at the contraction inlet showed that these parameters do not have a strong influence on the 
simulation results(5).

3.4	Modified turbulence model

At a reference velocity of Uref = 30ms–1, the boundary layer at the contraction exit is turbulent, 
which means that laminar-turbulent transition occurs on the contraction walls. In order to model 
the transition process, the common approach of dividing the fluid domain into a laminar and a 
turbulent zone was chosen. This approach is practical, since acoustic measurements on one of the 
sidewall’s centreline showed that transition actually occurs between 0∙45 and 0∙30m upstream of 
the contraction outlet.
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Figure 4. Calculated skin friction coefficient on a flat plate with transition, 
compared to experimental data from the ERCOFTAC T3A case.
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Many CFD packages provide the possibility to set a given fluid zone as laminar. However, the 
standard turbulence models implemented in OpenFOAM do not offer such choice. The SST k – ω 
model in OpenFOAM was therefore adapted in order to allow specifying fully laminar regions in 
the computational domain. The basic idea is to set the eddy viscosity to zero in a fluid zone that the 
user considers to be laminar. This modification makes it possible to simulate a laminar-turbulent 
transition in OpenFOAM, although in very rudimentary manner.

The modified turbulence model was first applied to the case of the flow over a flat plate without 
pressure gradient. The test case was set up to represent the T3A validation case of the European 
Research Consortium on Flow, Turbulence and Combustion (ERCOFTAC)(14). According to this 
experimental database, transition occurs at a Reynolds number Rex ≅ 1∙4 × 105. Therefore, the 
transition location used in the modified model was set to x = 0∙5m downstream of the flat plate 
leading edge. Fig. 4 shows the computed skin friction cf over the plate as a function of the Reynolds 
number, together with the ERCOFTAC T3A data. The discrepancy between the predicted distri-
bution and the ERCOFTAC data is less than 15% downstream of the transition zone, which gives 
confidence in the use of the modified turbulence model.

For the flow-field simulations in the contraction, the transition plane was fixed at 0·45m upstream 
of the contraction exit. Further computations with the transition at 0·30m from the exit showed 
very little effects on the flow structure, except for a small variation in the value of the boundary-
layer thickness at the contraction exit.

3.5	Run control

The simulations were run in parallel on a Dual Intel Westmere EP Xeon 5650 cluster with 3GB 
memory per processor core and an InfiniBand internodal network. The computations were run 
until the residuals of all transport equations were reduced by at least six orders of magnitude.

3.6	Grid convergence

Discretisation errors were estimated using the GCI method described in Celik et al(13). Error 
estimation with the GCI method requires at least three successive refined grids. The grid disreti-
sation error of the finest grid is estimated by calculating the fine-grid convergence index defined as: 

	  	 . . . (7)

where ea
21 = |(φ1 - φ2)/φ1| is the relative error of a selected global or local variable φ obtained from 

the first two grid levels, r21 is the refinement factor between the first and the second grid levels, 
and n is the apparent order of the numerical methods used in the computations.

In the present simulation, the selected variable φ used to estimate the error is the integral of the 
wall shear stress on the sidewall at the contraction exit, defined as:

	  				    . . . (8)

 As mentioned before, successive refined grids were obtained by refining each grid level with the 
same refinement factor r = r21 = r32 = 1∙3, which is the minimum recommended value to perform 
the GCI method(13).

The estimated apparent order of the numerical methods is roughly n ≈ 4, meaning that the 
numerical methods are effectively at least second-order accurate. Meanwhile, the errors calculated 
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by the GCI method showed that the numerical uncertainty of the fine grid solution of φ is around 
GCIfine ≈ 0·25% while the approximate relative errors remain below 0·4% for all grids.

3.7	Comparison with experimental data – validation

Results from the numerical simulation were extracted at the contraction exit (x = 1∙85m), where the 
experiments were made, thus allowing a comparison between the experimental and numerical data.

Figure 5 shows a comparison between the velocity contours at the contraction exit obtained 
experimentally and numerically. Only the δ995 contour is represented since the other contours do 
not exhibit particular features. Qualitatively, the agreement is excellent since the observed increase 
in boundary-layer thickness is reproduced by the simulation. The simulated boundary layer is 
slightly thinner than in the experimental case. This is mainly due to the uncertainty in position 
and extent of the transition process. Indeed, calculations of the turbulent boundary-layer growth 
from the transition zone down to the contraction exit showed that moving the transition point in 
the computational domain by ±0·1m can result in a change of the boundary-layer thickness of at 
least ±1·5mm. On the other hand, this observed small quantitative difference of the boundary-
layer thickness is not expected to be an issue for the analysis of the flow structure that will be 
done in Section 4. 

Figure 6 shows normalised boundary-layer profiles obtained experimentally and numerically 
at two vertical positions on the sidewall at the contraction exit plane. y = 0m refers to a position 
on the sidewall centreline and y = 0·025m refers to a position slightly above the centreline. The 
difference in the shape of the profiles is a consequence of the longitudinal vortices that will be 
discussed in detail in the next section. It can be seen that the simulation accurately reproduces the 
difference in the profile shapes, although there is a slight discrepancy between the experimental 
and numerical results very near the wall. 

Finally, Fig. 7 shows a comparison between the skin-friction distribution obtained experimentally 
and numerically. The calculated skin-friction distribution exhibits a peak near the centreline of 
the sidewall which is very similar to that observed experimentally. Nevertheless, the agreement 
between simulation and experiments is less good than in Fig. 5 and Fig. 6. 

Based on the data shown in Figs 6 and 7, it appears that the discrepancies between experimental 
and numerical results are limited to the very near-wall region. The most likely explanation for these 
differences is the limitation of linear eddy-viscosity models to accurately reproduce several aspects 
of secondary-flow situations like streamline curvature and vortical motions(32). Indeed, exploratory 
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simulations with the Spalart-Allmaras and several variants of the k – ε turbulence models have 
shown that the results are not very sensitive to the actual (eddy-viscosity) model chosen for the 
simulation(5). Despite these limitations, and since the goal of the present simulation is to better 
understand the qualitative flow structure in the contraction, it is felt that the proposed approach 
of a RANS simulation with a linear eddy-viscosity turbulence model offers the best compromise 
between computing time, simplicity of data processing, and accuracy and usefulness of the results.

4.0	Flow Field Analysis
The hypothetical vortex pattern suggested by Mokhtari and Bradshaw(29) is best explained in terms 
of the confluence of near-wall streamlines towards the centreline of each contraction sidewall. 
Referring to the co-ordinate system introduced in Fig. 3, the lateral pressure gradient ∂p/∂y induced 
by the streamline curvature in the potential flow region deflects the near-wall streamlines more 
strongly, owing to their lower momentum. Because this effect occurs symmetrically on both sides of 
the contraction, the confluence of near-wall streamlines leads to a thickening of the boundary layer 
near the sidewall centreline, and to a pair of counter-rotating vortices aligned in the longitudinal 
direction. This phenomenon is illustrated in Fig. 8(a), which shows three computed streamlines 
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originating at nearly two-third of the contraction half-height. It is clear that the streamlines 
originating near the sidewall are more defl ected than the one originating in the potential fl ow. 
Furthermore, the streamline closest to the wall is also the most defl ected, which is consistent with 
the conceptual model of a boundary layer defl ected by a lateral pressure gradient. A sketch of the 
associated vortex pattern is presented in Fig. 8(b). For reference, the boundary-layer thickness at 
the contraction exit is δ ≈ 6mm away from the centreline.

This simple model of streamline confl uence, which is based on inviscid secondary-fl ow consid-
erations and could as well have been explained in terms of the skewing of vorticity vectors inside 
the sidewall boundary layer(2,12,8,17), should lead to a decrease of the friction coeffi cient cf near the 
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Figure 9. x-vorticity contours in selected y – z planes.

Figure 10. Close-up of velocity fi eld and longitudinal vorticity contours at x/LC = 0·89.
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sidewall centreline at the contraction exit. This decrease was indeed observed by Mokhtari and 
Bradshaw(29) in their constant-width contraction. On the other hand, this conceptual model is also 
oversimplifed since it doesn’t take into account the cross-flow profile of the sidewall boundary 
layer. Indeed, Mokhtari and Bradshaw(29) themselves suggested that the small peak in cf observed 
further downstream in the test section of their wind tunnel might be caused by a second pair of 
vortices, of opposite direction to the main ones, which would be linked to the cross-flow profile 
of the boundary layer in the wind-tunnel contraction.

To better illustrate the flow structure close to the contraction sidewall, Fig. 9 shows the longi-
tudinal vorticity contours on cut planes at different locations inside the contraction. This figure 
reveals a flow of considerable complexity. Close examination of the x/LC = 0·89 plane in Fig. 10 
shows that two well-formed pairs of vortices are present at the contraction exit. On the computed 
half-height, a large, negative-circulation vortex extends up to 0·03m from the sidewall. Below, 
a smaller, positive-circulation vortex is observed within the first cm from the wall. Finally, a 
thin, near-wall region of negative vorticity can be seen under the secondary vortex. Because of 
symmetry, similar features of opposite direction would be observed on the other half-height of 
the contraction but are not represented in Figs 9 and 10.

The main, negative-circulation vortex in Figs 9 and 10 is consistent with the simple model of 
streamline confluence presented above. It is created by the downward motion of low-momentum 
fluid inside the sidewall boundary layer. Although the discrete vortex can’t be recognised until 
far downstream in the contraction (x/LC ≅ 0·78), its formation begins much earlier. A significant 
downward motion can clearly be seen at x/LC = 0·62. Further investigations showed that this 
downward motion is initiated after a very short distance downstream of the contraction inlet, 
although it remains weak and hard to discern from the general flow features. At the contraction 
exit, the main vortex deflects the fluid towards the potential flow region, which in turns increases 
the boundary-layer thickness near the sidewall centreline, as observed in Figs 1 and 5. Although 
the main vortex appears very large in Fig. 9, its influence on the boundary-layer thickness is 
rather limited. At x/LC = 1, the δ995 thickness roughly corresponds to the left (i.e. near-wall) side 
of the vortex.

The formation of the secondary, positive-circulation vortex is a direct consequence of the cross-
flow profile in the sidewall boundary layer. As can be observed in Fig. 9, the downward motion of 
low-momentum fluid generates a near-wall region of positive vorticity due to the no-slip condition 
at the wall. At a streamwise distance of x/LC = 0·78, this vorticity sheet takes the form of a discrete 
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vortex that deflects fluid particles towards the wall, thus producing the peak in cf observed in 
Fig. 7 near the contraction centreline. In fact, the combination of positive and negative vorticity 
regions on both sides of the contraction creates a saddle point in the streamwise cut-planes at y = 
0 and z > 0. At the contraction exit, this saddle point is located at about z = 0·01m away from the 
wall, which roughly corresponds to the  thickness of the boundary layer. Therefore, the effect of 
the two pairs of streamwise vortices is not simply to thicken the boundary layer, as the classical 
explanation suggests(2,12,17), but to deform the boundary-layer profiles near the sidewall centreline 
(see also Fig. 6).

Finally, the small pocket of negative vorticity that can be observed near the wall for x/LC > 0·72 
has a different origin. In contrast with the two other vorticity regions, this feature only appears in 
the second half of the contraction. It is caused by a reversal of the lateral pressure gradient that 
is linked to the change of curvature of the potential-flow streamlines. This effect, which has not 
been reported so far, only influences the very near-wall region close to the sidewall centreline, 
owing to the small vertical momentum in this region.
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To better illustrate the effect of lateral pressure gradients on the formation of streamwise vorticity, 
the velocity profiles normal to the sidewall were investigated within the framework of a streamline 
co-ordinate system(8,1). The streamline co-ordinate system is a right-handed cartesian system, 
whose directions are defined by the directions of the tangent, the normal and the the binormal 
of a potential-flow streamline at a given point. Fig. 11 illustrates a typical three-dimensional 
boundary layer with crossflow, its associated streamline co-ordinate system (ξ,η,ζ) at an arbitrary 
point, as well as the original co-ordinate system (x,y,z). It should be noted that the origin of the 
local streamline co-ordinate system is located at the contraction sidewall, not at the streamline 
itself as shown in Fig. 11. 

Velocity profiles were extracted at different streamwise locations for a streamline originating at y/
LC = 0·182 (the middle point of the contraction half-height at its inlet), and were transformed in the 
respective streamline co-ordinate system for each location. Fig. 12 shows the streamline as well as 
the local co-ordinate system (ξ,η,ζ) at an arbitrary point. Also shown in the figure is the position of 
the inflection point of the streamline (x/LC = 0·58).  

Transformed streamwise (U*) and crossflow (V*) velocity profiles are presented in Fig. 13 for 
different x/LC positions in the contraction. These profiles were normalised by the local streamwise 
velocity U*

e  in the potential flow. The U* profiles have the shape of a typical two-dimensional boundary 
layer, with a decreasing thickness along the sidewall that is caused by the flow acceleration in the 
contraction. From the entrance of the contraction, a typical crossflow profile can also be observed. 
This crossflow profile is caused by the positive lateral pressure gradient ∂p/∂η > 0 in the first half of 
the contraction (Fig. 12). The maximum magnitude of the crossflow pointing downwards is located 
at x/Lc ≈ 0·5, slightly upstream of the streamline inflexion point. At this position, ∂p/∂η reaches its 
maximum. Further downstream, ∂p/∂η decreases and the magnitude of the downward motion decreases 
as well. Downstream of, x/LC = 0·63 the V* profile exhibits a portion, very near the wall, where the 
flow is moving upwards. This is caused by the negative sign of ∂p/∂η downstream of the inflection 
point. This upward deflection reaches a maximum at x/LC ≅ 0·78 and decreases afterwards. It is this 
upward deflection of near-wall fluid that is responsible for the creation the small pocket of negative 
vorticity observed near the wall in Figs 9 and 10.

A further practical representation of three-dimensional boundary-layer profiles is the hodographic 
diagram shown in Fig. 14, which represents the normalised crossflow velocity V*/ U*

e.  as a function 
of the normalised streamwise velocity U*/ U*

e. Upstream of the inflection point (x/LC = 0·58), the 
diagram has a classical ‘triangular’ shape that is representative of typical crossflow profiles as seen on 
an infinite swept wing(19,8,1,7). Downstream of the inflection point, the diagram starts to deform until it 
becomes tangent to the the x-axis at its origin at x/LC = 0·63. Then, further downstream, the diagram 
‘crosses over’ to positive values of V*/ U*

e.  near the wall. Finally, near the contraction exit, the crossflow 
profile slowly vanishes in the constant section part of the contraction. The behaviour observed in the 
hodographic diagram is fully consistent with the analysis performed on the profiles of Fig. 13.

5.0	Discussion and Conclusion
The numerical simulation of the flow inside the contraction of the TFT Boundary-Layer Wind 
Tunnel revealed a flow of considerable complexity. The observed secondary-flow patterns are 
generally consistent with the classical model of streamline confluence and skew-induced vorticity. 
However, viscous effects and the change of streamline curvature near the contraction exit tend to 
complicate the flow structure. In that respect, the analysis of boundary-layer profiles in the streamline 
co-ordinate system and the associated hodographic diagram proved very useful in interpreting the 
generation of secondary flows and streamwise vorticity near the contraction sidewalls.
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The contours of boundary-layer thickness and the distribution of skin-friction coefficient 
extracted from the RANS simulation are consistent with measurements near the contraction 
exit. This gives confidence in the capability of the simulation to accurately reproduce the quali-
tative flow structure in the contraction. Nevertheless, it is important to highlight the potential 
weaknesses of the transition and turbulence models that were used. The laminar-turbulent 
transition was modeled as a simple ‘switch’ between a laminar and a turbulent zone, which 
necessarily simplifies the actual flow physics and neglects their possible spatial non-uniformity. 
Similarly, the SST k – ω turbulence model cannot be expected to fully reproduce the actual flow 
physics, mainly because of its reliance on the Boussinesq approximation, which is known to 
be relatively inaccurate for flows with significant curvature and vortical motions(32). In order to 
obtain a better match between simulation and experiments, a more complex form of turbulence 
modelling, either in the form of a Reynolds-Stress-Transport Model or a Large-Eddy Simulation, 
along with more refined transition modelling, could be tested in the future. Nevertheless, the 
approach of flow modelling presented in this article proved very useful in understanding previ-
ously unknown aspects of the flow within the contraction.

The results presented above bring up the question of the influence of the contraction 
geometry on secondary-flow patterns and the effects of these secondary flows in a wind-
tunnel test section. The fact that Mokhtari and Bradshaw(29) observed a reduction of cf near 
the centreline at the exit of their 3:1 contraction, while there is a clear peak in cf in the case 
of the 9:1 contraction of the TFT Boundary-Layer Wind Tunnel, suggests that the details of 
the flow structure depend on the actual contraction geometry. Furthermore, the state of the 
boundary layer on the contraction wall, and consequently the position of laminar-turbulent 
transition, probably have an effect as well. Indeed, in the preliminary results of Bouriga et 
al(6), simulations with a fully turbulent flow field revealed a flatter distribution of cf at the 
contraction exit, although the general features of the secondary-flow patterns were similar to 
those presented here. This flatter distribution of cf can be attributed to the stronger dissipation 
of vorticity by the turbulent boundary layer.

The potential effects of the longitudinal vortices on the flow in a test section mounted 
downstream of a constant-width contraction will mainly depend on the size of the test section and 
the purpose of the experiments carried out in the wind tunnel. As long as the sidewall boundary 
layers remain thin in comparison with the test section width, the influence of the vortices will 
be limited. Furthermore, the vortices are expected to slowly dissipate along the test-section 
wall, owing the the generally turbulent nature of the boundary layer(22). Indeed, preliminary 
results of a CFD investigation of the flow in the test section of the TFT Boundary-Layer Wind 
Tunnel revealed that the influence of the vortices is limited downstream of the contraction(27). 
Nevertheless, the deformed boundary-layer profiles observed by Bradshaw and Hellens in the 
NPL 50in × 9in. Boundary-Layer Wind Tunnel(9) are a reminder of the potentially long-lasting 
influence of secondary flows originating far upstream of a wind-tunnel test section.
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