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In present and future magnetic confined fusion devices with metallic plasma-facing
components (PFCs) such as JET-ILW and ITER, the calculation of the plasma
composition must account for multiple impurities of a wide range of mass and
charge, resolve their poloidal asymmetries and account for different central peakings
for various elements. Single measurements of radiation and effective charge are not
enough to characterize this complex system and a self-consistent analysis of data from
multiple diagnostics is required. This contribution describes a method to calculate the
plasma composition simultaneously accounting for contributions of up to two low-Z
impurities, and two mid-/high-Z impurities. The analysis stems from methodologies
explained in Sertoli et al. (Rev. Sci. Instrum., vol. 89 (11), 2018, 113501), expanded
to include more impurities and to coherently analyse multiple diagnostics within
the same framework. The example Ne-seeded JET-ILW hybrid discharge reported
here shows that Be, Ne, Ni and W are necessary to simultaneously explain the
observed soft X-ray emission, the W concentration measured by passive vacuum
ultra-violet spectroscopy, the line-of-sight integrated measurement of the effective
charge, the observed poloidal asymmetry of the soft X-ray (SXR) emission, the Ne
density measured by charge-exchange-recombination spectroscopy and the line-of-sight
integrals of the total radiation as measured by bolometry. This consistent picture of
the elemental composition enables the calculation of the radial profiles of the effective
charge, the dilution and total radiation. For the cases analysed up to now, these are
often very different from the typical assumptions presently used when modelling
JET-ILW discharges. This will affect, among others, the calculation of neutron rates,
current density profile and heat transport. These considerations are of course valid for
all present and future magnetic-controlled fusion devices which exhibit multi-material
plasma-facing components, including ITER.
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1. Introduction
The knowledge of plasma composition impacts the estimation of many relevant

quantities in magnetic-controlled fusion plasmas. Minority species, both hydrogenic
and impurity, can strongly affect the absorption of ion-cyclotron resonance frequency
(ICRF) heating, the deposition profile of neutral beam injection (NBI), the shape
of the current density profile as well as the fusion rate. Over the decades, various
spectroscopic diagnostics and analysis methodologies have been developed to estimate
the impurity densities and plasma effective charge (see e.g. Behringer et al. (1986),
Rathgeber et al. (2010), Czarnecka et al. (2011), Pütterich et al. (2012), Reinke
et al. (2012), Coenen et al. (2013), McDermott et al. (2018), Odstrcil et al.
(2018), Sertoli et al. (2018) and reference therein) and on these results depend
the conclusions drawn by complex analysis and modelling of present experiments
as well as predictions for future machines such as ITER or DEMO (see e.g. Dux
& Peeters (2000), Kallenbach et al. (2005), Pacher et al. (2007), Delgado-Aparicio
et al. (2011), Lerche et al. (2011), Tardini et al. (2012), Beurskens et al. (2013),
Kallenbach et al. (2013), Zagórski, Ivanova-Stanik & Stankiewicz (2013), Loarte et al.
(2015) and Breton et al. (2018a)). These diagnostics and analysis methodologies
each typically give information on one impurity element at a time, usually of one
single ionization stage. They are often line-of-sight (LoS) integrals over one single
chord and are in general analysed independently. In tokamaks such as ITER and
JET with the ITER-like wall (ILW) with multi-elemental plasma-facing components
(PFCs) including low- (Be), mid- (Ni, Fe, Cr, Cu) and high-Z materials (Mo, W),
as well seeding gases (e.g. N, Ne), the problem of providing a clear and coherent
picture of the plasma composition is thus an arduous, but critical task. This can
lead to a better understanding of the physics and the gaining of confidence in or
falsifying of the available models, as well as giving more precise indications on the
impurities responsible for performance degradation or disruptions. In all the above
cases, a correct identification of the impurity species can provide vital information to
improve its control, while inappropriately holding one element responsible may lead
to erroneous and futile actions.

The method described in this contribution aims at providing a coherent, integrated
picture of the plasma composition by combining as much information as possible from
various diagnostics. For the case of JET-ILW these include (figure 1):

(i) soft X-ray (SXR) radiation: SXR-diode array camera V (Sertoli et al. 2018),
vertical view, 35 LoS, 250 µm Be-filter, integrated radiated power in photon
energy range 1.5< Eγ < 10 (keV).

(ii) Total radiation: foil bolometer arrays (Huber et al. 2007), cameras V and H, 14
vertical and horizontal LoS not viewing the divertor.

(iii) W concentration: grazing-incidence vacuum-ultra-violet (VUV) spectrometer
viewing in a small wavelength range close to 5 nm along one vertical LoS
(Schwob et al. 1987) providing two independent measurements localized close
to Te ∼ 1.5 keV and Te ∼ 3.5 keV (Pütterich et al. 2008).

(iv) Effective charge Zeff: spectroscopy of visible bremsstrahlung along one horizontal
and one vertical LoS (Behringer et al. 1986).

(v) Toroidal rotation and ion temperature: charge-exchange-recombination spectro-
scopy (CXRS) measurements at ∼10 radial positions close to the low field side
(LFS) mid-plane (Menmuir et al. 2014).

(vi) Electron temperature and density: Thomson scattering (HRTS) measurements
at ∼60 radial positions close to the LFS mid-plane (Pasqualotto et al. 2004;
Frassinetti et al. 2012).
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FIGURE 1. Lines of sight and measurement positions of the diagnostics included in the
integrated data analysis.

Additional information can also be included for the following quantities: electron
density and temperature measurements from light detection and ranging (LIDAR)
Thomson scattering (Maslov et al. 2013) or electron-cyclotron emission diagnostics
(de la Luna et al. 2004); Zeff measurement along the vertical LoS of visible
spectroscopy measurements; Ni concentration measurement from the X-ray crystal
spectrometer measuring He-like Ni (Shumack et al. 2014); information on the impurity
content from other UV spectrometers; toroidal rotation estimate of the X-ray crystal
spectrometer or magneto-hydro-dynamic (MHD) markers. All of these diagnostics
are analysed on the same equilibrium fitting (EFIT) equilibrium reconstruction (Lao
et al. 1985) performed using only magnetic measurements, accounting for possible
corrections identically for all measurement positions and LoS.

An overview of the whole method will be given in § 2, concentrating mainly on the
most recent extensions to account for multiple low-Z and medium-/high-Z elements.
In § 3 a case discharge will be analysed, describing in depth the stepwise inclusion
of multiple impurities searching for the best match to all the available diagnostic
measurements. Discussion on the result, conclusions and an outlook are given in § 4.

2. Experimental method

The extension of the method starts with a generalization of equation (4) from
Sertoli et al. (2018) for any impurity species (not just tungsten) of atomic number Z0

dominating the SXR diagnostic brightness and the inclusion of additional secondary
impurities s,

nSXR
Z0
=

M · εSXR
exp − ne

[
nI LSXR

I +
∑
s 6=Z0

ns LSXR
s

]
ne LSXR

Z0

, (2.1)
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where M is a constant, εSXR
exp the experimental SXR emissivity, n the density of

electrons (e), main ion (I, i.e. either H, D, or T) and impurities (s), LSXR the
SXR-filtered cooling function, i.e. the radiation loss parameter per unit electron
and ion densities (in units of W m3) filtered in the energy range detected by the
diagnostic. Identically to previous studies, the application of (2.1) is limited radially
by the view of the SXR camera V used in the analysis and by the cutoff in the SXR
filter function Te> 1.5 keV. The ionization balance and cooling functions (total and
SXR-filtered) are all modelled in local ionization equilibrium (LIE), i.e. neglecting
the effect of transport. As already shown in previous publications, this is a valid
assumption for the core plasma, especially for mid-/high-Z impurities, but may be
violated in the pedestal region due to large gradients and fast transport time scales
in comparison to the ionization and recombination rates. The atomic data used in
this work come from Pütterich et al. (2012) and Casson et al. (2015) for the SXR
cooling functions and the ionization/recombination, from Pütterich et al. (2019) for
the total radiated power.

While the solution of this equation neglecting secondary impurities is straight-
forward, including even just one increases dramatically the number of free parameters.
First of all, each impurity typically has its own source term which depends on
its origin (main chamber PFCs, ion-cyclotron-resonance-heating (ICRH) antenna
limiters, NBI duct scraper, divertor tiles, gas valves, etc.) and can be independently
influenced by other actuators (gas puffing, edge-localized-mode (ELM) frequency,
heating power, etc.). Moreover, their radial transport depends strongly on mass and
charge, especially in JET high power discharges where the central impurity transport
is mostly neoclassical (Angioni et al. 2014, 2015; Casson et al. 2015). Finally, heavy
elements are often asymmetric on the flux surfaces, driven mainly by centrifugal
forces (Ingesson et al. 1998; Reinke et al. 2012; Casson et al. 2015; Odstrcil
et al. 2018), while lighter elements are not. Solving (2.1) with secondary impurities
therefore requires a certain number of assumptions driven by the present theoretical
understanding of impurity transport.

2.1. Inclusion of multiple low-Z impurities
As in the original method (Sertoli et al. 2018), light elements are included in the
analysis assuming that their concentration profile is flat and symmetric on the flux
surface nZ1(ρ; t) = cZ1(t) · ne(ρ; t). Due to their low mass and in ion temperature
gradient (ITG) turbulence regimes such as those usually encountered at JET, these
assumptions are supported by the current theoretical understanding (Angioni et al.
2011; Bonanomi et al. 2018; Bourdelle et al. 2018; McDermott et al. 2018; Kappatou
et al. 2019).

The concentration is free to evolve in time and is calculated from the visible
Bremsstrahlung LoS-averaged Zeff measurement (Behringer et al. 1986) accounting
for contributions of all the other impurities to the LoS integral,

cZ1(t)=

L · (Zeff(t)− 1)−
∑
s 6=Z1

∫
L

ns(ρ, R; t)
ne(ρ; t)

[
〈qs(ρ; t)〉2 − 〈qs(ρ; t)〉

]
dl∫

L

[
〈qs(ρ; t)〉2 − 〈qs(ρ; t)〉

]
dl

(2.2)

ns and ne are the impurity and electron densities respectively, 〈qs〉 the impurity
average charge (in units of the elementary charge), L the LoS length and the sum
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is performed over all impurities excluding Z1. Differently from Sertoli et al. (2018),
the contribution from each impurity is thus modelled self-consistently along the LoS
accounting for poloidal asymmetries of the mid-/high-Z impurity densities ns(ρ, R; t).
In this and later equations, quantities assumed symmetric on the flux surface (impurity
average charge, electron temperature and density, factors, etc.) will have a radial
dependence (ρ), while those which may exhibit poloidal asymmetries are estimated
in two dimensions on the (R, z) plane and will have a radial dependence (ρ, R). The
flux-surface label ρ is retained instead of z in order not to lose the information on
the parent flux surface. The flux-surface label ρ used in from now on corresponds to
the normalized poloidal flux coordinate ρpol =

√
(ψ −ψa)/(ψs −ψa), where indices s

and a refer to the separatrix and the magnetic axis respectively.
A secondary low-Z impurity Z2 can be added with the additional constraint that

the concentration is constant in time nZ2(ρ, t) = cZ2 · ne(ρ, t). For the case of JET-
ILW discharges without impurity seeding, Be is used as primary low-Z (Z1). If instead
seeding takes place, Be is set as the constant background (Z2) and the seeding gas
is set as primary and left free to evolve in time. The constant Be concentration is
calculated from the Zeff measurement prior to the seeding phase assuming it is the
only other low-Z impurity. Typical concentrations are of the order of 0.5 %–2.0 %.

After having applied (2.1) with the chosen low-Z impurities, if the main impurity
Z0 is tungsten the first guess of the impurity density is re-scaled comparing the result
with the independent measurement from VUV spectroscopy (Schwob et al. 1987;
Pütterich et al. 2008),

nZ0(ρ, R; t)= 〈cW(t)/cSXR
W (t)〉t · nSXR

Z0
(ρ, R; t), (2.3)

where cW is the VUV spectrometer measurement and cSXR
W the simulated one

integrating nSXR
W from (2.1) along the LoS of the VUV spectrometer and weighing it

on the fractional abundance envelope of the measured ionization stages. This provides
a first consistency check of the absolute W density with the assumption that it is the
major contributor to the SXR emissivity, but accounting for the fact that contributions
from other impurities might be present. For further details, see § II A of Sertoli et al.
(2017) and references therein.

This density is then used to evaluate a re-calibration factor for the SXR emissivity,

M =

〈
εSXR(ρ, R; t)
εSXR

exp (ρ, R; t)

〉

=

〈ne(ρ; t)

[
nI(ρ; t) LSXR

I (ρ; t)+
∑

s

ns(ρ, R; t) LSXR
s (ρ; t)

]
εSXR

exp (ρ, R; t)

〉
(ρ,R;t)

, (2.4)

where εSXR
exp is the result of the deconvolution routine and the average is performed

over the whole time range of interest and over the plasma radius within the range
of validity of the analysis, and contributions of all other secondary impurities s are
accounted for. The process is iterated a few times until convergence (two iterations
have been found to suffice) after which the re-scaling versus the W concentration
measurement is abandoned and the SXR multiplication factor is the only correction
that is retained. If the main impurity is not W, then this multiplication factor is
set to M = 3, a value previously estimated by comparing the SXR emissivity with
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bolometry in plasmas with a dominant low-Z impurity and negligible contributions
from mid-/high-Z elements (Pütterich et al. 2012). As a confirmation of this previous
estimate, multiplication factors of the order of 2.5–3.5 have been found for all those
cases that show good consistency with other diagnostic measurements, where the
main impurity is W and the W concentration measurements from VUV was available.
This re-calibration factor M is JET-specific and its origin is still not understood. It
could be tied to uncertainties in the Be-filter thickness, in the atomic data or in the
diagnostic acquisition, but the fact that it is constant over time and independent of
plasma scenario legitimizes treating it as a re-calibration factor.

After having calculated the multiplication factor, equation (2.1) is re-applied and the
whole procedure repeated until convergence (two more times are typically enough).
Consistency checks with independent measurements are then applied to falsify or
confirm the results obtained so far.

2.2. Consistency checks versus independent measurements
On top of the consistency checks already used in the original method (Sertoli et al.
2018) which are listed below as (i–iii), a few more have been implemented to provide
further robustness to the methodology:

(i) if the main impurity Z0 is tungsten, compare its time evolution with the
independent concentration measurement from VUV spectroscopy;

(ii) from the observed LFS-high-field-side (HFS) asymmetry of Z0 evaluate the
expected toroidal rotation and compare with CXRS measurements;

(iii) including contributions from all ions, calculate the total radiation (in two
dimensions) and compare with estimates tomographic reconstructions of the
bolometry diagnostic;

(iv) integrate the estimated total radiation along the LoS of the bolometry diagnostic
and compare with the experimental values;

(v) if a seeding gas is included, compare the time evolution and absolute value of
the independent concentration measurement from CXRS.

While checks (i)–(iii) and (v) are relatively straightforward, comparing with LoS
integrals of bolometry requires an extrapolation of the results beyond the range of
validity of the analysis. This is a delicate part and will be explained in the next
section.

2.3. Inclusion of a secondary mid-/high-Z impurities
If the solution of (2.1) including only low-Z impurities yields estimates that do not
match the consistency checks within the estimated experimental uncertainties, one
more impurity Z3 can be added to the mix. This can be a mid-/high-Z element and
its time evolution, profile shape and asymmetry are modelled on the basis of nZ0 with
the following assumptions:

(i) both impurities Z0 and Z3 are at equilibrium, the impurity sources and sinks do
not change during the time range of analysis and the time averaging is long
enough (typically 20 ms) such that the net particle flux through the separatrix is
zero. If this is not the case, the sources and sinks of both impurities are assumed
to behave identically;

(ii) the central peaking of Z0 and Z3 is driven by neoclassical processes;
(iii) poloidal asymmetries are driven mainly by centrifugal effects.
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If the peaking of the impurity density profiles in the plasma centre is neoclassically
driven, as it typically is in the centre of JET H-mode plasmas (Angioni et al. 2015;
Casson et al. 2015), the radial impurity flux can be modelled following Breton et al.
(2018b, equation (7)). If the particle flux is zero and the profiles are in equilibrium,
the normalized impurity density gradient can then be calculated as,〈

R
Lns

〉
FSA

∝ qs

[
R

LnI

+
R

LTI

(
H
K
+

H0fc

K
PB

PA

)]
, (2.5)

where R is the tokamak major radius, LA = A/∇A the gradient length of quantity A,
mI the mass of the main ion I and TI its temperature, qs the impurity charge, H, H0
and K factors that depend on the collisionality, fc the fraction of circulating particles,
PA and PB the geometrical factors related to poloidal asymmetries (Casson et al. 2015;
Breton et al. 2018b). All quantities are flux-surface averages (FSA), including the left-
hand side of the equation. The subscript FSA will be neglected from now on, but the
symbol 〈 〉 will retain the meaning of flux-surface-averaged quantity.

For peaked profiles, the pinch term proportional to R/LnI will dominate over
both the ion temperature screening term proportional to R/LTI as well as turbulence.
Neglecting at first order the temperature screening term, the normalized impurity
density gradient becomes directly proportional to the main ion gradient multiplied by
the impurity charge qs. Using the previously estimated density profile of impurity Z0,
the gradients of the secondary impurity Z3 can be calculated as,〈

R
LnZ3

〉
≈

qZ3

qZ0

〈
R

LnZ0

〉
. (2.6)

Inverting this equation will then yield the shape of the impurity density profile,

〈nZ3〉 = exp

[∫
ρ

〈
1

LnZ0

〉
qZ3

qZ0

dr

]
. (2.7)

Since this re-adaptation of the flux-surface-averaged impurity density gradient is not
performed in absolute terms with respect to R/LnI , but relative to the primary impurity
Z0 whose gradient is determined experimentally, second-order effects mitigating the
impurity peaking coming from neoclassical temperature screening and turbulence are
still somewhat retained.

In regions of the plasma where the profile of impurity Z0 is flat or hollow, then
neoclassical temperature screening or turbulence will dominate over the neoclassical
pinch term. In JET-ILW plasmas the former is usually responsible for effects close to
the plasma centre, while the latter is typically the dominating transport mechanism for
radii ρ > 0.3–0.4 and will lead to profiles ns ∝ ne (Angioni et al. 2015; Casson et al.
2015; Bourdelle et al. 2018). In this case, the flux-surface-averaged impurity density
gradient of Z3 will be set equal to that of the primary high-Z impurity LnZ3

= LnZ0
.

For the determination of the absolute value and time evolution, assumption (i)
provides the necessary framework by imposing that the flux-surface-averaged density
profile of Z3 follows closely that of Z0. The result of (2.7) is thus normalized by
setting the total number of Z3 ions in the confined region equal to that of Z0 at each
time point,

〈nZ3〉 = 〈nZ3〉

∫
〈nZ0〉 dV∫
〈nZ3〉 dV

(2.8)
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and finally multiplying by a constant C which is a single number for the whole time
range of analysis

〈nZ3〉 =C · 〈nZ3〉. (2.9)

This constant has the meaning of the fraction of the total impurity density of Z3 with
respect to Z0. This is evaluated applying consistency check (d) comparing the LoS
integrals of the bolometric diagnostic with its synthetic value estimated from the two-
dimensional (2-D) maps of the total radiation calculated including contributions from
the main ion and all impurities,

1
C
=

〈
1
N

N∑
k=1

∫
Lk

[
ne(ρ; t)

(
nI(ρ; t)Ltot

I (ρ; t)+
∑

s

ns(ρ, R; t)Ltot
s (ρ; t)

)]
dl

Bbolo
k (t)

〉
t

,

(2.10)
where the sum is performed over N lines of sight of length Lk and Bbolo

k are the
experimental LoS-integrals. Since the method for the equation can be applied above
Te(ρmax) = 1.5 keV, the densities nZ0 and nZ3 must be extrapolated from ρmax up to
the separatrix. This can be done in a number of ways, including scaling the electron
density over the whole region ρ > ρmax or extrapolating the value or the derivative
up to a specified radius ρinterp and then following the shape of the electron density
scaled to match the impurity density at ρinterp. All of these methods are performed
on the mid-plane values of the 2-D impurity densities, independently for LFS and
HFS, to maintain the observed asymmetry at ρmax. For the pedestal region, in order to
artificially compensate for the underestimated cooling functions calculated neglecting
transport, the impurity density is slightly enhanced by increasing the pedestal value to
nZ0(ρ > 0.9)= (nZ0,ne + nZ0(ρ > 0.9))/2.

The last point to clarify is how to evaluate the poloidal asymmetry of Z3. This
is straightforward if assumption (iii) is valid and an estimate of the toroidal rotation
profile is available. Following equation (9) of Odstrcil et al. (2018) and neglecting the
asymmetries driven by fast particles (first term on the right-hand side), the impurity
density on a flux surface ρ at a generic mayor radius R can be calculated with respect
to the value at a reference major radius R0,

ns(ρ, R; t)≈ ns(ρ, R0; t) exp
[
λs(ρ; t)(R(ρ; t)2 − R0(ρ; t)2)

]
, (2.11)

where the asymmetry parameter λs is fully determined by knowing the main ion and
impurity masses (mI and ms), the average impurity charge 〈qs〉, the effective charge
Zeff, the electron and ion temperatures Te,I and the toroidal rotation frequency ωφ ,

λs(ρ; t)≈
msωφ(ρ; t)2

2TI(ρ; t)

(
1−
〈qs(ρ; t)〉

ms

mIZeff(ρ; t)Te(ρ; t)
TI(ρ; t)+ Zeff(ρ; t)Te(ρ; t)

)
. (2.12)

The impurity density at the chosen reference radius R0 on the LFS mid-plane can then
be estimated by inverting (2.11) and calculating the flux-surface-averaged value of the
exponent,

ns(ρ, R0; t)=
ns(ρ; t)

〈exp[λs(ρ; t)(R(ρ; t)2 − R0(ρ; t)2)]〉
. (2.13)

All other quantities in (2.12) are already included in the analysis or self-consistently
calculated using the available profile data.
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The toroidal rotation and ion temperature are taken from CXRS measurements on
impurity ions (e.g. Ne X) and are assumed equal for all impurities. This assumption
is consistent with previous findings (Baylor et al. 2004; Lebschy 2018; Grierson
et al. 2019) and can be confirmed here for consistency using the radial force balance
equation Er = ∇p/qn + vφBϑ − vϑBφ . Since the radial electric field will be equal
for all species, with the assumption that their temperatures are the same, that their
peaking follows (2.6) and that the poloidal flow term is negligible at first order, the
difference between the toroidal velocities of two ions will be,

vφ,s1 − vφ,s2 ≈−
∇T
Bϑ

(
qs2 − qs1

qs2qs1

)
, (2.14)

with ∇T given in (eV/m) and Bϑ(T). This leads to small differences for impurity ions,
and slightly larger values when comparing impurities and main ion rotation. For the
example discharge shown in the next section, the toroidal rotation difference between
the main ion and the measured neon is expected to be of the order of a few tens
of km s−1, while the difference between tungsten or nickel turns out to be a only a
few km s−1, i.e. less than a per cent of the measured toroidal rotation and therefore
negligible.

3. Example discharge

The discharge chosen to explain the method is a neon-seeded hybrid discharge
90279. This is a 1.4 MA, 1.8 T pulse, with 16 MW NBI heating and Ne seeding
(blue trace in figure 2b) starting before the main NBI heating is ramped-up (red trace
in figure 2b). It exhibits slow but steady electron density peaking in the first half of
the flat top (figure 2c), accompanied by strong impurity peaking (figure 2e–g) and
erosion of the central electron temperature (figure 2d). The value of Zeff increases
strongly in these first seconds (figure 2h), the total radiated power from the bulk
plasma increases slightly (black in figure 2b) and the plasma stored energy is
slightly eroded (figure 2a), but the discharge nonetheless survives up to the end
of the programmed flat top. This discharge exhibits fishbone activity in time range
∼[44.7, 45.3] (s), then saturated 1/1 modes until 46.2 (s), but no sawtooth cycling,
and a 3/2 mode appearing at 7.3 (s). The absence of mode 1/1 activity later in the
pulse is attributed to modifications in the current density profile with q(0) > 1 as a
consequence of the hollowing of the electron temperature profiles driven by impurity
accumulation (Pucella et al. 2019).

The first two seconds of the flat top (4.5–6.5) during impurity accumulation are
of interest here for the purpose of explaining the analysis methodologies. Three time
points have been chosen along this accumulation path: t= 5.17, 5.85, 6.17 s (vertical
dashed lines in figure 2). All quantities used in the analysis are mapped on the EFIT
equilibrium reconstruction accounting for a 3 cm shift necessary to match the HRTS
electron temperature at the separatrix to 100 eV. This shift is applied not only to
HRTS, but to all diagnostic LoS and measurement positions.

Ion temperature and toroidal rotation are taken from CXRS measurements of
Ne X 5249 (Å), with a time resolution of 50 (ms) and covering the whole radial
range (figure 3b,d). The HRTS diagnostic is used for electron density and temperature
profiles, with a time resolution of 50 (ms). Its radial profile does not reach the plasma
centre (figure 1), but the density peaking and the decrease in central temperature for
the later time point are still detected (figure 3c). This is confirmed when comparing
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIGURE 2. Time evolution of the main plasma parameters of 90279. (a) Plasma current
(MA), toroidal magnetic field (T) and plasma stored energy (MJ); (b) NBI heating power
(MW) and total bulk radiation (MW) estimated from the vertical bolometer camera;
(c) electron density at the centre (red) and at mid-radius (black) (1019 m−3), deuterium
and neon total fuelling rate (1022 el s−1); (d) electron temperature at the centre (red)
and mid-radius (black); (e) SXR LoS-integral crossing the plasma centre (red) and with
impact parameter ρmin ≈ 0.5 viewing the LFS (blue) and HFS (black); ( f ) bolometer
LoS-integral viewing the centre (red) and with ρmin ≈ 0.4 (black); (g) SXR peaking
(red) and asymmetry (black) factors; (h) Zeff measurements along the vertical (black) and
horizontal (red) LoS and intensity of the 780.32 (Å) spectral line of Ne VIII measured by
the VUV spectrometer KT2.

with LIDAR Thomson scattering data which measure up to the plasma centre but
at a low time resolution of 250 (ms) (circles in figure 3c). The differences between
HRTS and LIDAR data are first of all due to different measurement times of the two
diagnostics (label in figure 3a). Especially for the last time point considered (6.17 s,
shown in red) when the impurity accumulation has progressed, increasing the central
radiation (red in figure 2f ) and reducing further the central electron temperature
(red in figure 2d). The remaining difference, with LIDAR values approximately 10 %
lower across the whole radial range, is instead probably due to uncertainties in the
equilibrium reconstruction. When performed without internal constraints, EFIT is
known to overestimate the Shafranov shift which will affect LIDAR more than HRTS
since it measures closer to the mid-plane (green diamonds in figure 1). The effect
of these uncertainties on the final result is anyway minimal because the error on the
electron profile fits is ∼6 %, i.e. roughly of the same order of magnitude.

The 2-D SXR emissivity maps resulting from the inversion routine for these three
time points are shown in figure 4(a–c). The back LoS-integral of these poloidal maps
compares well with the experimental data for all 28 LoS of SXR camera V at all
three time points considered (figure 4d). A cut at the mid-plane (figure 4(e), positive ρ
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(a) (b)

(c) (d)

FIGURE 3. Data (points) and fits (continuous lines) of electron (a) and ion (b) temperature,
electron density (c) and toroidal rotation (d) for the three time points labelled in (a),
shown in figure 2 as dashed vertical lines.

corresponding to LFS, negative to HFS) reveals an order of magnitude increase in
central emissivity and a slight LFS asymmetry very similar for all time points.
For the estimation and propagation of the experimental uncertainties from the SXR
LoS-integrals to the inverted emissivity profiles, from the electron temperature to the
cooling factors and the final propagation to the resulting high-Z impurity density, the
methodologies described in depth in §§ IIB and II of Sertoli et al. (2018) have been
applied.

Tungsten is used as primary high-Z impurity (Z0) and two low-Z impurities are
included from the start: beryllium as constant background (Z2) and the seeded neon
left free to evolve in time (Z1). The Be concentration has been set to 2.0 % to match
the Zeff value at 4 s before the increase in effective charge takes place (figure 2d). The
horizontal Zeff measurement ZEFH has been chosen because it is thought to be less
affected by reflections on PFCs that can lead to an artificial increase of the measured
value. As a further consistency check, the analysis has also been performed using
the vertical LoS measurement ZEFV and the results will be reported in § 3.7. The
statistical uncertainties on these measurements are estimated to be <5 %, including the
propagation of electron density and temperature uncertainties used for the calculation,
so the difference between the two measurements is outside of the confidence interval.

With a stepwise approach, including more impurities in the mix, checking the
consistency between diagnostics and trying to falsify assumptions or testing the
trustworthiness of different measurements, four cases have been explored:
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(a)

(d) (e)

(b) (c)

FIGURE 4. SXR emissivity profiles at the chosen time points (see label): (a–c) 2-D
SXR emissivity (identical logarithmic colour scale); (d) back LoS-integrals of the 2-D
emissivity compared with the experimental data (continuous lines and points with error
bars, respectively) plotted versus LoS impact parameter; (e) cut of the 2-D SXR emissivity
at mid-plane, positive ρ corresponding to LFS, negative to HFS.

(i) W as primary (Z0), re-normalized to the VUV concentration measurement cW,qc;
(ii) step 1. & W density scaled to match the most central bolometer LoSs;

(iii) step 1. & Ni as secondary mid-Z (Z3) scaled to match bolometer measurements;
(iv) Ni as primary (Z0), SXR multiplication factor M = 3.0;

Case (i) represents the standard analysis, where the W density is assumed to be the
only high-Z impurity in the plasma and the VUV measurement of the W concentration
is used as cross-calibration for the initial results. In case (ii), the VUV measurement
is deemed untrustworthy and the W density profile is further re-scaled so that the
total radiation matches what observed along the most central LoSs of both bolometer
cameras H and V. The extrapolation of the W density beyond the range of validity of
the analysis (ρmax∼ 0.6) is performed for all cases following the shape of the electron
density profile.

For case (iii), if W is not the only mid-/high-Z impurity in the plasma and the VUV
measurement is trustworthy, nickel is included in the mix and its absolute value scaled
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so that the simulated total radiated power including all ions matches the bolometry
LoS integrated measurements. Nickel, iron as well as copper are known to be present
in JET plasmas and are routinely identified by VUV survey spectrometers. Nickel and
Iron have been seen to correlate with the use of the ICRH antennae (Czarnecka et al.
2011), while copper with NBI heating, its influx caused by the interaction of fast NBI
neutrals with the NBI duct scraper. Due to the very similar mass and charge of these
elements, nickel is used as a proxy for mid-Z impurities owing to the availability of
atomic data and cooling functions.

Finally, case (iv) turns the problem upside-down, exploring what happens if W has
been erroneously chosen as primary impurity and Ni is the main radiator. In order
to better understand the consequences of the above assumptions and visualize the
main differences on the results and consistency checks, the first three cases will be
discussed and shown in parallel (figures 5 and 6). The fourth will instead be shown
at the end of this section as final confirmation that case (iii). is the best solution.

3.1. Effects on Zeff
The different assumptions for the impurity content lead to noticeable changes in the
contribution to the Zeff LoS integrated measurement (figure 5a). The low-Z impurities
(Be + Ne) are in general the major contributors (short dashes). Tungsten contributes
little because of its low concentration (continuous lines in figure 5c), reaching a
maximum of 1Zeff ∼ 0.2 if its density is re-scaled to fill in for the missing radiated
power (case (ii)). When nickel is included (case (iii)), it becomes a major contributor
towards the end of the accumulation process, accounting for approximately half of
the measured LoS-integrated value. The neon concentration (continuous red line in
figure 5b) is therefore lowest in case (iii) (approximately a factor 2), having to
account for less Zeff than in the other two cases. When not including nickel, the
match of the estimated neon concentration with the radially averaged CXRS data
(dashed line) is way outside the confidence interval of the CXRS measurement which
has been estimated propagating a 15 % error with the standard deviation of all radial
points. With the contribution of nickel (case (iii)), the match is instead extremely
good for the whole time range of analysis.

3.2. Effects on total radiation
The flux-surface-averaged W concentration (continuous lines in figure 5c) reaches
a maximum of ∼3–4 × 10−4 in the centre (red) when normalized to the VUV
concentration measurement (cases (i) and (iii)) changing slightly if nickel is included
in the mix (case (iii)). Double that amount is needed to improve the match with
bolometric measurements (figure 5d) as in case (ii). It is clear from these latter plots
that the match of the back LoS-integrals (dashed lines) with the experimental data for
three LoS (colour coded) over the whole time range of interest is best for case (iii).
The total amount of Ni needed to match the bolometer signals is approximately one
order of magnitude larger than that of W (dashed lines, case (iii) figure 5c).

The consistency check with bolometry is further enhanced comparing all available
LoS not viewing the divertor (figure 6a). This comparison clearly shows that
increasing the W density to match the central LoSs does not provide a satisfactory
match neither for horizontal LoSs viewing the top and bottom of the plasma, nor
for the vertical LoS viewing the HFS. The situation improves considerably when
including nickel, with an almost perfect match for all LoS of the vertical camera
and a very good agreement for the horizontal camera. The reasons for are that
nickel exhibits a lower peaking factor and lower centrifugal asymmetry due to its
lower mass and charge (equations (2.6) and (2.11)). This can be seen in the plots of
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(a)

(b)

(c)

(d)

FIGURE 5. Time evolution of various quantities for cases (i) to (iii): (a) experimental
Zeff measurement ZEFH (red) compared with the back LoS-integrated value (thick black
line) and single contributions from Be+Ne, W and Ni (only for case (iii)); (b) radially
averaged experimental Ne concentration from CXRS (dashed line with confidence
interval) compared with the estimated value (continuous line); (c) flux-surface-averaged
W concentration at three different radial positions (colour coded as in label), and of the
Ni density (case (iii) only, dashed lines, axis of reference on the right); (d) experimental
bolometric LoS-integrated measurements (continuous lines) from three LoS (V = vertical,
H = horizontal camera, ρ = impact parameter) compared with the back LoS-integrated
values (dashed lines).

the W and Ni density profiles at mid-plane at the time points of interest for case (iii)
(figure 7a,d). Including also effects from the shape of the cooling factor, with nickel
radiating less at higher electron temperatures than tungsten, a global reduction in
radiation peaking and an increased radiation on the HFS will take place, improving
the match with the bolometer LoSs viewing away from the plasma centre.
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(a)

(b)

(c)

(d)

FIGURE 6. Profile consistency checks for cases (i) to (iii): (a) experimental bolometric
LoS-integrated measurements (points with error bars) for all LoS shown in figure 1
compared with the back LoS-integrated values (continuous line); (b) profile of the
experimental Ne concentration measurement from CXRS (points) compared with the
estimated value (continuous line); (c) W density measured by the VUV spectrometer
(diamonds and triangles) compared to the estimated value along the spectrometer LoS
(dashed line, coloured band); toroidal rotation measurements from CXRS (points) and its
fits (continuous lines) compared to the value estimated from the W density asymmetry
(dashed line).
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(a) (b) (c)

(d) (e) (f)

FIGURE 7. Final profile plots for case (iii) including nickel: (a) W density at mid-plane
(positive ρ corresponding to LFS, negative to HFS); (b) W density asymmetry (dashed line
with confidence band) compared with the estimated value using CXRS measured toroidal
rotation; (c) flux-surface-averaged total radiated power and contributions from the different
impurities (see label); (d) Ni density at mid-plane; (e) Ni density asymmetry (dashed line
with confidence band) compared with the estimated value using CXRS measured toroidal
rotation; ( f ) Zeff profile and contributions from the various impurities (see label).

3.3. Match with CXRS Ne concentration

The comparison of the estimated Ne concentration with the CXRS profiles (figure 6b)
confirms the good match already seen in the time evolution, but at the same
time reveals a peaking in the centre not included in the analysis because of the
flat concentration constraint. This experimental point could be an outlier and two
independent considerations corroborate this opinion.

The error estimation of the CXRS rotation and temperature measurements relies
only on the fit of the spectral lines, while the estimation of the impurity concentration
requires knowledge of the beam characteristics including the beam attenuation whose
uncertainty is very large close to the plasma centre (Giroud et al. 2008). Moreover,
the most central CXRS radial measurement at ρ ∼ 0.05 (not shown here) has be
independently excluded from the analysis due to extremely noisy ion temperature and
toroidal rotation result. This means that the beam attenuation in this region is already
very large and errors in its estimation could lead to large changes in the calculated
impurity density.

The second point is that the experimental peaking is much larger than that expected
when calculating the Ne peaking using (2.6). Normalizing the profiles to mid-radius,
the expected central value should be cNe(ρ = 0.15) ∼ 0.76, 0.75 and 0.77 for the
three time points respectively. While the difference for the first time point (black) is
within the error bars, for the latter two the experimental values are well beyond the
2σ boundary.
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3.4. Match with VUV
Calculating the expected W concentration measurement from VUV spectroscopy
and comparing it with the experimental values (figure 6c), the best match with the
quasi-continuum measurement cW,qc (triangles) is obtained only when accounting for
nickel contributions (case (iii)). The reason for this is that the presence of nickel
accounts for part of the SXR emissivity that was initially ascribed to W, changing
the shape of the final W density profile, especially in the later phase of the analysed
time range. The match with the spectral line measurement cW,l is instead not optimal
for any of the three cases. This is most probably caused by uncertainties in the
equilibrium reconstruction: errors in the Shafranov shift will have a large impact on
this measurement, but will be more forgiving on the quasi-continuum value which
measures further out.

3.5. Match with toroidal rotation
The final consistency check is between the measured CXRS toroidal rotation of Ne X
and the value estimated from the W density asymmetry modelled inverting (2.11) to
extract ωφ . This match is relatively good for all cases (figure 6) and this consistency
check alone would not be sufficient to distinguish between the three. This is apparent
when considering the uncertainties in the W density asymmetry and viewing the
problem in the opposite direction comparing the measured W density asymmetry
with the expected one estimated using the CXRS toroidal rotation measurements
(figure 7b). It is clear from this plot that the slight differences in asymmetry are
all within the confidence interval and therefore cannot be sufficiently discriminated.
The errors have been estimated propagating the error of the W density, calculated by
propagating the uncertainties of the deconvoluted SXR emissivity (5 % error from the
raw SXR data and deviation of the back fit with respect to the data) and those of the
cooling factors (estimated from upper and lower estimates of the electron temperature
given the diagnostic uncertainties and the standard deviation of data points if time
averaging of the raw data is performed). This is clearly a lower estimate, since it
does not include uncertainties in either the W atomic data or those of other elements
included in the analysis.

3.6. Nickel as main high-Z impurity
As a final confirmation that including nickel in the impurity mix provides the best
match to all measurements but that the presence of W is of utmost importance and
cannot be neglected, figure 8 shows what happens if nickel is the only mid-/high-Z
impurity Z0. Accounting for most of the SXR emission, the Ni contribution to
Zeff dominates the measurement already half-way during the time range of interest
(figure 8a). The Ne concentration therefore decreases, matching relatively well the
CXRS measurement up to ∼5 (s), but going outside of the CXRS confidence interval
for later time points. The match with the bolometer LoS-integrals (figure 8d) is
marginally good, but still worse than case (iii) (figure 6a). Finally, the consistency
check that clearly falsifies the assumption that Ni is the only mid-/high-Z impurity, is
the comparison with toroidal rotation (figure 8c) where it is clear that the asymmetry
in the SXR emissivity is far too large to be ascribed to nickel.

3.7. Impact of other diagnostic uncertainties
Discrepancies between different diagnostics or LoS measurements are known to take
place and it is sometimes unclear which one should be discarded and which one
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(a)

(b)

(c)

(d)

FIGURE 8. Time evolution and profile consistency for case (iv) (Ni only): (a) experimental
Zeff measurement ZEFH (red) compared with the back LoS-integrated value (thick black
line) and single contributions from Be+Ne and Ni; (b) radially averaged experimental
Ne concentration from CXRS (dashed line with confidence interval) compared with the
estimated value (continuous line); (c) Ni density asymmetry (dashed line with confidence
band) compared with the estimated value using CXRS measured toroidal rotation;
(d) experimental bolometric LoS-integrated measurements (points with error bars) for all
LoS shown in figure 1 compared with the back LoS-integrated values (continuous line).

retained for the analysis. In this framework, the main discrepancies that have to be
addressed are between LIDAR and HRTS for the electron profile diagnostic and
between the vertical and horizontal lines of sight of the Zeff visible bremstrahlung
measurement.

Using LIDAR instead of HRTS for the electron profile fits (figure 3c), due to the
slightly lower density, a lower background Be concentration (1.5 %) is necessary to
match the initial measured Zeff (still using ZEFH). With this change only, the final
results for Ne, W and Ni are all recovered to within a few per cent and, since the
results are well within the final uncertainties, no relevant information can be provided
to discard either of the profile diagnostics.

The situation is slightly more complicated when using the vertical LoS in place
of the horizontal one (black and red traces in figure 2h). The ZEFV measurement is
higher by ∼20 % with respect to ZEFH up to around 6 s (figure 2h) and well outside
of the statistical uncertainty (<5 %). In order to match this Zeff value before the neon
puff, a Be concentration of the order of 6 % is necessary. Using this value as a starting
point leads to results that are very similar to the original case, for both the W and
Ni concentrations (figure 9d) as well as for the W density asymmetry (figure 9e) and

https://doi.org/10.1017/S0022377819000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377819000618


Measuring the plasma composition in tokamaks 19

(a)

(b)

(c)

(d)

(e)

(f)

FIGURE 9. Case (iii) analysed using Zeff measurement ZEFV instead of ZEFH. Radial
profiles of (a) electron temperature and (b) density (data from HRTS shown as points, fits
as continuous lines); time evolution of (c) radially averaged experimental Ne concentration
from CXRS (dashed line with confidence interval) compared with the estimated value
(continuous line) and (d) flux-surface-averaged W and Ni concentrations (continuous and
dashed lines respectively) at three different radial positions (colour coded as in label).
(e) W density asymmetry (dashed line with confidence band) compared with the estimated
value using CXRS measured toroidal rotation; ( f ) experimental bolometric LoS-integrated
measurements (points with error bars) for all LoS shown in figure 1 compared with the
back LoS-integrated values (continuous line).

total radiated power (figure 9f ). The only consistency check that fails dramatically is
that with the Ne concentration. The neon required to match the Zeff measurement is
approximately a factor 2 higher than the one estimated by CXRS and well outside the
confidence interval up to ∼5.8 s. Beyond this time, when nickel starts contributing
substantially to Zeff, the concentration drops, going well below the CXRS estimates.
This suggests that the vertical measurement is affected by an unknown systematic
uncertainty that is not constant in time. As stated earlier in the paper, reflections on
the machine wall could lead to an increased value and could be a possible cause of
this discrepancy.

These results therefore confirm the choice of ZEFH as the most trustworthy
measurement for the effective charge and underline the importance of multiple
consistency checks in an integrated framework for the calculation of the plasma
composition. If the independent CXRS measurement of the neon concentration were
not available, another way to assess the reliability of the background Be concentration
would be to model the neutron rate (e.g. using TRANSP (Ongena et al. 2012)) which
would be affected by the dilution which would increase of 20 % when increasing the
Be concentration from 2 % to 6 %.

4. Conclusions and outlook
The methodologies originally developed to model the intrinsic W density profiles

in both ASDEX Upgrade (Sertoli et al. 2015) and JET (Sertoli et al. 2018) have
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been further expanded to analyse the plasma composition in JET-ILW including four
different impurity species simultaneously: two low-Z and two mid-/high-Z elements.
This is necessary because JET-ILW plasmas are known to contain a large zoo of
elements originating from the main chamber walls (Be), the divertor (W), the NBI
duct scraper (Cu), the ICRH limiters (Ni) or injected deliberately as seeding gases
(Ne, Ar, N, etc.). Such a complex system has an extremely large number of free
parameters, but, as demonstrated here, can be relatively well described with a few
simple theory-driven assumptions corroborated by experimental evidence, and a
complicated, integrated analysis of multiple diagnostic data.

The different behaviour of the various elements and their unique contribution to
the wide range of measurements included in the analysis is in fact the main reason
why they can be disentangled: low-Z elements have low radiated power per unit
ion, but contribute strongly to the effective charge; high-Z elements radiate orders of
magnitude more, but are minor contributors to Zeff; mid-Z and high-Z elements can
be distinguished by their poloidal asymmetries. All of these quantities have to be
balanced in order to provide an unambiguous result of the plasma composition.

In the example JET-ILW Ne-seeded hybrid discharge reported here, the observed
SXR emission, the W concentration measured by passive VUV spectroscopy, the
LoS Zeff measurement, the observed poloidal asymmetry of the SXR emission, the
CXRS Ne density and the LoS integrals of the total radiation as measured by
bolometry could all be matched including simultaneously Be, Ne, Ni and W. Using a
stepwise approach to increase the analysis complexity, attempting to falsify potentially
inaccurate measurements, using different background profile diagnostic data and initial
assumptions, the final results have been demonstrated to be relatively robust. It has
also been proven that data from a few diagnostics are often not enough to distinguish
between various possible solutions and can lead to erroneous conclusions which can
propagate detrimentally downstream if used for further analysis and modelling.

Of the ∼50 JET-ILW discharges analysed up to now with this method, around 30
have converged to consistent results for all diagnostics. The remaining 20 show good
results but do not satisfy all consistency checks simultaneously. The reasons for this
could be systematic errors in the measurements (e.g. faults in the data acquisition)
or contamination from unaccounted impurities (e.g. mixed impurity seeding with N2
and Ar). Changes in engineering parameters such as variations in gas puff or heating
power could also be the cause of varying impurity sources which would lead to
inconsistencies in the results with the present assumptions. A temporary and perhaps
un-elegant solution would be to analyse such phases separately, trying to match the
background conditions as closely as possible to the transition.

These limitations suggest possible future enhancements. Information on the sources
could be added to avoid the approximation of self-similar and identical time evolution
of the sources. Coupling the analysis with fast transport solvers could give an estimate
of the ion temperature screening term in (2.5) presently neglected when re-scaling the
secondary mid-Z impurity density peaking. This coupling would furthermore enable
the use of transport-dependent ionization balance and cooling functions. LIE used in
this publication is known to be trustworthy for mid-/high-Z elements in the plasma
core but not in the pedestal region (see e.g. Asmussen et al. (1998) and Kallenbach
et al. (2013)) where this approximation could lead to underestimate the impurity
density and total radiated power (Kallenbach et al. 2013, figure 1). If the results of
this analysis are to be used in simulations or modelling of particle and heat transport
or ELM stability, where the profile shape in the pedestal can change the results
dramatically, the confidence in results in the pedestal region has to be increased.
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Despite the challenges in accurately determining the plasma composition, these
measurements are of prime importance for present-day and future magnetic-controlled
fusion devices with multi-material PFCs. Knowledge of the radial profiles of impurity
densities, effective charge and total radiated power are key parameters to correctly
understand and model current experiments, and thus also to extrapolate such results
to future machines and reactors. Due to the complexity of such measurements, simple
assumptions are frequently used to proceed with the transport simulations. These
crude approximations can lead to an erroneous calculation of important parameters
such as main ion dilution, current density profile and power balance, which propagate
further to the estimation of neutron rates, particle and heat transport, turbulence and
MHD stability analyses. The methodologies explained in this paper are currently
being applied to a variety of discharges to check the entity of these effects and
results will be soon reported in a separate publication.

Acknowledgements
This work has been carried out within the framework of the EUROfusion

Consortium and has received funding from the Euratom research and training
programme 2014-2018 and 2019-2020 under grant agreement no. 633053. The views
and opinions expressed herein do not necessarily reflect those of the European
Commission. The authors would also like to thank G. Pucella, E. Giovannozzi, C.
Bourdelle, C. Maggi, K. Lawson, I. Coffey, T. Pütterich and A. Czarnecka for the
fruitful discussions and feedback.

REFERENCES

ANGIONI, C., CASSON, F. J., MANTICA, P., PÜTTERICH, T., VALISA, M., BELLI, E. A., BILATO, R.,
GIROUD, C., HELANDER, P. & JET CONTRIBUTORS 2015 The impact of poloidal asymmetries
on tungsten transport in the core of JET H-mode plasmas. Phys. Plasmas 22 (5), 055902.

ANGIONI, C., MANTICA, P., PÜTTERICH, T., VALISA, M., BARUZZO, M., BELLI, E. A., BELO, P.,
CASSON, F. J., CHALLIS, C., DREWELOW, P. et al. & JET EFDA CONTRIBUTORS 2014
Tungsten transport in JET H-mode plasmas in hybrid scenario, experimental observations and
modelling. Nucl. Fusion 54 (8), 083028.

ANGIONI, C., MCDERMOTT, R. M., FABLE, E., FISCHER, R., PÜTTERICH, T., RYTER, F. & TARDINI,
G. 2011 Gyrokinetic modelling of electron and boron density profiles of H-mode plasmas in
ASDEX upgrade. Nucl. Fusion 51 (2), 023006.

ASMUSSEN, K., FOURNIER, K. B., LAMING, J. M., NEU, R., SEELY, J. F., DUX, R., ENGELHARDT,
W., FUCHS, J. C. & ASDEX UPGRADE TEAM 1998 Spectroscopic investigations of tungsten
in the EUV region and the determination of its concentration in tokamaks. Nucl. Fusion 38
(7), 967–986.

BAYLOR, L. R., BURRELL, K. H., GROEBNER, R. J., HOULBERG, W. A., ERNST, D. P.,
MURAKAMI, M. & WADE, M. R. 2004 Comparison of toroidal rotation velocities of different
impurity ions in the diii-d tokamak. Phys. Plasmas 11 (6), 3100–3105.

BEHRINGER, K. H., CAROLAN, P. G., DENNE, B., DECKER, G., ENGELHARDT, W., FORREST,
M. J., GILL, R., GOTTARDI, N., HAWKES, N. C., KÄLLNE, E. et al. 1986 Impurity and
radiation studies during the jet ohmic heating phase. Nucl. Fusion 26 (6), 751.

BEURSKENS, M. N. A., SCHWEINZER, J., ANGIONI, C., BURCKHART, A., CHALLIS, C. D.,
CHAPMAN, I., FISCHER, R., FLANAGAN, J., FRASSINETTI, L., GIROUD, C. et al. 2013
The effect of a metal wall on confinement in JET and ASDEX Upgrade. Plasma Phys.
Control. Fusion 55 (12), 124043.

BONANOMI, N., MANTICA, P., GIROUD, C., ANGIONI, C., MANAS, P. & MENMUIR, S. 2018 Light
impurity transport in JET ILW l-mode plasmas. Nucl. Fusion 58 (3), 036009.

https://doi.org/10.1017/S0022377819000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377819000618


22 M. Sertoli, P. J. Carvalho, C. Giroud, S. Menmuir and JET Contributors

BOURDELLE, C., CAMENEN, Y., CITRIN, J., MARIN, M., CASSON, F. J., KOECHL, F. & MASLOV,
M. 2018 Fast h isotope and impurity mixing in ion-temperature-gradient turbulence. Nucl.
Fusion 58 (7), 076028.

BRETON, S., CASSON, F. J., BOURDELLE, C., CITRIN, J., BARANOV, Y., CAMENEN, Y., CHALLIS,
C., CORRIGAN, G., GARCIA, J., GARZOTTI, L. et al. 2018a First principle integrated modeling
of multi-channel transport including tungsten in JET. Nucl. Fusion 58 (9), 096003.

BRETON, S., CASSON, F. J., BOURDELLE, C., ANGIONI, C., BELLI, E., CAMENEN, Y., CITRIN, J.,
GARBET, X., SARAZIN, Y. & SERTOLI, M. 2018b High z neoclassical transport: application
and limitation of analytical formulae for modelling JET experimental parameters. Phys. Plasmas
25 (1), 012303.

CASSON, F. J., ANGIONI, C., BELLI, E. A., BILATO, R., MANTICA, P., ODSTRCIL, T., PÜTTERICH,
T., VALISA, M., GARZOTTI, L., GIROUD, C. et al. & ASDEX UPGRADE TEAM 2015
Theoretical description of heavy impurity transport and its application to the modelling of
tungsten in JET and ASDEX Upgrade. Plasma Phys. Control. Fusion 57 (1), 014031.

COENEN, J. W., SERTOLI, M., BREZINSEK, S., COFFEY, I., DUX, R., GIROUD, C., GROTH, M.,
HUBER, A., IVANOVA, D., KRIEGER, K. et al. 2013 Long-term evolution of the impurity
composition and impurity events with the ITER-like wall at JET. Nucl. Fusion 53 (7), 073043.

CZARNECKA, A., ZASTROW, K.-D., RZADKIEWICZ, J., COFFEY, I. H., LAWSON, K. D. &
O’MULLANE, M. G. 2011 Determination of metal impurity density, zeff and dilution on JET
by VUV emission spectroscopy. Plasma Phys. Control. Fusion 53 (3), 035009.

DELGADO-APARICIO, L., STUTMAN, D., TRITZ, K., VOLPE, F., WONG, K. L., BELL, R.,
FINKENTHAL, M., FREDRICKSON, E., GERHARDT, S. P., KAYE, S. et al. 2011 Impurity
transport experiments and effects on MHD in the national spherical torus experiment (NSTX).
Nucl. Fusion 51 (8), 083047.

DUX, R. & PEETERS, A. G. 2000 Neoclassical impurity transport in the core of an ignited tokamak
plasma. Nucl. Fusion 40 (10), 1721–1729.

FRASSINETTI, L., BEURSKENS, M. N. A., SCANNELL, R., OSBORNE, T. H., FLANAGAN,
J., KEMPENAARS, M., MASLOV, M., PASQUALOTTO, R., WALSH, M. & JET-EFDA
CONTRIBUTORS 2012 Spatial resolution of the JET thomson scattering system. Rev. Sci.
Instrum. 83 (1), 013506.

GIROUD, C., MEIGS, A. G., NEGUS, C. R., ZASTROW, K.-D., BIEWER, T. M. & VERSLOOT, T. W.
2008 Impact of calibration technique on measurement accuracy for the jet core charge-exchange
system. Rev. Sci. Instrum. 79 (10), 10F525.

GRIERSON, B. A., CHRYSTAL, C., HASKEY, S. R., WANG, W. X., RHODES, T. L., MCKEE, G.
R., BARADA, K., YUAN, X., NAVE, M. F. F., ASHOURVAN, A. et al. 2019 Main-ion intrinsic
toroidal rotation across the itg/tem boundary in diii-d discharges during ohmic and electron
cyclotron heating. Phys. Plasmas 26 (4), 042304.

HUBER, A., MCCORMICK, K., ANDREW, P., BEAUMONT, P., DALLEY, S., FINK, J., FUCHS, J.
C., FULLARD, K., FUNDAMENSKI, W., INGESSON, L. C. et al. 2007 Upgraded bolometer
system on JET for improved radiation measurements. Fusion Engng Des. 82 (5), 1327–1334;
Proceedings of the 24th Symposium on Fusion Technology.

INGESSON, L. C., ALPER, B., CHEN, H., EDWARDS, A. W., FEHMERS, G. C., FUCHS, J. C.,
GIANNELLA, R., GILL, R. D., LAURO-TARONI, L. & ROMANELLI, M. 1998 Soft x ray
tomography during elms and impurity injection in JET. Nucl. Fusion 38 (11), 1675.

KALLENBACH, A., BERNERT, M., DUX, R., CASALI, L., EICH, T., GIANNONE, L., HERRMANN, A.,
MCDERMOTT, R., MLYNEK, A., MÜLLER, H. W. et al. 2013 Impurity seeding for tokamak
power exhaust: from present devices via ITER to DEMO. Plasma Phys. Control. Fusion 55
(12), 124041.

KALLENBACH, A., NEU, R., DUX, R., FAHRBACH, H.-U., FUCHS, J. C., GIANNONE, L., GRUBER,
O., HERRMANN, A., LANG, P. T., LIPSCHULTZ, B. et al. & ASDEX UPGRADE TEAM 2005
Tokamak operation with high-z plasma facing components. Plasma Phys. Control. Fusion 47
(12B), B207–B222.

KAPPATOU, A., MCDERMOTT, R. M., ANGIONI, C., MANAS, P., PÜTTERICH, T., DUX, R., VIEZZER,
E., JASPERS, R. J. E., FISCHER, R., DUNNE, M. G. et al. 2019 Understanding helium
transport: experimental and theoretical investigations of low-z impurity transport at ASDEX
Upgrade. Nucl. Fusion 59 (5), 056014.

https://doi.org/10.1017/S0022377819000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377819000618


Measuring the plasma composition in tokamaks 23

LAO, L. L., JOHN, H. S., STAMBAUGH, R. D., KELLMAN, A. G. & PFEIFFER, W. 1985
Reconstruction of current profile parameters and plasma shapes in tokamaks. Nucl. Fusion 25
(11), 1611.

LEBSCHY, A. 2018 Experimental characterization of the core plasma flow at the ASDEX Upgrade
tokamak. Phd thesis, Technisce Universität München, also IPP report 18/16.

LERCHE, E., EESTER, D. V., ONGENA, J., MAYORAL, M.-L., LAXABACK, M., RIMINI, F.,
ARGOUARCH, A., BEAUMONT, P., BLACKMAN, T., BOBKOV, V. et al. 2011 Optimizing
ion-cyclotron resonance frequency heating for ITER: dedicated JET experiments. Plasma Phys.
Control. Fusion 53 (12), 124019.

LOARTE, A., REINKE, M. L., POLEVOI, A. R., HOSOKAWA, M., CHILENSKI, M., HOWARD, N.,
HUBBARD, A., HUGHES, J. W., RICE, J. E., WALK, J. et al. 2015 Tungsten impurity transport
experiments in alcator c-mod to address high priority research and development for iter. Phys.
Plasmas 22 (5), 056117.

DE LA LUNA, E., SÁNCHEZ, J., TRIBALDOS, V., CONWAY, G., SUTTROP, W., FESSEY, J., PRENTICE,
R., GOWERS, C., CHAREAU, J. M. & JET-EFDA CONTRIBUTORS 2004 Electron cyclotron
emission radiometer upgrade on the joint european torus (JET) tokamak. Rev. Sci. Instrum.
75 (10), 3831–3833.

MASLOV, M., BEURSKENS, M. N. A., KEMPENAARS, M. & FLANAGAN, J. 2013 Status of the JET
LIDAR thomson scattering diagnostic. J. Instrumentation 8 (11), C11009.

MCDERMOTT, R. M., DUX, R., PÜTTERICH, T., GEIGER, B., KAPPATOU, A., LEBSCHY, A., BRUHN,
C., CAVEDON, M., FRANK, A., DEN HARDER, N. et al. 2018 Evaluation of impurity densities
from charge exchange recombination spectroscopy measurements at ASDEX Upgrade. Plasma
Phys. Control. Fusion 60 (9), 095007.

MENMUIR, S., GIROUD, C., BIEWER, T. M., COFFEY, I. H., DELABIE, E., HAWKES, N. C.,
SERTOLI, M. & JET EFDA CONTRIBUTORS 2014 Carbon charge exchange analysis in the
iter-like wall environment. Rev. Sci. Instrum. 85 (11), 11E412.

ODSTRCIL, T., PÜTTERICH, T., ANGIONI, C., BILATO, R., GUDE, A., ODSTRCIL, M., TEAM, A.
& THE EUROFUSION MST1 TEAM 2018 The physics of w transport illuminated by recent
progress in w density diagnostics at ASDEX Upgrade. Plasma Phys. Control. Fusion 60 (1),
014003.

ONGENA, J. P. H. E., VOITSEKHOVITCH, I., EVRARD, M. & MCCUNE, D. 2012 Numerical transport
codes. Fusion Sci. Technol. 61 (2T), 180–189.

PACHER, G. W., PACHER, H. D., JANESCHITZ, G., KUKUSHKIN, A. S., KOTOV, V. & REITER, D.
2007 Modelling of DEMO core plasma consistent with SOL/divertor simulations for long-pulse
scenarios with impurity seeding. Nucl. Fusion 47 (5), 469–478.

PASQUALOTTO, R., NIELSEN, P., GOWERS, C., BEURSKENS, M., KEMPENAARS, M., CARLSTROM,
T., JOHNSON, D. & JET-EFDA CONTRIBUTORS 2004 High resolution thomson scattering for
joint european torus (JET). Rev. Sci. Instrum. 75 (10), 3891–3893.

PUCELLA, G., GIOVANNOZZI, E., CHALLIS, C. D., CHOMICZEWSKA, A., GIROUD, C., HOBIRK, J.,
JOFFRIN, E., KAPPATOU, A., KEELING, D. L., KING, D. et al. & JET CONTRIBUTORS 2019
Evaluation of the effective charge profile and analysis of the effect of the impurity mixture
on the current density and safety factor profiles. In 3rd Asia-Pacific Conference on Plasma
Physics 2019.

PÜTTERICH, T., DUX, R., BEURSKENS, M. N. A., BOBKOV, V., BREZINSEK, S., BUCALOSSI,
J., COENEN, J. W., COFFEY, I., CZARNECKA, A., GIROUD, C. et al. & JET EFDA
CONTRIBUTORS 2012 Tungsten screening and impurity control in JET. In Proceedings of the
24th IAEA Conference Fusion Energy (CD-Rom), San Diego, USA, October 2012, p. EX/P315.
Vienna: IAEA.

PÜTTERICH, T., NEU, R., DUX, R., WHITEFORD, A. D., O’MULLANE, M. G. & ASDEX UPGRADE

TEAM 2008 Modelling of measured tungsten spectra from ASDEX Upgrade and predictions
for iter. Plasma Phys. Control. Fusion 50 (8), 085016.

PÜTTERICH, T., FABLE, E., DUX, R., O’MULLANE, M., NEU, R. & SICCINIO, M. 2019 Determination
of the tolerable impurity concentrations in a fusion reactor using a consistent set of cooling
factors. Nucl. Fusion 59 (5), 056013.

https://doi.org/10.1017/S0022377819000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377819000618


24 M. Sertoli, P. J. Carvalho, C. Giroud, S. Menmuir and JET Contributors

RATHGEBER, S. K., FISCHER, R., FIETZ, S., HOBIRK, J., KALLENBACH, A., MEISTER, H.,
PÜTTERICH, T., RYTER, F., TARDINI, G. & WOLFRUM, E. 2010 Estimation of profiles of the
effective ion charge at ASDEX Upgrade with integrated data analysis. Plasma Phys. Control.
Fusion 52 (9), 095008.

REINKE, M. L., HUTCHINSON, I. H., RICE, J. E., HOWARD, N. T., BADER, A., WUKITCH, S.,
LIN, Y., PACE, D. C., HUBBARD, A., HUGHES, J. W. et al. 2012 Poloidal variation of high-
z impurity density due to hydrogen minority ion cyclotron resonance heating on alcator c-mod.
Plasma Phys. Control. Fusion 54 (4), 045004.

SCHWOB, J. L., WOUTERS, A. W., SUCKEWER, S. & FINKENTHAL, M. 1987 High-resolution
duo-multichannel soft x-ray spectrometer for tokamak plasma diagnostics. Rev. Sci. Instrum.
58 (9), 1601–1615.

SERTOLI, M., ANGIONI, C., ODSTRCIL, T. & ASDEX UPGRADE TEAM, AND EUROFUSION

MST1 TEAM 2017 Parametric dependencies of the experimental tungsten transport coefficients
in icrh and ecrh assisted ASDEX Upgrade H-modes. Phys. Plasmas 24 (11), 112503.

SERTOLI, M., DUX, R., PÜTTERICH, T. & ASDEX UPGRADE TEAM 2015 Modification of impurity
transport in the presence of saturated (m, n)= (1, 1) mhd activity at ASDEX Upgrade. Plasma
Phys. Control. Fusion 57 (7), 075004.

SERTOLI, M., FLANAGAN, J., MASLOV, M., MAGGI, C., COFFEY, I., GIROUD, C., MENMUIR, S.,
CARVALHO, P., SHAW, A., DELABIE, E. & JET CONTRIBUTORS 2018 Determination of 2d
poloidal maps of the intrinsic w density for transport studies in JET-ILW. Rev. Sci. Instrum.
89 (11), 113501.

SHUMACK, A. E., RZADKIEWICZ, J., CHERNYSHOVA, M., JAKUBOWSKA, K., SCHOLZ, M., BYSZUK,
A., CIESZEWSKI, R., CZARSKI, T., DOMINIK, W., KARPINSKI, L. et al. 2014 X-ray crystal
spectrometer upgrade for ITER-like wall experiments at JET. Rev. Sci. Instrum. 85 (11),
11E425.

TARDINI, G., FISCHER, R., JENKO, F., KALLENBACH, A., MCDERMOTT, R. M., PÜTTERICH, T.,
RATHGEBER, S. K., SCHNELLER, M., SCHWEINZER, J., SIPS, A. C. C. et al. 2012 Core
transport analysis of nitrogen seeded H-mode discharges in the ASDEX Upgrade. Plasma
Phys. Control. Fusion 55 (1), 015010.

ZAGÓRSKI, R., IVANOVA-STANIK, R. I. & STANKIEWICZ, R. 2013 Simulations with the COREDIV
code of DEMO discharges. Nucl. Fusion 53 (7), 073030.

https://doi.org/10.1017/S0022377819000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0022377819000618

	Measuring the plasma composition in tokamaks with metallic plasma-facing components
	Introduction
	Experimental method
	Inclusion of multiple low-Z impurities
	Consistency checks versus independent measurements
	Inclusion of a secondary mid-/high-Z impurities

	Example discharge
	Effects on Zeff
	Effects on total radiation
	Match with CXRS Ne concentration
	Match with VUV
	Match with toroidal rotation
	Nickel as main high-Z impurity
	Impact of other diagnostic uncertainties

	Conclusions and outlook
	Acknowledgements
	References


