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cience functions best within a liberal democracy.

Every hypothesis test is an expression of doubt,

as it carries with it the implication that a particu-

lar presumption may be incorrect (Kruschke 1998),

whereas authoritarianism punishes challenges to
prescribed beliefs. Consequently, science can lead to true inno-
vation and improvements in knowledge only when laws and
social norms permit dissent.

At the same time, scientific assertions themselves must be
open to challenges and verification. To ensure that a surpris-
ing finding is not the result of an intentional misrepresenta-
tion of the data or even a simple coding error, it is imperative
that researchers be able to replicate the analyses of others.
Although this may be difficult in the context of qualitative
research (how does one replicate in-depth interviews?), care-
ful documentation of coding choices and programming syn-
tax can make it quite easy to verify results from quantitative
studies (Long 2008). Today, the Internet facilitates the post-
ing of data and programming code for anybody to access, and
an increasing number of social scientists argue in favor of mak-
ing the electronic posting of replication materials a practice as
common as fully listing citations (Freese 2007; King 1995).

Nonetheless, there are certain issues that may arise when
an investigator chooses to make data available to the research
community that merit further discussion in our discipline.
First, data collection is a time- and resource-intensive process,
and precautions must be taken to ensure that the individuals
who have taken on a major project retain full rights to claim
credit for their findings. If data are made public prematurely,
the result can be a public-goods dilemma in which free riders
attempt to publish first with data that others have paid to
assemble. Second, protecting the identities of study partici-
pants in a publicly released data file is essential to maintain-
ing the credibility of research organizations and ensuring that
subjects are willing to take part in future investigations. A
substantial literature has developed exploring threats to the
privacy of research subjects, and data collectors in our disci-
pline should take the relevant findings into considerations.
Finally, standards have developed over the last decade for stor-
ing metadata (data about the data) with the goal of providing
a common language for archiving digital information. Adher-
ence to these standards facilitates the creation of documenta-
tion that can be understood by data users without having to
contact the original PIs, thereby maximizing the utility of exist-
ing data now and into the future.

The present article seeks to outline these issues by proceed-
ing as follows. First, the benefits of archiving quantitative data
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are summarized. A second section describes some pitfalls that
must be avoided to protect the work of data collectors and
study participants. A subsequent section outlines the archiv-
ing process at one data archive, ICPSR. A listing of the ben-
efits of relying on an established archive for data preservation
concludes.

WHY ARCHIVE?

Norms of methodological transparency encourage honesty in
the reporting of research results. In a worst-case scenario, pres-
sures for career advancement, tenure, or prestige may create
perverse incentives to “publish or perish” that, if not coun-
tered with some form of accountability, can easily lead research-
ers to misstate conclusions. Yet erroneous inferences may not
even necessarily result from nefarious intentions. Simple cod-
ing errors or a flawed syntax file can produce results that the
investigator believes to be correct even when they are not.
Making the data and programming decisions publicly avail-
able limits the extent to which bad findings influence future
research.

There are, in fact, ample examples of errors in quantitative
analysis leading to—at best—ambiguity in findings. One rep-
lication of a 1986 American Sociological Review article led to a
debate over whether four different couples in the analyzed
survey sample were really having sex 88 times a month, or if
the 88s in the data file were actually meant to refer to missing
observations (Jasso 1985,1986; Kahn and Udry 1986). A broader
study in economics by Dewald, Thursby, and Anderson (1986)
sought to replicate a year’s worth of articles in the Journal of
Money, Credit, and Banking. The principal finding was that, in
the vast majority of cases, it was entirely impossible to exactly
replicate the published results even with the help of the arti-
cles’ original authors. This led to the adoption of more strin-
gent requirements in journals such as the American Economic
Review requiring that data be made available at the time of
publication.

Two developments in political science have led to an
increase in the extent to which authors are making their data
available to other researchers. First, the Internet provides a
means for authors to distribute original data directly and
immediately to the entire research community. In compara-
tive politics, for example, various “expert surveys” of party
ideology are available for easy download from the respective
PIs’ Web sites (Benoit and Laver 2006; Hooghe et al. 2008).
This has in turn made it possible to use the indicators
for novel analyses beyond what the original researchers envi-
sioned for their projects, thereby contributing to the
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cumulation of knowledge. Second, Gary King (1995, 2003) has
been a persuasive proponent of transparency and replication
in the discipline, and journals such as Political Analysis now
maintain Web appendices with the data and/or programming
syntax necessary to reproduce reported results available to the
broader research community.

Although it is possible to set up a personal Web site to
distribute original data beyond the variables analyzed in a
journal article, there are very good reasons for turning to a
well-established data archive instead. For one, Web sites are
rarely permanent (Altman and King 2007; Seneca 2009), and
it is unclear if the data will continue to be available when the
researcher switches institutions, retires, or expires. Data
archives ensure long-term availability of data through stan-

access when a manuscript is published. Likewise, many agen-
cies and organizations that fund scientific research demand
that newly collected data be deposited in an archive for future
researchers to access. The intent is to make the comprehen-
sive documentation of one’s methodological decisions an inte-
gral part of the research process and additionally discourage
sloppiness in scholarship. Unfortunately, although the imme-
diate provision of data facilitates replication and accountabil-
ity, exceptions may be necessary if the data are of a restricted
or proprietary nature.

Collecting novel data can be a time- and resource-intensive
endeavor, and scholars willing to take on a large data-collection
project are understandably protective of their intellectual prop-
erty. If others not involved in gathering the observations are

Nonetheless, as norms of transparency and replication continue to develop, the
discipline will need to consider how it will simultaneously protect intellectual property
and facilitate open access to research findings. If journals decide to require that all data
analyzed are made available, they may follow the lead of the American Economic
Review and allow for editor-approved exceptions in cases of embargoed data. At the
same time, depositing data with an archive—rather than making it available on a
personal Web page—adds protection insofar as the archive can restrict access to data
holdings for users or institutions that have violated clearly stated embargoes.

dardizing formats, migrating formats as technologies change,
and guarding against general degradations in data. As the NSF
Blue Ribbon Task Force on Sustainable Digital Preservation
and Access (2008) recently reported,

Without ongoing maintenance, digital assets will ... fall into
disrepair, succumbing to a host of “digital diseases” that impair
or limit the ability to use them: bit rot (or degradation of the
object so that it is no longer readable), technological obsoles-
cence (which means that systems no longer exist that can read
the encoding in which the data are represented and stored), or
even outright loss. Consequently, preventive measures must be
taken to insure that the media (tape, disk, and so on) are stable
and the information encoded thereon can be read.

In addition, a data archive will be very familiar with the
relevant proprietary and privacy issues that accompany pub-
licly releasing a data file. Finally, data archives catalog and
describe data collections using international standards, which
enable efficient retrieval through a central source and permit
reuse by researchers unfamiliar with the original collection.
Increased access can then foster greater inter- and intra-
disciplinary connections

ISSUES TO CONSIDER WHEN ARCHIVING
Embargoes

One policy that some (mostly non-political science) journals
have adopted is to require that data be available for others to
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able to access the data prematurely, they may then be able to
claim credit for findings derived from the data before the orig-
inal PIs have had an adequate chance to complete their own
analyses (Fowler 1995). Requiring the public release of even
subsets of proprietary data can lead to free-rider problems and
ultimately discourage large-scale data collection efforts by indi-
vidual researchers.

Indeed, there is a recent precedent that shows that these
concerns are justified. The National Institutes of Health main-
tain databases of raw data in order to promote transparency
in NIH-funded research. Typically, new data deposited in an
NIH database are protected by an embargo specifying that
only the PIs have a right to publish using the data within a
particular time frame. However, in 2009, a researcher from the
University of Washington discovered a paper online at the
Proceedings of the National Academy of Sciences based on data
she had collected and that were still under embargo (Holden
2009). Although actions were taken to punish the unautho-
rized use of the data, the experience demonstrates that strong
regulations will be required to ensure that one scholar’s hard
work is not denied credit when data are archived.

Fortunately, similar issues have not arisen prominently
within political science. Nonetheless, as norms of transpar-
ency and replication continue to develop, the discipline will
need to consider how it will simultaneously protect intellec-
tual property and facilitate open access to research findings. If
journals decide to require that all data analyzed are made avail-
able, they may follow the lead of the American Economic Review
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and allow for editor-approved exceptions in cases of embar-
goed data. At the same time, depositing data with an archive—
rather than making it available on a personal Web page—adds
protection insofar as the archive can restrict access to data
holdings for users or institutions that have violated clearly
stated embargoes.

Privacy

An additional problem with making data widely available is
guaranteeing the privacy of a study’s participants. This is an
issue that has gained a good deal of attention in recent years,
as increases in computing power and improvements in match-
ing algorithms have decreased the costs required to connect
information from different databases in a manner that can
compromise sensitive information (Bethlehem, Keller, and
Pannekoek 1990). As a consequence, the field of statistical dis-
closure control (SDC) has been developed to study threats to
the identification of study respondents in publicly released
data files (Willenborg and de Waal 2001).

The problem is that the release of even seemingly benign
indicators may be potentially exploitable by a nefarious
“intruder” attempting to ascertain the identity of an individ-
ual. A single variable in isolation might not reveal much infor-
mation, but a combination of indicators can yield enough
unique knowledge to match a row in a data file with a specific
person (for example, there are very few female public servants
from small Alaskan towns who are multi-millionaires). What
is more, an intruder may plausibly merge a single data file
considered safe for release with a separate database that,
in combination with the first, yields sufficient information
to risk disclosure (Paass 1988). Further problematic from an
analytic perspective is the fact that variables used in variance
estimation for complex surveys—weights, strata, PSUs—can
even be exploited to identify the geographic location of a
respondent (Mayda, Mohl, and Tambay 1996). Thus, many
large-scale surveys (including the ANES) limit the amount of
design information available in public releases, despite the
fact that this information is essential for making correct
inferences.

Several data-collection organizations, including ICPSR and
the United States Census Bureau, frequently employ methods
for masking potentially identifiable records (O’Rourke 2003;
Zayatz 2006). The goal of this process is to alter data files prior
to public release in a manner that retains as much of the origi-
nal information as possible while ensuring that no single
record can be identified. Commonly used masking approaches
include data swapping (interchanging values on sensitive
variables among cases), microaggregation (combining similar
records and assigning the average within-group score to each
case), adding random noise to observations, and top or bottom
coding of variables with skewed distributions (e.g., income).
Some recent attention has even been given to the release of
entirely simulated data—based on methods akin to multiple
imputation for missing data—that mirror the multivariate dis-
tribution of the original data file but contain none of the orig-
inal observations (Raghunathan, Reiter, and Rubin 2003).

SDC can be seen as a constrained optimization problem in
which the threat must be minimized subject to some maxi-
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mum measure of information loss (Domingo-Ferrer and Torra
2001). The literature is highly technical, with the bulk of the
relevant publications appearing in informatics and statistics
journals. There is software that can carry out SDC analysis
and make the optimal masking decisions for the user, includ-
ing the free sdcMicro package for R (Templ 2008). However,
data collectors may prefer to rely on the experience of an estab-
lished data archive to ensure that the optimal amount of data
utility is retained in the presence of masking.

ARCHIVING PROCESS AT ICPSR

Data archives have supported the social science community
for over a half century by allowing researchers to replicate,
verify, and extend original findings (Inter-university Consor-
tium for Political and Social Research 2009). Examples of long-
standing data archives include The Roper Center for Public
Opinion Research, the Inter-university Consortium for Polit-
ical and Social Research (ICPSR), the Henry A. Murray
Research Archive, and the Odum Institute for Research in
Social Science. Since we are directly familiar with ICPSR’s
archiving processes, in this section we will use ICPSR as an
example of what a data archive can do to enrich, preserve, and
disseminate data collections for the research community.
Established in 1962, ICPSR maintains a data archive of more
than 500,000 social science research files.

ICPSR engages three primary steps to archive data. First,
staff members attempt to understand the data collection by
working with the original owner or curator of the data. Next,
the data collection is deposited at ICPSR, where data curators
review, validate, and process the material. Finally, the archive
distributes a permanent version of the data collection on its
Web site or at its facilities, with preservation copies main-
tained at ICPSR and replicated offsite. (See figure 1.)

Archival work at ICPSR begins by teaming staff members
with the researcher to ensure that ICPSR understands the data
that the investigator wishes to deposit and to identify any
constraints on future access to the data. While ICPSR believes
that all data should be made available to the largest possible
audience, sometimes there are issues of intellectual property
or confidentiality protection that need to be understood even
before the data can be acquired. This is usually done by a
researcher or data producer contacting ICPSR staff and work-
ing with a curator who has experience with the kind of data
involved.

The next step in the process is the deposit itself. At ICPSR
this can be done by the researcher using an online system, or
it can be managed by the experienced curator already assigned
to the project. The researcher or curator fills out an on-line
form that builds the high-level metadata (documentation)
about the study, uploads all the associated data and documen-
tation files, and then signs an online agreement giving ICPSR
permission to archive the data collection.

Once the deposit is finalized, a curator (called a data pro-
cessor at ICPSR) verifies the data and builds the final docu-
mentation. This process starts with a confidentiality review,
designed to make sure that there are no direct identifiers (e.g.,
name, social security number, telephone number, etc.) in the
data file. It continues with a check to make sure that the data
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Figure 1
The ICPSR Pipeline Process: How ICPSR Acquires, Archives, and Disseminates a
Typical Study
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match the documentation. If inconsistencies, errors, or confi-
dentiality risks are found, the data processor works with the
original researcher to correct the issue. The process concludes
with the construction of a final, permanent version of the data,
alternative versions (such as in SAS, Stata, SPSS, or tab-
delimited files), and final documentation. The final process-
ing steps can also include the creation of versions for online
analysis.

Concurrent with the data-processing work, the data cura-
tor builds documentation using Data Documentation Initia-
tive (DDI) markup, an international standard for documenting
social science research (Vardigan, Heus, and Thomas 2008).
DDI is a non-proprietary XML-based approach to metadata
that is appropriate for long-term preservation and enables
researchers to understand and exchange data. The DDI meta-
data specification originated at ICPSR and is now the project
of an alliance of about 25 institutions in North America and
Europe.

Once the processing and metadata work is done, the data
collection is carefully checked by a supervisor. The
dissemination-ready data are then entered into the ICPSR cat-
alog and made available on the Web. In some cases data can-
not be distributed via the Web, so ICPSR has systems for
limited distribution that require data users to sign a contract
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or come to ICPSR to use the data. After data are released,
ICPSR provides support for downloading and using data.
All data are preserved and replicated in a variety of loca-
tions. Copies of ICPSR data for distribution are replicated in
the “cloud,” as well as at computer installations at the Univer-
sity of California, San Diego, and otherlocations. ICPSR main-
tains multiple copies in Ann Arbor as well. Over time and as
needed, data are transformed so that formats and technologies
are keptup-to-date, and file integrity is maintained. ICPSR has
made it a priority to demonstrate compliance with prevailing
standards and practices of the digital preservation community,
such as the NASA-produced international standard “Refer-
ence Model for an Open Archival Information System (OAIS)”
(Consultative Committee for Space Data Systems 2002).

CONCLUSION

To conclude, we note that there are several advantages to rely-
ing on alongstanding professional data archive, such as ICPSR,
for making original data available to other potential users.
These include:

1. A personal Web page on a university or private server will
not be permanent, as jobs change, servers crash, and peo-
ple retire, die, or forget.
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2. A data archive can enforce embargoes as well as punish the
use of embargoed data by denying violators access to other
data for a period of time (as NIH did in the example
described earlier).

3. Data archives are familiar with the SDC literature and can
work with PIs to balance the trade-off between data utility
and the protection of study participants.

4. Data archives are familiar with international standards for
creating and storing metadata, which greatly enhances the
usability, interoperability, and exchange of data.

5. Archives often have specialized tools available to facilitate
analyzing variables either with a user’s preferred software
package or directly online.

6. The reputation of a given archive provides legitimacy to a
public release of a PI's data.

7. Archives can provide general user support and other data-
maintenance services, freeing the researcher from routine
and otherwise time-consuming tasks.

8. Data archives can provide a third-party system for ensur-
ing the integrity and accessibility of research data for the
future (see Committee on Ensuring the Utility and Integ-
rity of Research Data in a Digital Age 2009). ®

NOTES

We thank Cole Whitman for supplying the figure mapping the ICPSR Pipeline
Process.
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