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Abstract

In this paper we consider the factor analysis for Lévy-driven multivariate price models
with stochastic volatility. Our main aim is to provide conditions on the volatility process
under which we can possibly reduce the dimension of the driving Lévy motion. We find
that these conditions depend on a particular form of the multivariate Lévy process. In some
settings we concentrate on nondegenerate symmetric α-stable Lévy motions.
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1. Introduction

Multivariate Itô semimartingales are nowadays the commonly used models for multidimen-
sional price processes in economics and finance. Much effort has been devoted to understanding
the dependence structure between the price components. The most prominent approaches
include the factor models, which distinguish between the common and endogenous shocks, in
addition to principal component analysis, and the theory of cointegration. The common feature
of these methods is the dimension reduction, which is extremely useful for practical calibration
and simulation of the model.

The aim of this paper is to provide a simple factor analysis for multivariate Lévy-driven price
models that exhibit stochastic volatility. More specifically, we consider a filtered probability
space (�,F , (Ft )t≥0,P) satisfying the usual conditions and a d-dimensional process X =
(Xj )1≤j≤d , which takes the form

Xt =
∫ t

0
σs dZs, (1)

where Z is a symmetric Lévy motion with dimension q and σ is an R
d×q -valued predictable

process (we often write X = σ · Z for notational simplicity). We aim determine the minimal
dimension of the driving Lévy motion such that (1) holds. Mathematically speaking, the central
question of this paper is the following:

what is the smallest integer r for which there exist two predictable processes γ and σ ′
with values in R

r×q and R
d×r respectively, satisfying

Z′ = γ · Z is a Lévy process, X = σ ′ · Z′. (2)
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In relation to this problem, we would also like to know whether the Lévy process Z′ is of
the same ‘type’ as Z (for example, does Z′ have independent components if Z does?). There
are several examples in finance where the minimal dimension r can be expected to be smaller
than d. Jacod et al. [5] mentioned the case of baskets of energy prices, where the required
amount of driving Brownian motions is much smaller than d; see [1, Chapter 5] for the detailed
empirical analysis. Similar conclusions can be found in the London interbank offered rate
(LIBOR) market models, where the principal component analysis suggests a sparse amount
of Brownian motions that are accurately describing the dynamics; see [2, Section 6.19] for a
more detailed discussion. Another example are bond prices with different maturities. In the
situation of economic stability, these prices have very similar trajectories and a rather minimal
amount of driving Lévy motions might suffice to model the bonds. However, things can change
drastically during an economic crisis.

When Z and Z′ are Brownian motions, the formulated problem is indeed elementary.
The answer is formulated in the theorem below. This statement can be found in [5] or,
alternatively, it follows directly from the results of this paper, which will be presented later.

Theorem 1. Let P denote the product measure P(dω) ⊗ dt on (� × R+,F ⊗ B(R+)) and
assume that Z is a standard d-dimensional Brownian motion. The minimal dimension r for
which (2) holds (and Z′ is a r-dimensional Brownian motion) is the smallest integer such that
the rank of the R

d×q -valued matrix σ(ω)t is not larger than r , outside a P-null set of �× R+.

This characterization was used in [3]–[5] to construct statistical tests for the minimal dimen-
sion of the Brownian motion in the setting of continuous diffusion models possibly contaminated
by microstructure noise. As we will see later, the result of Theorem 1 extends to all isotropic
Lévy processesZ (meaning that�Z has the same law asZ for any orthogonal q×q matrix�).
Otherwise, except under some very special conditions, typically on both σ andZ, the minimal r
for which (2) holds is r = q, and no dimension reduction is available. This is probably not
surprising whenZ is an arbitrary Lévy process without any special structure. A more surprising
analysis appears in what we call the independent and identically distributed (i.i.d.) case, where
all components Zi have the same law and are independent. We will study this setting in more
detail and characterize the minimal r in (2) when the process Z1 is symmetric α-stable for
any d, and when Z1 is an arbitrary symmetric Lévy process and d = 1. Even in these cases,
the characterization is indeed somewhat involved.

The paper is structured as follows. In Section 2 we present some basics from the theory
of Itô semimartingales and Lévy processes. Section 3 is devoted to the study of the isotropic
setting, where the obtained result is similar to Theorem 1. We investigate the one-dimensional
case, which turns out to be not quite trivial, in Section 4. Finally, in Section 5 we provide a
complete answer to problem (2) in the framework of the i.i.d. stable motion Z.

2. Preliminaries

In this section we introduce some notation and recall some basic facts from the theory of
semimartingales and Lévy processes.

We denote by Mr,q the vector space of r × q matrices. For any A ∈ Mr,q , we write
A� ∈ Mq,r for the transpose of A. The space of all orthogonal R

q×q -valued matrices is
denoted by Pq . For any q ≥ 1, we write Sq−1 for the unit sphere in R

q .
First, we recall that a q-dimensional Lévy process Z is uniquely characterized by the Lévy

triplet (b, c, F ), where b is an R
q -valued drift, c is a positive semidefinite volatility matrix

in Mq,q , and F is a measure on R
q satisfying

∫
Rq

min(1, ‖x‖2)F (dx) < ∞. In particular,
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the characteristic function of Zt is E[exp(iu�Zt)] = exp(tφZ(u)), where the characteristic
exponent φZ has the representation

φZ(u) = iu�b − 1

2
u�cu+

∫
Rq

(exp(iu�x)− 1 − iu�x1{‖x‖≤1})F (dx).

We refer the reader to [6] for a detailed exposition of Lévy processes. A particular class of Lévy
processes are the nondegenerate q-dimensional symmetric α-stable processes (α ∈ (0, 2)) on
(�,F , (Ft )t≥0,P), which we denote by SSSαq . Recall that a q-dimensional Lévy process is in
SSSαq if and only if its characteristic triple is (0, 0, F ), with the Lévy measure factorizing as

F(dx) = 1

Cαρ1+α dρH(dθ) (3)

with Cα = ∫ ∞
0 (1 − cos x)x1+α dx, where x = (ρ, θ) ∈ R+ × Sq−1 and H is a finite positive

measure on the unit sphere Sq−1 of R
q (the directional measure), which is symmetric (i.e.

invariant by the map θ �→ −θ ) and satisfies H({θ : λ�θ 
= 0}) > 0 for all λ ∈ Sq−1 (the latter
reflects the nondegeneracy of the process). In this setting, the characteristic exponent of Z
takes the following simple form:

φZ(u) = −
∫
Sq−1

|u�θ |αH(dθ). (4)

We note that the process Z ∈ SSSαq is isotropic if and only ifH is proportional to the Lebesgue
measure on Sq−1, or, equivalently, if and only if φZ(u) = −a‖u‖α for some constant a > 0.
On the other hand, Z ∈ SSSαq has i.i.d. components if and only if H = 1

2a
∑q
i=1(εei + ε−ei ),

where (ei)1≤i≤q is the canonical basis of R
q , εx denotes the Dirac measure at x, and a > 0

or, equivalently, if and only if φZ(u) = a
∑q
i=1 |ui |α . We remark that these two types of

SSSαq -processes are different when α ∈ (0, 2), but they coincide for α = 2, which corresponds
to the case of Brownian motion.

Before we start with the preliminary analysis, we make the following simple observation.
The ‘true’ dimension of the driving Lévy motion Z in (1) may very well be smaller than q.
Indeed, there is a minimal linear subspace V of R

q in which Z really lives, which is the linear
subspace spanned by the support of the law ofZt (it is the same for all t > 0 due to the properties
of a Lévy process). Let q ′ be the dimension of V . Then, if q ′ < q, the true dimension ofZ is q ′
in the following sense: there is a� ∈ Pq such that�x belongs to the subspace spanned by the
first q ′ elements of the canonical basis of R

q , for all x ∈ H . Then Z = �Z is a Lévy process
with components Zi for i > q ′ being identically vanishing, and if Z′ = (Z1, . . . , Zq

′
)�, (1)

implies X = σ ′ ·Z′ for the process σ ′
t , which is the d × q ′ left block of the matrix σt��. It is,

of course, natural to do this trivial dimension reduction before starting to solve the original
problem. Hence, it is no restriction to assume that Z is nondegenerate in the sense that the
linear subspace generated by the support of Z1 is R

q .
Next, we recall some well-known facts about Itô semimartingales. A d-dimensional semi-

martingale Y on (�,F , (Ft )t≥0,P) is called an Itô semimartingale if its characteristics are
absolutely continuous (in time) with respect to Lebesgue measure, and their derivatives with
respect to time are called the spot characteristics. More specifically, they consist of a spot
triple (bt , ct , Ft ), where bt is the drift (a d-dimensional predictable process), ct is the diffusion
coefficient (predictable with values in the set of symmetric nonnegative definite d×d matrices),
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and Ft is the spot Lévy measure on R
d (predictable with

∫
Rd

min(1, ‖x‖2)Ft (dx) < ∞).
The ‘spot characteristic exponent’ at time t is the function φt = φω,t on R

d defined by

φYt (u) = iu�bt − 1

2
u�ctu+

∫
Rp

(exp(iu�x)− 1 − iu�x1{‖x‖≤1})Ft (dx),

and it characterizes (bt , ct , Ft ) for any (ω, t). In fact, φYt (u) is uniquely determined up to a
P-null set. If G is an Md ′,d -valued predictable process such that Y ′ = G · Y exists, then Y ′ is
also an Itô semimartingale and

φY
′

t (u) = φYt (G
�
t u) for all u ∈ R

d ′
. (5)

Moreover, Y is Lévy if and only if there exists a version of φYt (equivalently, of (bt , ct , Ft ))
that is independent of (ω, t). Then φY (u) is the characteristic exponent and (b, c, F ) is the
characteristic triplet. The Lévy process Y is nondegenerate if and only if φY (u) 
= 0 for all
nonvanishing u ∈ R

d , and symmetric if and only if φY (u) = φY (−u).
We are now ready to state a necessary and sufficient condition for having (2) (recall that an

integral process ψ · Z is unchanged if we modify ψ on a P-null set).

Lemma 1. Consider model (1) driven by a nondegenerate Lévy process Z. Let γ and σ ′ be
predictable processes with values in Mr,q and Md,r , respectively. Then (2) holds if and only
if, outside an P-null set, we have

σ(ω)t = σ ′(ω)tγ (ω)t , φZ(γ (ω)∗t v) is independent of (ω, t) for all v ∈ R
r . (6)

Proof. The second condition of (6) implies that the stochastic integral process Z′ = γ ·Z is
well defined and it is a Lévy process with characteristic exponent φZ

′
(u) = φZ(��u), where

� = γ (ω)t for any (ω, t) outside the above-mentioned P-null set. Then the first condition
of (6) implies σ ′ · Z′ = (σ ′γ ) · Z = X and (2) holds.

Conversely, assume that (2) holds. Clearly, the second part of (6) holds. As for the first part,
observe that a combination of (1) and (2) yields G · Z = 0, where Gt = σt − σ ′

t γt . Then we
must have φG·Z

t (u) = 0; hence, φZ(G�
t u) = 0 outside a P-null set and for all u ∈ R

d . Since Z
is nondegenerate, this implies G�

t u = 0 for all u. Hence, Gt = 0. �
When the first part of (6) holds, the rank of σ(ω)t is not more than r . Then a simple

consequence of the previous lemma leads to the following result.

Corollary 1. Assume that (1) holds with Z being a nondegenerate Lévy process. If (2) holds
for some integer r then outside a P-null set, the rank of σ(ω)t is not greater than r .

On the other hand, if the rank of σ(ω)t is not greater than r , one can find σ ′(ω)t ∈ Md,r

and γ (ω)t ∈ Mr,q such that the first part of (6) holds (see, for example, the proof of Theorem 2
below), and when rank(σ (ω)t ) ≤ r for all (ω, t), it is no problem to find predictable versions
for σ ′

t and γt . However, there is no reason why the second part of (6) should hold, except,
of course, when σ(ω)t ; hence, σ ′(ω)t ∈ Md,r and γ (ω)t ∈ Mr,q as well, are independent of
(ω, t). So we have a corollary.

Corollary 2. Assume that (1) holds withZ being a nondegenerate Lévy process, andσ(ω)t = σ

a constant matrix. The minimal integer r for which (2) holds is the rank m of σ .

Unfortunately, for the reason mentioned above, this result (withm the P-essential supremum
of rank(σ (ω)t )) fails in general, except in the isotropic case.
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3. The isotropic case

In this section we treat the isotropic case. As mentioned earlier, when Z is a nondegenerate
isotropic Lévy process, the result of Theorem 1 remains valid.

Theorem 2. We consider model (1) with Z being a nondegenerate isotropic Lévy process. The
minimal dimension r for which (2) holds is the smallest integer such that the rank of the matrix
σ(ω)t is not greater than r outside an P-null set. Furthermore, we can choose Z′ in (2) to be
isotropic as well.

Proof. Letm(ω)t = rank(σ (ω)t ). Up to a modification on a P-null set, we can assume that
there exists a m ∈ N such that

mt ≤ m and mt = m on a set A with P(A) > 0.

Omitting the dependence on ω, we can decompose σt as σt = �t�t�
′
t , where�t ,�′

t , and�t
are predictable processes with respective values in Pd , Pq , and Md,q , with all entries of �t
equal to 0 except possibly for λit = �iit when i ≤ m. We also consider the Md,m-valued
process �′

t consisting in the upper left d ×m block of �t .
The isotropy of Z implies the identity φZ(�′′u) = φZ(u) for any u ∈ R

q and �′′ ∈ Pq .
Then φZ(�′

t u) = φZ(u), which shows, by (5), that the process Z = �′ ·Z is well defined and
has the same law as Z itself. Thus, the m-dimensional process Z′ whose components are the
first m components of Z is obviously an isotropic Lévy process. Moreover, we have

X = σ · Z = (���′) · Z = (��) · Z = (��′) · Z′,

where the last equality follows from �
ij
t = 0 when j > m. Hence, (2) holds with r = m and

σ ′
t = �t�

′
t .

Conversely, assume that (2) holds for some r . Then (6) implies the identity σt = σ ′
t γt .

This yields mt ≤ r and, hence, m ≤ r as well. �
The characterization of Theorem 2 was the basis for statistical tests for the minimal number

of Brownian motions in continuous diffusion models that were developed in [3] and [4]. In these
papers the authors employed the following matrix perturbation method to uncover the rank r of
a positive semi-definite matrix A ∈ Md,d . For an arbitrary positive definite matrix B ∈ Md,d ,
the multi-linearity of the determinant implies the asymptotic expansion

det(A+ λB) = λd−rγr (A,B)+O(λd−r+1) as λ ↓ 0,

where the constant γr(A,B) is given by γr(A,B) = ∑
C∈M

r
A,B

det(C) and the set M
r
A,B is

defined via

M
r
A,B := {C ∈ Md,d : Ci = Ai or Ci = Bi with #{i : Ci = Ai} = r}.

This expansion is the key to identification of the unknown rank r of the matrixA. Indeed, when
γr(A,B) 
= 0, we deduce the convergence

det(A+ 2λB)

det(A+ λB)
→ 2d−r as λ ↓ 0.

In [4], the latter idea was applied to random perturbation of high-frequency observations of
the process X driven by a d-dimensional Brownian motion Z to perform hypothesis testing
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for the maximal rank of the squared volatility process ct = σtσ
�
t ; hence, deriving statistical

methods to answer the question formulated in (2). Later on, this approach was extended
to continuous diffusion models observed with microstructure noise in [3]. However, due to
substantial differences in the asymptotic theory, the extension of this idea to general isotropic
Lévy processes seems to be out of reach.

4. The one-dimensional case

While in the isotropic case the question in problem (2) is fully answered in Theorem 2, things
are less obvious if we drop this isotropy condition. In this section we explicitly concentrate on
the d = 1 case, but keep q ≥ 2. Hence, the process σ� at (1) becomes R

q -valued. Our first
result arises from treating the stable case.

Theorem 3. We consider model (1) with d = 1 and Z ∈ SSSαq . Then (2) holds with r = 1 and
we can choose Z′ in SSSα1 .

Proof. Let e1 = (1, 0, . . . , 0)� be the first element of the canonical basis of R
q . Recall-

ing (4), we see that both a = φZ(e�1 ) and φZ(σ�
t ) are negative. We define the predictable

processes

σ ′
t = (−φZ(σ�

t ))
1/α, γt =

(
1

σ ′
t

1{σ ′
t >0}

)
σt +

(
1

(−a)1/α 1{σ ′
t=0}

)
e�1 .

Note that σ ′
t ≥ 0 from (4), and σ ′

t = 0 if and only if σt = 0. We obviously have σt = σ ′
t γt ,

and for v ∈ R, we deduce

σt 
= 0 �⇒ φZ(γ�
t v) = φZ

(
v

σ ′
t

σ�
t

)
= −|v|α,

σt = 0 �⇒ φZ(γ�
t v) = φZ

(
v

a1/α e1

)
= −|v|α.

Hence, (3) is satisfied, and using Lemma 1, we obtain (2) with Z′ = γ · Z, which satisfies
φZ

′
(v) = −|v|α . Thus, Z′ ∈ SSSα1 and the proof is complete. �

When Z is a Lévy process the same result does not hold in general, but we have a criterion
under which it holds when, further, Z is a nondegenerate symmetric Lévy process without
a Gaussian part. We need to introduce some additional notation: for any measure μ on R

p

and any y ∈ R
p, we denote by μ(y) the measure on R, which is the image of μ by the map

x �→ y�x.

Theorem 4. We consider model (1) with d = 1 and Z being a q-dimensional nondegenerate
symmetric Lévy process without a Gaussian part. Then (2) holds with r = 1 if and only if there
exist a measure μ on R with μ({0}) = 0 and a nonnegative predictable process at such that,
outside of a P-null set, we have

F (σ
�
t ) = μ(at ), (7)

where F is the Lévy measure of Z.

Proof. The nondegeneracy of Z and F({0}) = 0 imply that F (y) = 0 holds if and only if
y = 0. We have two cases: either σt = 0 P-almost surely and (2) holds with σ ′ ≡ 0 and,
say Z′ = Z1 and (7) holds with μ = 0; or P({σ 
= 0}) > 0 and if (7) holds the measure μ is
nonvanishing. In the sequel we discard the first trivial case.
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First, we prove that (7) implies (2) with r = 1. Upon a modification of the process σ on
an P-null set, we may assume that (7) holds for all (ω, t). We pick a vector δ ∈ R

q such that
F (δ) = μ (such a vector exists by (7)) and set

γt = 1

at
σt1{at>0} + δ�1{at=0}, σ ′

t = at .

Then, for v ∈ R, we obtain the identities

φZ(vγ�
t ) =

∫
Rq

(exp(ivγtx)− 1)F (dx)

= 1{at>0}
∫

Rq

(
exp

(
ivσtx

at

)
− 1

)
F(dx)+ 1{at=0}

∫
Rq

(exp(ivδx)− 1)F (dx)

= 1{at>0}
∫

R

(
exp

(
ivz

at

)
− 1

)
F (σ

�
t )(dz)+ 1{at=0}

∫
R

(exp(ivz)− 1)F (δ)(dz)

= 1{at>0}
∫

R

(exp(ivz)− 1)μ(dz)+ 1{at=0}
∫

R

(exp(ivz)− 1)μ(dz)

=
∫

R

(exp(ivz)− 1)μ(dz).

This implies the second part of (6). Moreover, μ(0) = 0 since μ({0}) = 0. So, if at = 0 we
have F (σ

�
t ) = 0, which as mentioned earlier implies that σt = 0. Therefore, the first part of (6)

is obvious, and (2) holds with r = 1.
Conversely, assume that (2) holds with r = 1. Hence, we can assume that (6) holds

identically for some predictable processes γ , σ ′, and Z′ = γ · Z. Let μ be the Lévy measure
of Z′. Then X = σ · Z = σ ′ · Z′ implies that the spot Lévy measure of X is FXt = F (σ

�
t ) and

also FXt = μ(σ
′
t ). Hence, (7) holds with this μ and at = σ ′

t . �
When Z is isotropic, so is F , and it is simple to check (7) for any process σt : one may take

μ = F (e1) and at = ‖σt‖. When Z ∈ SSSαq , (7) again holds for any process σt : we take for μ
the Lévy measure of a one-dimensional symmetric α-stable process, and F (y) is necessarily of
the same type for any y ∈ R

q \ {0}.
One may then wonder whether, for a given Z as in the previous theorem, (7) holds for all

M1,q -valued process σ (with at depending on σt , of course). We do not know a criterion for
this question except in the i.i.d. case.

Theorem 5. Let Z be an i.i.d. symmetric nondegenerate Lévy process without a Gaussian
part, and q ≥ 2. Then (1) with d = 1 implies that (2) holds with r = 1 for any predictable
M1,q -valued process σt if and only if Z ∈ SSSαq .

Proof. The sufficient condition follows from Theorem 3. For the necessary condition, we
denote by ν the Lévy measure of all components of Z and (ej ) the canonical basis of R

q . Then
F(A) = ∑d

j=1

∫
R

1A(zej )ν(dz) for A ⊂ R
q and, hence,

F (σ
�
t ) =

q∑
j=1

ν(σ
j
t ).

If we take the process with components σ 1
t = 1 and σ 2

t = 1{t>1}, and σ jt = 0 for 3 ≤ j ≤ q,
Theorem 4 yields a measure μ on R and a nonnegative process at such that

t ≤ 1 �⇒ ν = μ(at ), t > 1 �⇒ 2ν = μ(at ).
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Then we can take μ = ν and at = 1 for t ≤ 1, and the second part above yields 2ν = ν(b) for
some b > 0 and all s ≥ 0. If ν(x) = ν((x,∞)) is the tail of the symmetric measure ν, we thus
have 2ν(x) = ν(x/b) for all x > 0, which implies that ν has the form ν(x) = Cx−α for some
constants C, α, with necessarily α ∈ (0, 2) since ν is the tail of a Lévy measure. This implies
that indeed the components Zj are symmetric α-stable. �

5. The stable i.i.d. case

In this last section we dealt with d ≥ 2. In view of the previous results for the general
Lévy motions, finding the minimal r in (2) seems out of reach. Hence, we assume here that
Z ∈ SSSαq . As a matter of fact, in the general nonisotropic stable setting, the problem also seems
difficult to analyze, except in the i.i.d. case. So, we restrict our attention to this framework.

The interpretation of the minimal r for which (2) holds as the number of factors is clearer
if we require Z′ to be i.i.d. as well, and we begin with this case. We need some additional
notation. Omitting ω, we introduce for j = 0, . . . , q the predictable integer-valued processes
M
j
t by induction on j (σ ·,j

t below denotes the j th column vector of the matrix σt ), i.e.

M0
t = 0, M

j+1
t =

⎧⎪⎨
⎪⎩
M
j
t if σ ·,j+1

t vanishes,

or is proportional to σ ·,l
t for some 1 ≤ l ≤ j ,

M
j
t + 1 otherwise.

(8)

Then mt = M
q
t is the number of column vectors of the matrix σt , which are pairwise

noncollinear (with the convention mt = 0 when σt = 0). If rt is the rank of σt , we have
mt = rt if rt = 0, 1, and if rt ≥ 2 then mt can attain all values between rt and q.

Theorem 6. We consider model (1) with Z being an i.i.d. symmetric α-stable motion. The
minimal dimension r for which (2) holds with Z′ being an i.i.d. symmetric α-stable motion is
the smallest integer m such that m(ω)t ≤ m outside an P-null set.

Proof. As in the proof of Theorem 2, we may assume thatmt ≤ m identically, andm(ω)t =
m on a subset A with P(A) > 0. We also assume that m < q; otherwise there is nothing to
prove. We deal with the proof in three parts.

Part 1. In order to simplify the analysis, we perform a type of permutation of the coordinates
ofZ, according to a random and time-dependent scheme. Let I = {1, . . . , q}. With the notation
of (8), we denote by J 1

t , . . . , J
mt
t the ordered indices j in I such that Mj

t = M
j−1
t + 1, and

by Jmt+1
t , . . . , J

q
t the ordered indices j in I such that Mj

t = M
j−1
t , so j �→ J

j
t is a bijection

from I onto itself, and its inverse is denoted by j �→ N
j
t (so J

N
j
t

t = j ). Note that J jt and Nj
t

are predictable, as well as the invertible matrix ζ ijt = 1{j=J it } = 1{i=Njt }. So the q-dimensional
process Z = ζ · Z is well defined and, since for u = (ui)i∈I ∈ R

q the components of ζ�
t u

are uNit , its spot characteristic exponent is

φZt (u) = φZ(ζ�
t u) = −a

q∑
i=1

|(ζ�
t u)i |α = −a

q∑
i=1

|uNit |
α = −a

q∑
i=1

|ui |α for some a > 0.

Therefore, Z is an i.i.d. symmetric α-stable Lévy motion. Moreover, for any predictable Mr,q -
valued processψt , we haveψ · Z = (ψtζ

−1
t ) · Z. So, upon replacing σt by σ t = σtζ

−1, which
amounts to doing so for each t , a permutation of the columns (hence, letting the number mt be
unchanged), it is enough to prove the result for X = σ · Z.
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Equivalently, this amounts to solving the original problem under the additional assumption
that J jt = j identically for all j ∈ I . In other words, the columns σ ·,j

t for j = 1, . . . , mt are
pairwise noncollinear, and each other column vector is a multiple of one of the firstmt columns
vectors. Hence, sincemt ≤ m, for j = m+1, . . . , q there are predictable processes βjt andLjt
with values in R and {1, . . . , m} such that

j > m �⇒ σ
·,j
t = β

j
t σ

·,Ljt
t .

Part 2. We define the predictable processes ρit and γ ijt for 1 ≤ i ≤ m and j ∈ I by

ρit = 1 +
q∑

l=m+1

|βlt |α1{Llt=i}, γ
ij
t = 1

(ρit )
1/α

(
1{i=j≤m} + β

j
t 1{Ljt =i, j>m}

)
.

Then, for any u = (ui) ∈ R
m, we see that

q∑
j=1

|(γ�
t u)j |α =

q∑
j=1

∣∣∣∣
m∑
i=1

ui

(ρit )
1/α

(
1{i=j≤m} + β

j
t 1{Ljt =i, j>m}

)∣∣∣∣
α

=
m∑
j=1

|uj |α
ρ
j
t

+
q∑

j=m+1

|βjt |α
|u
L
j
t
|α

ρ
L
j
t

t

=
m∑
i=1

|ui |α
ρit

(
1 +

q∑
j=m+1

|βjt |α1{Ljt =i}

)

=
m∑
i=1

|ui |α,

from which we deduce that φZ(γ�
t u) = −a∑m

i=1 |ui |α . Thus, γ is integrable with respect
to Z, and Z′ = γ ·Z is an i.i.d. symmetric α-stable Lévy motion. A simple computation shows
that σt = σ ′

t γt if

σ
′ij
t = (ρit )

1/ασ
ij
t for 1 ≤ i ≤ d, 1 ≤ j ≤ m.

We thus have (2) with r = m.
Part 3. Conversely, suppose that (2) holds for some r , and Z′ is an i.i.d. symmetric α-stable

Lévy motion. We will prove that necessarily m ≤ r .
The Lévy measure of each component ofZ (respectively, Z′) is ν(dx) = (1/2Cα|x|1+α) dx,

and those components have no common jumps. Hence, since X = σ · Z = σ ′ · Z′, the spot
Lévy measure FXt of X is, outside a P-null set,

FXt (B) =
q∑
j=1

∫
R

1B(xσ
·,j
t )

1

Cα|x|1+λ dx =
r∑
j=1

∫
R

1B(xσ
·,j
t )

1

Cα|x|1+λ dx. (9)

If, for y ∈ R
d , we denote by D(y) the one-dimensional linear subspace of R

d spanned by y
(with the conventionD(0) = {0}), (9) implies that the support of FXt isDt = ⋃

1≤j≤q D(σ
·,j
t )

and also D′
t = ⋃

1≤j≤r D(σ
′·,j
t ). Having Dt = D′

t yields that all σ ·,j for j = 1, . . . , q are
proportional to at most r vectors of R

d ; hence, necessarily mt ≤ r on the P-full set on which
(9) holds, yielding the claim. �
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If we now relax the additional condition in (2) that the processZ′ is symmetric i.i.d. α-stable,
we do not have a general characterization of the minimal r for which this holds. However, this
minimal r can still be equal to q when d ≥ 2 (since when d = 1 this number is always r = 1).

Theorem 7. Let Z be q-dimensional symmetric i.i.d. α-stable, and d ≥ 2. One can find a
d-dimensional processes X = σ · Z for which (2) with Z′ ∈ SSSαr holds for r ≥ q only.

Proof. By looking at the first two components of X, it is enough to prove it when d = 2
and, of course, when q ≥ 2.

We will indeed exhibit an M2,q -valued process (σt )which does not satisfy (2) for r = q−1,
and with a very simple structure. We choose q pairwise noncollinear vectorswj in R

2 \ {0} and
use the notationD(wj ) of the previous proof, and letD = ⋃q−1

j=1 D(wj ) andD′ = D∪D(wq).
The process σt is defined column-wise by

σ
·,j
t =

{
wj if 1 ≤ j ≤ q − 1,

wq1{t>1} if j = q,

and we also set Dt = D if t ≤ 1 and Dt = D′ if t > 1.
The rank of σt is 2 for all t and the process X = σ · Z is, of course, well defined. Suppose

now that we can find Z′ in SSSαq−1 and a predictable M2,q−1-valued process σ ′
t such that

X = σ ′ · Z′. If F ′ is the Lévy measure of Z′, a version of the spot Lévy measure of X is
(instead of (9))

FXt (B) =
∫

Rq−1
1B(σ ′

t x)F
′(dx) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q−1∑
j=1

∫
R

1B(xwj )
1

Cα|x|1+λ dx if t ≤ 1,

q∑
j=1

∫
R

1B(xwj )
1

Cα|x|1+λ dx if t > 1.

Therefore, on the one hand, the support ofFXt is the imageSt ofF ′ by the map x �→ ft (x) = σ ′
t x

from R
q−1 into R

2 and, on the other hand, it is Dt .
Suppose first that q = 2. Then σ ′

t ∈ R
2 and St is contained in D(σ ′

t ), which, when t > 1,
contradicts the fact that St = D′ contains two noncollinear vectors: soZ′ as above cannot exist.

Suppose now that q ≥ 3. The linear space spanned by St = Dt is of dimension 2 for all t ,
so the matrix σ ′

t has rank 2 and, thus, ft is a bijection from a two-dimensional subspace Et
of R

q−1 into R
2, and the lines Djt = f−1

t (D(wj )) in Et are pairwise distinct since the lines

D(wj ) are such in R
2, whereas Dt = f−1

t (Dt ) is
⋃q−1
j=1 D

j
t if t ≤ 1 and

⋃q
j=1D

j
t if t > 1.

Moreover, St = Dt implies that F ′(Rq−1 \Dt) = 0 and F ′ puts a positive mass on all lines
D
j
t inDt . Since there are q − 1 such distinct lines when t ≥ 1 and q of them when t > 1, this

is clearly impossible. So again Z′ as above cannot exist. �
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