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ABSTRACT
As a reliable and valid measures of perceptual auditory laterality, dichotic listening has been success-
fully applied in studies in many countries and languages. However, languages differ in the linguistic
relevance of change in initial phoneme of words (e.g., for word identification). In the present cross-
language study, we examine the effect of these differences on dichotic-listening task performance to
establish how characteristics of one’s native language affect the perception of nonnative phonological
features. We compared 33 native speakers of Norwegian, a language characterized by a clear distinction
between voiced and unvoiced initial plosive consonants, with 30 native speakers of Estonian, a lan-
guage that has exclusively unvoiced initial phonemes. Using a free-report dichotic-listening paradigm
utilizing pairs of voiced (/ba/, /da/, /ga/) and unvoiced (/pa/, /ta/, /ka/) stop-consonant vowels as stimulus
material, the Norwegian native speakers were found to be more sensitive to the voicing of the initial
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plosive than the Estonian group. “Voicing” explained 69% and 18% of the variance in the perceptual
auditory laterality in the Norwegian and the Estonian sample, respectively. This indicates that experi-
ential differences, likely during acquisition of the mother tongue in early development, permanently
shape the sensitivity to the voicing contrast.

Keywords: brain asymmetry, dichotic listening, experiential differences, perceptual auditory laterality,
voicing

The term perceptual laterality refers to systematic differences in the identification
of stimuli presented to the left and right perceptual hemispaces (e.g., left and right
visual half fields, left and right hand, and left and right ear) and are widely accepted
to reflect underlying processing differences between the left and right brain hemi-
spheres (e.g., Hellige, 1993). Dichotic listening is arguably the most frequently
applied paradigm for the assessment of perceptual laterality in the auditory domain
(Hugdahl, 2011). A typical trial of a dichotic-listening experiment consists of a si-
multaneous presentation of two different acoustic stimuli via headphones, whereby
one of the stimuli is presented on the left and another one on the right sound chan-
nel (Bryden, 1988; Hugdahl, 2003). Asked to report the stimulus heard best after
each trial, participants commonly identify and report more right-ear than left-ear
stimuli when verbal stimuli, such as syllables or words, are used. This right-ear
advantage is thought to reflect left hemispheric dominance for speech and lan-
guage processing (for review see, e.g., Hiscock & Kinsbourne, 2011; Tervaniemi
& Hugdahl, 2003; Toga & Thompson, 2003). One way to achieve a reliable and
valid dichotic listening effect is to pair two sounds that are similar but not identical.
That is, the spectrotemporal profiles of the two sounds should maximally overlap
while at the same time the two stimuli need to fall into distinguishable perceptual
categories (Wexler, 1988). In the most frequently used approaches, this is achieved
by presenting verbal stimuli that only differ in the initial phoneme. For example,
words that rhyme and differ only in the starting letter (e.g., pin and bin; see Fer-
nandes, Smith, Logan, Crawley, & McAndrews, 2006; Wexler & Halwes, 1983) or
consonant–vowel syllables with varying initial consonant but constant vowel (e.g.,
pa and ba; see Hugdahl & Andersson, 1986; Hugdahl et al., 2009) have been used
routinely. Such initial-phoneme switch approaches have been successfully applied
in demonstrating a right-ear advantage across many different languages, besides
English (e.g., Arciuli, Rankine, & Monaghan, 2010) also Norwegian (e.g., Kom-
pus et al., 2012), Swedish (Hugdahl & Andersson, 1986), Dutch (Van der Haegen,
Westerhausen, Hugdahl, & Brysbaert, 2013), German (Westerhausen et al., 2006),
Finnish (Takio et al., 2009), Spanish (Gadea et al., 2009), Italian (Brancucci et al.,
2008), Turkish (Bayazıt, Öniz, Hahn, Güntürkün, & Özgören, 2009), or Japanese
(Tanaka, Kanzaki, Yoshibayashi, Kamiya, & Sugishita, 1999), to name a few. At
the same time, however, it is known that languages differ in the linguistic relevance
of change in initial phoneme of words so that apparent differences in the magnitude
of the advantage revealed in the direct comparison between different languages
are difficult to interpret (Bless et al., 2015). For example, while Norwegian (as En-
glish) has a clear distinction between voiced (i.e., /b/, /d/, /g/) and unvoiced (i.e.,
/p/, /t/, /k/) initial plosive consonant phonemes (reflected, e.g., in the Norwegian
minimal pair gull “gold” vs. kull “course”), Estonian does not have a comparable
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Figure 1. (Color online) Illustration of difference in usage of initial stop-consonants in Estonian
and Norwegian. Upper row, Estonian signs showing Estonian loan words or word stems starting
with unvoiced plosives, that is, kuld (“gold”), pangaautomaat (literally “bank automate,” i.e.
“cash machine”), and tantsustuudio (“dancing studio”). Lower row, Norwegian signs containing
the same words or word stems with voiced initial plosive, gull (“gold”), bank, and dansestudio
(“dancing studio”).

distinction. Rather, Estonian only has unvoiced plosive consonant phonemes within
the standard language repertoire (Asu & Teras, 2009). The Estonian orthography
uses the letters g, d, and b for a singleton unvoiced stop in the noninitial position,
while the letters k, t, and p are used for their geminate counterparts (e.g., kabi
/kapi/ “hoof” vs. kapi /kapːi/ “locker, sg. gen.”). In the initial position, the con-
sonants are always short, but in the orthography the letters k, p, and t are used.
In loan words from other languages, the initial voiced stops are replaced by their
unvoiced counterpart (see Figure 1). For example, the word pank is the Estonian
word for bank (as loaned from the Germanic language family). In the newer loan
words, often the letters g, d, and b at the beginning of words are remained in the
spelling, but they are pronounced identically to their unvoiced counterpart as the
phonemes /k/, /t/, and /p/, respectively. For example, the Estonian word garaaž
“garage” is pronounced as /kɑrɑːʃ/, or the Estonian words dušš “shower” and tušš
“Indian ink” both are pronounced identically as /tuʃː/. The phonological contrast
between the consonants g and k, d and t, and b and p in initial position is neu-
tralized, being relevant only for the differentiation of homonyms in spelling. In
this, the contrast between voiced and unvoiced initial plosive consonant as usually
used in dichotic-listening paradigms represents a phonologically artificial situation
for native Estonian speakers. Thus, when compared to speakers of languages for
which the identification of consonant voicing is important for word identification
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(e.g., languages of the Germanic language families), it can be predicted that native
Estonian speakers are less influenced by differences in voicing properties of initial
plosive consonants also in a verbal dichotic-listening task. This would be in line
with previous evidence showing that early experiential tuning to phonological fea-
tures of one’s native language (e.g., Kuhl et al., 2006) has a persisting effect on the
perception of nonnative speech in adult life (see, e.g., Best, McRoberts, & Good-
ell, 2001), which could be reflected in differences in hemispheric specialization
between languages (Bless et al., 2015).

The suggested difference in the sensitivity to the initial voicing can be system-
atically studied based on the phenomenon that unvoiced syllables are preferably
reported in dichotic listening, regardless of to which ear they are presented (e.g.,
Andersson, Llera, Rimol, & Hugdahl, 2008; Arciuli et al., 2010; Berlin, Lowe-Bell,
Cullen, Thompson, & Loovis, 1973; Gerber & Goldman, 1971; Rimol, Eichele, &
Hugdahl, 2006; Sandmann et al., 2007; Voyer & Techentin, 2009). This so-called
stimulus dominance (as originally suggested by Speaks, Niccum, Carney, & John-
son, 1981) has been shown both in English and Norwegian native speakers (e.g.,
Rimol et al., 2006; Voyer & Techentin, 2009). For example, in a Norwegian sample
Rimol et al. (2006) found that dichotic pairings of voiced with voiced (VV) sylla-
bles (e.g., /da/–/ba/) and of unvoiced with unvoiced (UU) syllables (e.g., /ta/–/pa/)
produce the typical right-ear preference. In pairs combining syllables of different
voicing, the unvoiced syllable was shown to dominate the response pattern. That
is, in presenting a voiced syllable to the left ear and an unvoiced to the right ear
(VU), a right-ear advantage was found that was substantially increased compared
to the UU and VV conditions. In addition, when presenting an unvoiced sylla-
ble to the left and a voiced to the right ear (UV), a significant left-ear advantage
was found. However, to the best of our knowledge, the stimulus dominance for
unvoiced syllables has not been examined in native Estonian speakers. Assuming
that the relevance of initial consonant voicing is reduced for native Estonian as
compared to Norwegian speakers, the difference in voicing between the two syl-
lables in VU and UV trials should be less salient for Estonian speakers. Thus, it
would be predicted that the stimulus dominance effect is weaker in native Estonian
speakers.

The present cross-language study was designed to test the above prediction
by comparing the voicing effect in native Norwegian and Estonian speakers
using a consonant–vowel dichotic-listening paradigm. The direct comparison
between native Norwegian and Estonian speakers allows examining how early
native language experience affects (a) later perception of nonnative phonologi-
cal features and (b) the hemispheric asymmetries supporting this phonological
processing.

METHODS

Participants

In total 63 participants, 30 native Estonian and 33 native Norwegian speakers,
took part in the study. The Estonian sample consisted of 15 male and 15 female
participants recruited at the University of Tartu, Estonia, and had a mean age of
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25.1 years (SD = 5.0 years). The Norwegian sample consisted of 15 male and 18
female participants recruited at the Universities of Bergen and Oslo, Norway, with
a mean age of 24.3 (SD = 3.6). The age difference between the two groups was not
significant (t61 = 0.70; p = .49, Cohen d = 0.18). Only right-handed participants
were recruited, and handedness was verified with the Edinburgh Handedness In-
ventory (Oldfield, 1971). Audiometric screening was conducted to assure hearing
acuity and acuity symmetry between the ears, by testing for left- and right-ear
threshold for pure tones of 500, 1000, 1500, and 2000 Hz. Only participants with
an average (across all frequencies) threshold ≤20 dB on each ear, and interaural
threshold difference ≤10 dB went on to the dichotic-listening test. The study was
approved by the Regional Ethical Committee of Northern Norway, for the Norwe-
gian part, and the Research Ethics Committee of the University of Tartu, for the
Estonian part. All participants gave written informed consent before participation.

Stimulus material

The six stop-consonants phonemes /b/, /d/, /g/, /p/, /t/, and /k/ were combined
with the vowel /a/ to form the consonant–vowel syllables for the experiment.
The syllables were recorded natural speech and spoken by a male native Esto-
nian speaker in a neutral tone and with constant intensity, whereby the speaker
was explicitly instructed to produce the (for Estonian phonologically unusual)
voiced /ba/, /da/, and /ga/ syllables. The same Estonian syllables were used for
both language groups to exclude the possibility that between-group differences
in the stimulus material would systematically affect the results. The voice-onset
time of the unvoiced syllables was 61 ms for /pa/, 78 ms for /ta/, and 73 ms for
/ka/, and for the voiced syllables 15 ms for /ba/, 16 ms for /da/, and 19 ms for
/ga/. Stimulus duration varied between 391 and 425 ms for unvoiced, and 344 and
374 ms for the voiced syllables. In this, the voice-onset time for the Estonian
syllables was in a similar range as for previously used Norwegian recordings.
For example, Rimol et al. (2006) report a voice-onset time for unvoiced syllables
between 69 and 75 ms, and for voiced syllables between 25 and 31 ms. To fur-
ther validate the use of Estonian syllables for a native Norwegian sample, a pilot
test before the experiment proper showed that Norwegian speakers were able to
perfectly identify these syllables. Of note, this is also reflected in the analysis of
homonyms (see next paragraph) and indicates comparable high correct identifi-
cation rates in both language samples. The final dichotic stimuli were created by
combining syllables into pairs. The resulting stereo sound files were played such
that one of the syllables was presented on the left and another one on the right
sound channel. The two syllables of each pair were aligned to achieve simulta-
neous onset of the stop occlusion of the consonant segment in the two channels.
The resulting 30 possible dichotic left-right channel combinations were classified
into four voicing categories: (a) voiced syllable presented on the left and unvoiced
syllable on the right channel (VU; e.g., /ba/–/pa/), (b) unvoiced syllable on the left
and a voiced presented on the right (UV; e.g., /pa/–/ba/); (c) voiced syllable pre-
sented on both channels (VV; e.g., /ba/–/da/), and (d) unvoiced syllable presented
on both channels (UU; e.g., /pa/–/ta/).
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In addition, six homonymic pairs were created with the left and right channels
consisting of the same stimulus (e.g., /ba/–/ba/ and /pa/–/pa/). The homonymic
pairs served as control stimuli to check whether participants were able to correctly
identify the stimuli. With a mean of 17.96 out of a maximum of 18 (99.77%) in the
Estonian (29 out of 30 participants had all correct), and 17.89 out of 18 (99.38%) in
the Norwegian sample (29 out of 33 all correct), participants of both groups showed
a high level of correct homonym identification. Given the overall high accuracy
in both groups (which prevented a parametric analysis) a 2 × 2 chi-square test
was employed to compare the relative amount of participants who had identified
all homonyms correctly or not (“all correct” and “not all correct”) between the
two language groups. The 2 × 2 chi-square test comparing the relative amount of
participants who had identified “all correct” and “not all correct” between the two
samples was not significant (χ2 = 1.66, df = 1; p = .357, Cramer V = 0.16). Thus,
the homonym analysis indicates that the used stimulus material was suitable for
both language groups.

Experimental procedure

The total set of 36 stimuli (i.e., dichotic and homonymic pairs) was presented three
times as three experimental blocks. Thus, the experiment consisted of 108 trials of
which 90 were dichotic presentations and 18 were homonyms. Of the 90 dichotic
stimuli, 27 were instances of the UV and VU voicing category and 18 of the UU
and VV voicing category, respectively. The order of the stimuli was pseudoran-
domized and followed the presentation order of the standardized Bergen Dichotic
Listening Test (Hugdahl & Andersson, 1986; Hugdahl et al., 2009). Stimuli pairs
were presented via headphones with a stimulus-onset asynchrony of 4.5 s between
consecutive trials, and participants were instructed to report after each trial the one
stimulus that was heard the best, whereby only one response was allowed per trial.
Responses were collected via a keyboard (number pad), on which six separate
response keys (numbers 1 to 6) were marked with the name of the six syllables.
As each trial consists of two simultaneously presented stimuli, the participant’s
response could fall into one of three categories: (a) a correct identification of the
left-ear stimulus, (b) a correct identification right-ear stimulus, or (c) a “false” re-
sponse (i.e., reporting a stimulus that was not presented). The number of correctly
identified left- and right-ear stimuli were used for further analyses. However, to
account for differences in the number of presentations per voicing category, the
percentage of correct left- and right-ear identifications for each of the four stimulus
categories was calculated and used for statistical analyses.

The general experimental setup and procedure were identical at the three sites
of data collection (Bergen, Oslo, and Tartu). The experiment took place in a sound-
shielded room, the participants sat in comfortable chair, and the experiment was
controlled via a personal computer. The same E-Prime script (Psychology Software
Tools, Sharpsburg, PA) was used to run the experiment and collect the participants’
responses. Nevertheless, differences in the exact equipment that was available at
each site (i.e., computer build, keyboard, and headphone models) could not be
avoided. However, because our effect of interest was an interaction in a within site
(repeated measure) design and exact timing is not critical for the present experiment
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(i.e., only accuracy data was used), we have no indications to believe that these
equipment differences had any relevant effect on our results.

Statistical analysis

The analysis was set up as four-way (mixed) analysis of variance (ANOVA) with
the between-subject factors language group (Estonian vs. Norwegian) and sex, and
the within-subject factors ear (left vs. right) and voicing (four levels: UV, UU, VV,
VU) using the percentage of correct syllable identification as dependent variable.
The factor sex was included as previous studies indicate difference between male
and female participants (Hirnstein, Westerhausen, Korsnes, & Hugdahl, 2013;
Voyer, 2011). Because differences in the effect of voicing on the ear preference
between Estonian and Norwegian were predicted, the three-way interaction of Ear
× Voicing × Native Language was the effect of interest in the present analysis.
The significant level was set to 5%, and significant effects were followed up with
appropriate lower level post hoc analyses, that is, using ANOVAs and t tests. The
effect size of main or interaction effects was calculated as proportion of explained
variance (η2). In cases where the difference between left- and right-ear response
accuracy is important, the laterality index (LI) was used as an additional effect-
size measure. The LI was defined as the difference between the number of correct
left- and right-ear reports divided by the sum of both (and multiplied by 100
to obtain percentage scores). The statistical analysis was conducted using IBM
SPSS (Version 22), and G*Power (Version 3.1.9) software was used for test power
calculations.

RESULTS

The results of the four-way ANOVA are shown in Table 1. Post hoc analyses for
the four effects that yielded statistical significance will be presented in here. The
effect of interest, that is, the Ear × Voicing × Language interaction was signifi-
cant (η2 = 0.14) indicating a differential effect of voicing on the ear preference
in the two language groups (see Figure 2). To further explore this effect, lower
level post hoc ANOVAs were calculated from two perspectives. First, separate
three-way ANOVAs (factors: ear, voicing, and sex) found a significant interaction
of Voicing × Ear in both the Estonian, F (3, 84) = 5.88, p = .001, and the Nor-
wegian, F (3, 93) = 42.74, p < .001, samples, whereby the effect size was with
69% explained variance substantially larger in the Norwegian than in the Esto-
nian sample (18% explained variance). In the Estonian sample, post hoc pairwise
comparisons showed a significant (all ps < .003) right-ear advantage in the VU
(LI = 31.0%), VV (LI = 14.4%), and UU conditions (LI = 9.2%), while there
was no significant difference in the UV condition (LI = 3.4%, p = .54). In the
Norwegian sample, a significant right-ear advantage (all ps < .004) was detected in
the VU (LI = 67.8%), VV (LI = 13.7%), and UU conditions (LI = 12.0%), while
a significant left-ear advantage (LI = –30.4%) was detected in the UV condition
(p = .002). Of note, both samples also showed a significant right-ear advantage as
indicated by significant main effects of ear, Estonian: F (1, 28) = 21.93, p < .001;
η2 = 0.45, LI = 14.1%, and Norwegian: F (1, 31) = 17.77, p < .001; η2 = 0.17;
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Table 1. Results of the four-way mixed analysis of variance with the between-subject
factors language group (Estonian vs. Norwegian) and sex, and the within-subject
factors ear and voicing

Effect F dfeffect dferror p η2

Ear 38.10 1 59 <.001 0.24*
Language 1.47 1 59 .229 <0.01
Sex 1.48 1 59 .228 <0.01
Voicing 124.08 3 177 <.001 0.11*
Ear × Language 0.05 1 59 .816 <0.01
Ear × Sex 0.01 1 59 .937 <0.01
Ear × Voicing 42.59 3 177 <.001 0.43*
Language × Sex 0.02 1 59 .898 <0.01
Language × Voicing 1.02 3 177 .386 <0.01
Sex × Voicing 2.49 3 177 .062 <0.01
Ear × Language × Sex 1.01 1 59 .320 <0.01
Ear × Voicing × Language 13.37 3 177 <.001 0.14*
Ear × Sex × Voicing 0.70 3 177 .556 <0.01
Language × Sex × Voicing 0.16 3 177 .926 <0.01
Ear × Language × Sex × Voicing 0.96 3 177 .415 <0.01

Note: η2, effect size, explained variance.
*p < .05.

Figure 2. Voicing effect in Estonian and Norwegian sample. The graph shows the mean (±
95% confidence limits) percentage of correct left- and right-ear report per language group and
for the four voicing conditions: VU, voiced syllable presented on the left and unvoiced syllable
on the right auditory channel (e.g., /ba/–/pa/); VV, voiced syllable presented on both channels
(e.g., /ba/–/da/); UU, unvoiced syllable presented on both channels (e.g., /pa/–/ta/); and UV,
unvoiced syllable left and a voiced presented on the right (e.g., /pa/–/ba/). The effect size (η2)
quantifies the effect of voicing on the ear preference, and it represents the percentage of variance
explained by the Voicing × Ear interaction in post hoc analyses of variance calculated separately
for the Estonian and Norwegian subsamples (for details see text). Asterisks indicate significant
pairwise comparisons between left- and right-ear correct responses (all ps < .004).
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LI = 15.6%. In addition, in both samples the main effect of voicing was significant,
Estonian: F (3, 84) = 62.71, p < .001; η2 = 0.21, and Norwegian: F (3, 93) =
63.45, p < .001; η2 = 0.08, and revealed a comparable pattern in post hoc tests:
the percentage of correct answers was significantly higher (all ps < .001) in the
conditions of equal voicing (UU, VV) compared to the mixed-voicing conditions
(VU, UV), while there was neither a difference between UU and VV (all ps > .30)
nor between the VU and UV conditions (all ps > .07).

In a second post hoc analysis of the three-way interaction, with the aim to
identify which voicing conditions drive the above-indicated language group, we
calculated separate post hoc ANOVAs (factors: ear, sex, and language) for the four
voicing conditions. The interaction of Language × Ear, which is relevant for this
purpose, was significant in the VU condition, F (1, 59) = 13.79, p < .001; η2 =
0.11, where a stronger right-ear advantage was found in the Norwegian than in
the Estonian group. The interaction was also significant in the UV condition, F
(1, 59) = 9.88, p = .003; η2 = 0.36, which was driven by a left-ear advantage in
the Norwegian and a small (nonsignificant, see above) right-ear preference in the
Estonian sample. However, the Language × Ear interaction was neither significant
in the VV, F (1, 59) < 1, p = .89; η2 < 0.001, nor in the UU condition, F (1, 59)
< 1, p < .57; η2 = 0.01; that is, here the magnitude of the ear advantage was
comparable in both groups.

In addition to the three-way interaction, the four-way ANOVA revealed three
significant effects (see Table 1 for test statistics). First, the main effect of ear was
significant (η2 = 0.24), indicating a right-ear advantage across all groups and
conditions (LI = 14.8%). Second, the main effect of voicing yielded significance
(η2 = 0.11) with post hoc pairwise comparison showing the overall percentage
of correct answers to be higher in the conditions of equal voicing (UU, VV) as
compared to the mixed-voicing conditions (UV, VU; all ps < .001), while there
was no difference between the UU and VV (p = .27) and between the UV and
VU (p = .26) conditions, respectively. Third, the interaction of Ear × Voicing was
significant (η2 = 0.43). Post hoc analysis showed that this interaction is based on
a significant (all ps < .016) right-ear advantage in the VU (LI = 49.4%), UU (LI
= 14.1%), and VV conditions (LI = 10.6%), and a left-ear advantage in the UV
condition (LI = –13.0%). No other main or interaction effects yielded significance
(all η2 < .01). Of importance, the main effect of language was not significant,
indicating comparable overall performance levels in both groups.

DISCUSSION

The present analysis showed (a) that the interaction of Voicing × Ear was, with
69% compared to 18% explained variance, significantly stronger in the Norwegian
than in the Estonian sample; and (b) that these sample difference were present in
the mixed voicing (UV, VU) conditions but not in the equal voicing conditions
(UU, VV). Together, these observations indicate that the stimulus dominance of
unvoiced plosive consonant–vowel syllables is weaker in native Estonian than in
native Norwegian speakers. Looking at the pattern of response across the four voic-
ing conditions, the results of the present Norwegian sample replicate the findings
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of several independent previous studies on Norwegian speakers (e.g., Andersson
et al., 2008; Rimol et al., 2006; Sandmann et al., 2007): a moderate significant
right-ear preference in the two conditions contrasting stimuli of the same voicing
category, a substantially pronounced right-ear advantage in the VU condition, and
a left-ear advantage in the UV condition. These findings were also in line with find-
ings from English-speaking samples showing a comparable stimulus dominance
effect of unvoiced syllables (e.g., Berlin et al., 1973; Gerber & Goldman, 1971;
Voyer & Techentin, 2009). The present Estonian data, however, deviates from this
pattern in two ways: in the VU condition the right-ear advantage was not as strongly
accentuated relative to the same-voicing category conditions, and in the UV con-
dition, no significant ear preference was found (cf. Figure 2). Thus, although it can
be assumed that Estonian native speakers are being highly exposed to languages
with contrastive voiced-unvoiced stops in adult everyday life (i.e., both Russian
or English are widely used; see European Commission, 2012) and were able to
almost perfectly identify unvoiced syllables when presented binaurally (homonym
identification), their response to dichotic presented syllables was substantially less
susceptible to voicing differences than it was for Norwegian speakers. As such,
the observed group differences are likely linked to experiential differences during
early development and acquisition of the mother tongue (for review, see Galle &
McMurray, 2014). It has been shown that toward the end of the first year of life,
the sensitivity toward native-language phonological contrasts increases while, at
the same time, a decline in the sensitivity to nonnative phonological features can
be observed (e.g., Kuhl et al., 2006). Related to the present findings, a Norwegian-
speaking environment might have allowed the developing child to establish sensi-
tivity to the initial unvoiced–voiced contrast, while it might not have been the case
in an Estonian language environment where these contrasts do not exist. However,
although this experiential tuning to one’s native language takes place during in-
fancy and early childhood, it has also been shown that the stimulus dominance
for unvoiced syllables in dichotic listening is not fully developed until school age
(Andersson et al., 2008; Westerhausen, Helland, Ofte, & Hugdahl, 2010) and may
be associated to beginning of literacy education in school and the developing of
phonological awareness (Ziegler & Goswami, 2005). Hence, it can be speculated
that language experiences beyond infancy might contribute to the differences in the
voicing effect between Estonian and Norwegian native speakers, while it remains
for future developmental studies to test this hypothesis. Following the distinction
between top-down attentional and bottom-up “hard-wired” processes in dichotic
listening (Hiscock, Inch, & Kinsbourne, 1999, Hugdahl et al., 2009), it also re-
mains to be determined on which stage of speech processing the reduced sensitivity
to voicing features is manifested. Native Estonian speakers may pay less attention
to the voicing features, or alternatively, not have developed the bottom-up neu-
ronal sensitivity to process the contrast between voiced and unvoiced syllables.
In both cases, differential implicit task-processing strategies might have been the
consequence: native Estonians speakers might have to rely on acoustic stimulus
characteristics for their response, while native Norwegians might utilize higher
level phonetic processing.

Both the Norwegian and the Estonian sample showed a significant right-ear pref-
erence, and no difference in the magnitude of the right-ear advantage was found.
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This was observed both as an average across the four voicing conditions as well
as when only considering the (within) voicing category conditions UU and VV
(which should not be affected by voicing differences). Thus, although Norwegian
and Estonian speakers were differentially affected by the stimulus voicing, these
effects appeared to be orthogonal to the underlying laterality effect as they were
fully compensated for by averaging across all voicing conditions. Taking dichotic
listening (right-) ear advantage to reflect underlying hemispheric specialization for
speech and language processing (e.g., Hiscock & Kinsbourne, 2011; Tervaniemi
& Hugdahl, 2003; Van der Haegen et al., 2013, Westerhausen, Kompus, & Hug-
dahl, 2014), the present study does not provides any indication for differences
in hemispheric specialization between native Estonian and Norwegian speakers.
The present study, however, does not replicate the finding of a previous study
that reported reduced magnitude of the right-ear advantage in Estonian speakers
as compared to native speakers of several other languages, including Norwegian,
German, and English (Bless et al., 2015). At the same time, a post hoc power esti-
mation for the present analysis showed sufficient test power (.81) for a replication
(for a two-tailed t test at α = 0.05), taking the empirical effect size of the difference
between the Estonian and Norwegian laterality (d = 0.73) from the Bless et al.
paper as a basis for the power estimation. A closer comparison of the two studies
shows that although both used the same basic dichotic-listening paradigm, that is,
both used a free-recall task instruction and plosive consonant–vowel syllables as
stimulus material, the studies differed in some aspects that might have potentially
contributed to the divergent findings, although not fully explain them. First, the
Bless et al. (2015) study was based on data collection via a smartphone applica-
tion and “crowd-sourced” participation, which, compared to the present laboratory
experiment, is associated with reduced control over the testing environment and
the technical equipment (e.g., which headphones were used) and composition of
the study sample. Nevertheless, it has been previously demonstrated that the used
smartphone application produces valid and reliable estimates of laterality (Bless
et al., 2013), and it appears unlikely that the use of the smartphone application
would introduce systematic performance differences between the two language
groups. Second, while Bless et al. (2015) used stimuli for each language group
that were spoken by a respective native speaker. The Norwegian sample was tested
with syllables spoken by a native Norwegian speaker, and the Estonian sample was
tested with syllables spoken by a native Estonian speaker. In the present study, both
groups were tested with the very same Estonian syllables. One might argue that
using the “nonnative” stimuli could have biased the performance of the present
Norwegian sample and as such reduced possible group difference. However, the
data does not support this interpretation. The Norwegian sample showed an almost
perfect identification of the homonyms spoken by an Estonian speaker, which also
did not differ from the performance of the Estonian sample. Furthermore, the here
obtained mean laterality index of LI = 15.6% of the Norwegian sample tested with
Estonian syllables was comparable in magnitude with the LI = 18.3% reported
by Bless et al. (2015) or earlier studies on Norwegian samples (e.g., LI = 17.5%
in Kompus et al., 2012) tested with Norwegian syllables. Thus, rather than being
driven by the Norwegian sample, the difference between the two studies appears
to be due to performance difference between the Estonian samples. The present
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Estonian samples yielded a substantially higher overall LI (14.1%) than what was
reported in the Bless et al. (2015) study (LI = 6.1%), although the very same
stimulus material was used in both studies. Thus, excluding systematic effects
of experimental setup or stimulus material, it appears that the observed inconsis-
tency between studies with respect to laterality difference between Estonian and
Norwegian samples are likely due to random sampling bias.

Present analyses also indicate that the percentage of correct stimulus identifica-
tion (regardless of ear) is higher for the two conditions in which dichotic syllables
of the same voicing category (UU, VV) are presented than for the two mixed voic-
ing conditions (UV, VU). This is in line with previous studies showing that trials
presenting pairs from the same voicing category are characterized by not only
smaller number of errors (i.e., neither reporting the left- nor the right-ear stimulus
correctly) but also faster response times for correct responses (Rimol et al., 2006;
Westerhausen, Passow, & Kompus, 2013). This has been explained by referring
to the fact that in dichotic pairs consisting of syllables from the same voicing
category, the two auditory channels have a greater spectral and temporal overlap
compared to pairs consisting of differentially voiced syllables (Brancucci et al.,
2008). In brief, the high overlap of the same-voicing pairs increases the likelihood
that the two dichotic stimuli are perceived as one “fused” stimulus (Cutting, 1976;
Hiscock et al., 1999; Westerhausen et al., 2013), which can be easily identified and
reported by the participant. However, the low overlap of the mixed-voicing pairs
are less likely to fuse so that the participant are confronted with two competing
and difficult to distinguish stimuli, making the task of reporting the one stimulus
heard the best more cognitively demanding and error prone (Westerhausen et al.,
2013). Thus, the here found lower overall correct identification in the UV and
VU conditions compared to the UU and VV conditions can be seen as a result of
the higher difficulty of response selection. Furthermore, the lack of a significant
interaction of Voicing × Language further indicates that the difficulty of response
selection across all conditions was comparable for both language groups.

Finally, the present findings also bear consequences for the interpretation of
the stimulus dominance effect of unvoiced syllables in dichotic listening. Rimol
et al. (2006; as well as others, e.g., Arciuli et al., 2010) have suggested that the
dominance of unvoiced syllables can be explained by the mode of the stimulus
presentation in dichotic listening. Within stimulus pairs of unequal voicing, which
are synchronized to the consonant “occlusion,” the vowel or voice onset is naturally
delayed in the unvoiced relative to the voiced syllable. It was argued that this delay,
in turn, would result in a “backward masking” effect making the unvoiced syllable
more intelligible. However, if due to the relative timing of the acoustical features,
the stimulus dominance effect should be independent of the participant’s language
background. Thus, the impact of native language on the magnitude of the stimulus
dominance effect demonstrated in the present study supports the notion that it
reflects an aspect of speech processing itself rather than of the mode of presentation.

Conclusions

Although there were no group differences in the magnitude of the right-ear ad-
vantage, the Norwegian native speakers were found to be more sensitive to the
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voicing of the initial plosive than the Estonian group. Thus, the language back-
ground, likely due to early experiential tuning, shapes an individual’s perceptual
sensitivity for certain features of the native language. Taking behavioral laterality
as a marker for underlying hemispheric differences, language background appears
not to have an effect on functional hemispheric asymmetries for speech and lan-
guage processing. Future comparative studies have to show whether the present
findings, which were obtained by comparing languages of the Germanic and the
Finno-Ugric language families, extend to other languages and language families.
In such, the current study could be seen as a needed contribution to a research field
that has been dominated by theories and data based on predominately English lan-
guage studies and generalized to the world population at large although English is
native language for a minority of people.
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