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Abstract

This paper takes a sceptical look at the possibility of advanced computer technology replacing judges.
Looking first at the example of alternative dispute resolution, where considerable progress has been
made in developing tools to assist parties to come to agreement, attention then shifts to evaluating a num-
ber of other algorithmic instruments in a criminal justice context. The possibility of human judges being
fully replaced within the courtroom strictu sensu is examined, and the various elements of the judicial role
that need to be reproduced are considered. Drawing upon understandings of the legal process as an essen-
tially socially determined activity, the paper sounds a note of caution about the capacity of algorithmic
approaches to ever fully penetrate this socio-legal milieu and reproduce the activity of judging, properly
understood. Finally, the possibilities and dangers of semi-automated justice are reviewed. The risks of see-
ing this approach as avoiding the recognised problems of fully automated decision-making are high-
lighted, and attention is directed towards the problems that remain when an algorithmic frame of
reference is admitted into the human process of judging.
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Introduction

There is some debate over which jobs are most likely to be taken over by robots in the coming years.
The well-known axiom of microprocessor development enshrined as Moore’s law suggests that com-
puting power doubles every 18 months. This, combined with developments in big data, the internet of
things, machine learning and a rapidly expanding robotics industry," is already transforming the world
of work. Many people believe that routine and repetitive jobs will be the first to go: car plant assembly
workers already replaced by robots may be followed by delivery drivers who will be supplanted by
drones, and Uber or Lyft drivers superseded by driverless cars. However the white collar, professional
and creative occupations are far from safe.” While occupations that involve judgment and human

"Thanks to the two anonymous reviewers, Mary Dobbs, Anthony Behan, Amnon Reichman, Rénén Kennedy, Jennifer Cobbe
and Daithi Mac Sithigh for helpful comments, and to the participants in the Bench-QUB Law School Symposium held on 15 June
2018. John Morison would also like to acknowledge support from the ESRC award ref ES/1032630/1 and Adam Harkens thanks
the Leverhulme Interdisciplinary Network on Cybersecurity (LINCS) which provided support for his PhD studies.

"Following the Report on the Future of Work Commission (2017), available at http://www.futureofworkcommission.com
(last accessed 27 May 2019) we define ICT (information and communication technology) in this context broadly to include
robotics, artificial intelligence, and machine learning, the internet, big data analysis, the internet of things, digital technolo-
gies; combining and applying these technologies in diverse ways; and also to the collection of techniques, skills, processes and
knowledge used by humans in relation to these technologies.

%See further E Brynjolfsson and A McAfee The Second Machine Age: Work, Progress and Prosperity in a Time of Brilliant
Technologies (New York: Norton, 2014): A Greenfield Radical Technologies: The Design of Everyday Life (London: Verso,
2017); DM West The Future of Work: Robots, AL, and Automation (Washington DC: Brookings Institute Press, 2018).
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interaction may be among the last to be taken over by machines, a significant study of the impact of
technology on work ranked 702 occupations from those most likely to be replaced to least likely. In
terms of the legal professions, paralegals were placed in the first quartile of those to be superseded.
Software that can scan documents for key words and phrases has already transformed the role of para-
legals and legal assistants.” Lawyers in general — perhaps as a consequence of their interpersonal,
advisory roles — were safely in the fourth quartile of least likely to be replaced. Judges, however,
were placed at 271 - just above the midpoint - and only a little safer than locker room and coatroom
attendants.” It is certainly possible that the role of lawyers might be augmented by machines but could
they, or more particularly even, judges, be replaced by robots? There are certainly attractions to this
idea. The features of economy, accessibility, reach, speed and enhanced information management
are valuable. Some may even think that robot judges could eliminate human biases - either acciden-
tally or intentionally — while being able to dedicate unlimited processing and learning capacity to deal
with cases in parallel rather than in series, with all the savings of time and money that this may entail.”

Of course new technology does not only promise solutions - it also multiplies the number of dis-
putes and their complexity as online trading across jurisdictions, internet shopping and the
internet-enabled gig or sharing economy provide occasions for increased dispute as well as offering
new criminal opportunities. Perhaps the new technology-enhanced world requires equivalent appro-
priate technology to match. Here we consider the possibility of this and examine some of the issues
that are raised. This involves looking at both what it is that judges do in their various roles across
the range of courts and how technology might replace (rather than simply assist) the judge. While
much of the focus will be on the machine-learning algorithms which are becoming increasingly cur-
rent, we do acknowledge that artificial intelligence (AI) in this context covers a range of computational
models of legal reasoning, including natural language processing, that are of a different nature to
machine learning approaches.® However, we must declare an initial and strong scepticism that the
essentially social nature of law can be reproduced by machines, no matter how sophisticated.

We take the view that most, if not indeed all, approaches that seek to bring Al to the activity of judging
mistake the nature of law. It generally is seen there simplistically, as a traditional Austin-style ‘command
backed by sanction’,” capable of being applied to a straightforward ‘fact’ situation, rather than the com-
plex social process that it actually is.* We argue that Al approaches cannot yet, and probably cannot ever,
develop the complexity to reproduce the essentially social activity of delivering justice. To do so would
require the reduction, concealment, or distortion of underlying social relations and interactions.’

*See for example The In-House Counsel’s LegalTech Buyer’s Guide 2018, available at https://www.lawgeex.com/buyersguide/,
which list over 100 technology solutions in what has been estimated to be a $16 billon market in the USA alone. See also R
Susskind Tomorrow’s Lawyers: An Introduction to Your Future (Oxford: Oxford University Press, 2" edn, 2017) and P Segal
‘Legal jobs in the age of artificial intelligence: moving from today’s limited universe of data toward the great beyond” (2018) 5
(1) Savannah Law Review 211 and M Hartugn et al Legal Tech: A Practitioner’s Guide (Oxford: Hart Publishing, 2018).

“C Frey and M Osbourne The Future of Employment: How Susceptible are Jobs to Computerisation? (2013), available at
https:/www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf (last accessed 27 May 2019).

>See for example the work by Dunn et al reported in the Proceedings of the 16™ Edition of the International Conference on
Artificial Intelligence (2017) at pp 233-236, which looks at disparities among human asylum adjudication judges in the USA,
and goes on to develop a predictive model to help applicants understand with 80% accuracy how external factors — nation-
ality, language, hearing location, judge, etc — may affect an application. See also D Chen et al ‘Early predictability of asylum
court decisions’ TSE Working Papers 17-781 (2017).

%See for example K Ashley Artificial Intelligence and Legal Analytics: New Tools for Law Practice in the Digital Age
(Cambridge: Cambridge University Press, 2017); and F Bex et al (eds) ‘Special issue: artificial intelligence for justice’
(2017) 25(1) Artificial Intelligence and Law.

"This command theory of law is most usually associated with John Austin’s writings: see J Austin The Province of
Jurisprudence Determined (1832, W Rumble (ed)) (Cambridge: Cambridge University Press, 1995).

8H Ross Law as a Social Institution (Oxford: Hart Publishing, 2001) p 108.

°Ibid, pp 76-83; T Parsons The Social System (New York: The Free Press, 1951) p 25. This is, therefore, not an argument
regarding the calculative abilities of algorithms, their efficiencies, or their ability to solve even the most complex mathematical
problems, but rather that there are complex social conflicts essential to the practice of law which are outside of the scope of
such tools - including but not limited to, their ‘appropriate’ and ‘correct’ use, and contestations of their functions. For
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Furthermore (and related to this) we argue, machine-based approaches are unable to accommodate the
idea of resistance that must inevitably be present in any exercise of power, including judicial power, as a
result of the inescapable reality that, as Foucault reminds us, ‘where there is power, there is resistance,
and yet, or rather consequently, this resistance is never in a position of exteriority in relation to power’."’
Such resistance is pluralistic, ranging from the mundane to the grand, and is important for the law as a
productive and contingent technical process, intended to direct social action and resolve conflicts, and
one that is continuously responsive to outside influences and open to new possibilities."" Algorithmic
technologies provide only one such set of influences.

This is not to rule out that the implementation of such technologies may have a significant effect on
some aspects of the operation and function of legal systems. For example, as this paper discusses below
in the specific context of dispute resolution, there are particular opportunities for digital technologies
that may not be available so directly in the context of more formal hearings or trials in either a civil or
criminal context. Developments here are reviewed, as we note the evolution of ‘alternative dispute
resolution’ (ADR) into ‘online dispute resolution’ (ODR), and consider briefly how the component
tasks of mediation might be thought to lend themselves to technological enhancement. However,
we argue that these developments will be ever contingent upon the relations and needs of, and con-
flicts between, actors at the social level, meaning that humans will retain a central place in determining
the direction of legal processes.

We will be particularly alive to the issue of whether any of this technology has the potential to
amount to a new system of dispute resolution, as opposed to simply being a tool to augment existing
processes. Then attention will turn to speculation as to whether the sort of patterns that might be gath-
ered from big data and sorted by machine learning algorithms could provide the basis of a new
approach, what this might mean in terms of legal subjectivity, and the ways in which decisions are
governed and mediated by technology.'> Here a number of systems used in criminal justice are
reviewed before the account turns to further analysis of how the implementation of algorithmic
tools may usher in new forms of semi-automated justice that, so far, are not accounted for in the cur-
rent regulatory frameworks. Rather than framing this process of change solely as one where human
actors may be replaced by technological equivalents, it is argued that it is more beneficial to consider
how this questions the purpose and role of human actors in legal procedures, and whether this will
change the nature and purpose of ‘justice’ more generally.

1. Dispute resolution - a move from ADR to ODR™?

There is no doubting both the policy push for technology and the roll-out of various pioneering exam-
ples within dispute resolution in the UK and beyond.'* As stated in the Ministry of Justice’s

information on mathematical complexity and complexity theory see CH Papadimitriou ‘Computational complexity’ in A
Ralston et al (eds) Encyclopedia of Computer Science (London: Wiley-Blackwell, 4th edn, 2000) pp 260-265.

'%See M Foucault The History of Sexuality Volume 1 (London: Penguin, 1990) p 95. For Foucault, power does not just react
to resistance, nor is it merely preceded by it: resistive tensions constitute power, and lie at its very centre. This is a view of the
legal process that we can share.

1B Golder and P Fitzpatrick Foucault’s Law (Abingdon: Routledge, 2009) pp 2, 79, 83; A Hunt and G Wickham Foucault
and Law: Towards a Sociology of Law as Governance (London: Pluto Press, 1994) p 104.

>We are using the term ‘algorithm’ in this context to refer not only to a mathematical construct with ‘a finite, abstract,
effective, compound control structure, imperatively given, accomplishing a given purpose under given provisions’ (R Hill
‘What an algorithm is’ (2015) 29(1) Philosophy & Technology 35 at 58), but also to encompass a machine learning element,
and the lay sense of the term which includes implementation of the mathematical construct into a technology, and an appli-
cation of the technology configured for a particular task in a social context. See further D Beer ‘The social power of algo-
rithms’ (2017) 20(1) Information, Communication & Society 1.

BParts of this section draw upon the authors’ contribution to M Moscati et al (eds) Comparative Dispute Resolution
Handbook (Cheltenham: Edward Elgar, forthcoming).

“For example, for the UK see Lord Woolf Access to Justice (1996), available at http://webarchive.nationalarchives.gov.uk/
20060213223540/http://www.dca.gov.uk/civil/final/contents.htm. (accessed 17 August 2018); Sir Rupert Jackson Review of
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Transforming our Justice System report, digitisation of proceedings is intended to play a major role in
ensuring that the legal system of England and Wales provides ‘swift and certain justice’, in a manner
that ‘[saves] people time and money, and [shrinks] the impact of legal proceedings on their lives’."”
Behind this goal is the belief that the current, political culture of continuing austerity lays the platform
and provides the opportunity to transform and re-engineer how the courts and tribunal systems work
in the UK.'

In contrast, concerns have been raised regarding such changes by, among others, the National
Audit Office and the House of Commons Committee of Public Accounts, who stress the difficulties
in implementing such ambitious reforms within a legal system that previously significantly lagged
behind those of other European states in terms of technological innovation.'” Furthermore, the Law
Society of England and Wales has launched the Public Policy Technology and Law Commission to
investigate the use of algorithmic tools for the purposes of decision-making in the justice system,
and how this may affect current rights protections, fairness and trust.'®

Nonetheless, in a context where the number of disputes is rising in a way not matched by the
capacity of the current formal system to provide effective access to justice, the promise of information
and communication technology (ICT) is irresistible - particularly so in terms of providing low-cost
dispute resolution.’” Indeed, as Katsh and Rabinovich-Einy point out, some of the problem
features of ICT - such as the lack of face-to-face interaction, large scale collection and storage of
all available data, the side-lining of privacy concerns, and a belief in, and reliance upon, the
‘intelligence’ of the machine - can be beneficial in the context of ADR: where asynchronous
communication allows time to consult and research specific problems, more complete data sets
help to build up a wider picture; decrease in privacy can assist in quality control and prevention
strategies; and intelligence of the machine can enhance efficiency through automation of large num-
bers of small-scale disputes.*

Civil Litigation Costs (Norwich: TSO 2010); H Genn Judging Civil Justice (Cambridge: Cambridge University Press, 2009);
Hodge, Jones and Allen (2014) Innovation in Law Report 2014, available at https:/www.hja.net/wp-content/uploads/hja-
innovation-in-law-report-2014.pdf (last accessed 27 May 2019); Civil Justice Council, Online Dispute Advisory Group
Online Dispute Resolution for Law Value Civil Claims, available at https:/www.judiciary.gov.uk/wp-content/uploads/2015/
02/Online-Dispute-Resolution-Final-Web-Version1.pdf (last accessed 27 May 2019). For a critical voice see Transform
Justice’s Briefing on the Prisons and Courts Bill (2017), available at http:/www.transformjustice.org.uk/wp-content/
uploads/2017/03/Transform-Justice-Briefing-on-the-Prisons-Courts-Bill.pdf. For the EU see ADR Directive (Directive
2013/11/EU) and ODR Regulation (Regulation 524/2013) of 24 May 2013. For interesting developments in China see
‘Chinese judicial justice on the cloud: a future call or a Pandora’s box? An analysis of the “intelligent court system” of
China’ (2017) 26(1) Information & Communications Technology Law 59.

Ministry of Justice Transforming our Justice System: Summary of Reforms and Consultation (2016) pp 3-5.

18See A Marks What is a Court? (London: Justice, 2016); ] Donoghue ‘The rise of digital justice: courtroom technology,
public participation and access to justice’ (2017) 80(6) Modern Law Review 995.

""House of Commons Committee of Public Accounts Transforming Courts and Tribunals (HC 2017-19, 976); National
Audit Office Early Progress in Transforming Courts and Tribunals (2018); European Commission for the Efficiency of
Justice European Judicial Systems: Efficiency and Quality of Justice (2016) Council of Europe; Commission The 2017 EU
Justice Scoreboard COM (2017) 167 final.

"8The Law Society “Technology and the Law Policy Commission - algorithms in the justice system’ (2018), available at
http://www.lawsociety.org.uk/policy-campaigns/articles/public-policy-technology-and-law-commission/ (last accessed 27
May 2019).

“See A Lodder and ] Zeleznikow Enhanced Dispute Resolution through the use of Information Technology (Cambridge:
Cambridge University Press, 2010).

2°F Katsh and O Rabinovich-Einy Digital Justice: Technology and the Internet of Disputes (Oxford: Oxford University
Press, 2017) pp 33-34. Also, as J Zelenikow points out, such technology is particularly appropriate in view of the increase
of self-represented litigants, See ‘Can artificial intelligence and online dispute resolution enhance efficiency and effectiveness
in courts’ (2017) 8(2) International Journal for Court Administration 30.
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Certainly there are many examples of simple and effective dispute resolution mechanisms utilising
ICT.*' Providers such as The Mediation Room** and Benoam®* have developed online platforms to
allow mediators and arbitrators to exchange documents and communicate online. Cybersettle and,
more recently, TryToSettle.com, offer a blind bidding system where the parties to a dispute can
attempt to find a match between offer and demand, while Smartsettle encourages parties to list
their interests and assign them a value to allow a more complex spectrum of agreement to be achieved.
Perhaps the most widely used dispute resolution format in the world is eBay’s ODR system, developed
by SquareTrade, which handles more than 60 million disputes every year. Online forms are used ini-
tially to make claims and demands, and an online mediation with human mediators is available if no
early resolution is made.”* In the Netherlands a start-up called Justice42 has developed an online
collaborative platform to assist divorcing couples.”

These innovations are also being replicated as part of the service delivery remit of state bodies. For
example, as part of the Ministry of Justice’s reform package mentioned above, Her Majesty’s Courts
and Tribunal’s Service is producing new online platforms for divorce and probate applications,
small money claims, and traffic penalty appeals, among others, so that issues can be dealt with by indi-
viduals in the first instance through a form of ‘do-it-yourself justice.*® This move towards so-called
‘online court’ processes has been accompanied by 86 court closures across England and Wales,
with a further 15 identified for future action.”” Such transformations are also occurring elsewhere.
In Germany there is a government funded system, Online Schlichter, which is used as an online medi-
ation service for business-to-consumer, e-commerce and direct selling disputes between states inside
Germany and countries within the EU.*®

As highlighted by Susskind, this potentially produces a social renegotiation as to whether a court
should be defined more broadly as a service, rather than a place, or physical space.”” This renegoti-
ation, according to Donoghue, may potentially erode the ‘important symbolic function of the court-
house as the home of justice’, thus opening up new possibilities for the understanding the meaning of
justice.” Either way, it certainly alters the ways in which individuals must navigate their interactions
with the justice system, re-casting them as ‘users’ around which these tools must be designed.

While all of these examples are no doubt useful, the technology seems to act mainly as a tool to
assist in dispute resolution rather than an autonomous system which can actually process, adjudicate
or settle disputes independently. Katsh and Rabinovich-Einy identify three major phases in the

ISee for example M Wahab et al (eds) Online Dispute Resolution: Theory and Practice: A Treatise on Technology and
Dispute Resolution (The Hague: Eleven Publishing, 2011); Civil Justice Council, Online Dispute Advisory Group, Online
Dispute Resolution for Law Value Civil Claims (2015), available at https:/www.judiciary.gov.uk/wp-content/uploads/2015/
02/Online-Dispute-Resolution-Final-Web-Versionl.pdf (last accessed 27 May 2019); and M Duchateau et al (eds)
Evolution in Dispute Resolution: From Adjudication to ADR? (The Hague: Eleven Publishing, 2016).

*’See http://themediationroom.com/.

*See http://www.benoam.co.il/.

**There are interesting experiments with crowdsourcing variations some of which use randomly selected volunteer jurors
to adjudicate disputes (see ] Van Den Herik and D Dimov ‘Towards crowdsourced online dispute resolution’ (2012) 7 Journal
of International Comparative Law and Technology 99.

*Unitelkaar.nl has been developed as a successor to the pioneering Rechtwijzer system. See further https:/uitelkaar.nl.

*For information on the online divorce process see https:/www.gov.uk/apply-for-divorce; for information on
online claims, see https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/715684/
MCOL_Userguide_for_Claimants_May_2018.pdf. Information on the Traffic Penalty Tribunal is available at https://www.
trafficpenaltytribunal.gov.uk/; E Beames ‘Technology-based legal document generation services and the regulation of legal
practice in Australia’ (2017) 42(4) Alternative Law Journal 297.

*Ministry of Justice, see above n 15, pp 12, 19.

*See  https://www.online-schlichter.de/vorzuege-der-schlichtung/online-schlichter-an-odr-body-for-online-trading. ~See
also the European Commission’s ODR site at https:/ec.europa.eu/consumers/odr/main/?event=main.home2.show (last
accessed 27 May 2019).

*Susskind, above n 3, p 109.

*%7 Donoghue ‘The rise of digital justice: courtroom technology, public participation and access to technology’ (2017) 80(6)
Modern Law Review 995.
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development of ODR, whereby services have moved from simply putting on-line the various elements
of the dispute resolution triad (ie the two disputing parties and the moderator), through systems which
deploy software to support and assist resolution, to the current (or indeed next) generation where the
emphasis is on algorithms and smart machines using and re-using data to inform and underwrite sys-
tems that prevent disputes, or find easy ways to resolve them.’' This introduces an important
distinction.

There are those ICT elements that contribute to dispute resolution in rather the same way as a com-
plaints form; this is at the first level of evolution - simply making (a sometimes complex) account of
the dispute available to be compiled and addressed by the parties online. At the second level not only
is there software that may, for example, manage blind bids in an effort to reach settlement, but also
relatively straightforward algorithms that may apply various rules in relation to multiple factors.
For example, in the context of an online shopping forum such as Amazon, if the buyer is a frequent
purchaser or Amazon Prime member, an infrequent returner of goods, or if the goods are of low value
or the subject of many complaints, then a particular outcome - a refund, replacement or other out-
come - may be produced by the algorithm without the intervention of any costly human resources.
This again is useful: it may improve the consumer experience and is certainly a more economically
efficient business model than using human mediators in a telephone complaints department.
However, it is not really replicating the work of a court, or even necessarily a mediator.

At the third level, data is collected in bulk quantities and examined and re-used by algorithms so as
to analyse patterns and produce predictions or decisions regarding the outcome of a particular case.
Again this may be valuable in ascertaining ways of avoiding disputes — keep the terms and conditions
clear, provide a better description of the goods, offer a faster delivery service or whatever - but it does
not amount to the sort of exercise in achieving third party agreement, with all the elements of discre-
tion, appeal to authoritative determination or middle way arbitration that characterises the classic triad
of dispute resolution.’® Algorithms here are being used as an aid or tool within a wider process.

It is, of course, important to be careful to distinguish between the various elements of arbitration,
negotiation, mediation and the various hybrid forms of ADR as well as straightforward adjudication.”
However, if we parse out the various elements of dispute resolution it can be seen that most ICT
enhanced processes are some way off replicating the human umpire. A dispute will involve variations
of the following steps: identifying the issues; establishing ‘facts’ — with varying degrees of evidential
formality; ascertaining the relevant legal framework; providing an opportunity for venting feelings;
evaluating the parties’ interests; disaggregating issues; establishing positions; exchanging information;
suggesting options for resolution; setting out a time frame for actions; seeking agreement and creating
binding resolutions. Routine civil disputes or consumer matters may sometimes be reducible to such
steps. The high volume of cases in administrative tribunals too may be capable of analysis into a num-
ber of steps, and certainly the Transforming our Justice System report mentioned above contains a
vision for tribunals to include online hearings, traditional in-person hearings, and a mixture of the
two.”* It envisages a new, simpler, procedure occurring online where lay users can be guided through
the system in areas such as social security and child support.’ It is certainly possible that in areas such

*! Above n 20.

*2As described by, for example, P Gulliver ‘Negotiations as a mode of dispute settlement: towards a general model’ (1973) 7
(4) Law & Society Review 667; M Shapiro Courts: A Comparative and Political Analysis (Chicago: University of Chicago Press,
1986); and S Roberts and M Palmer Disputes Processes: ADR and the Primary Forms of Decision-Making (Cambridge:
Cambridge University Press, 2" edn, 2005).

33See further Roberts and Palmer, above n 32; L Fuller ‘Mediation - its forms and functions’ (1970) 44 Southern California
Law Review 305; Lord Mustill ‘Arbitration: history and background’ (1989) 6 Journal of International Arbitration 43; L Fuller
and K Winston ‘The forms and limits of adjudication’ (1978) 92(2) Harvard Law Review 353.

**Ministry of Justice, above n 15.

**] Tomlinson ‘The policy and politics of building tribunals for a digital age: how “design thinking” is shaping the future of
the public law system’ UK Const Law Blog (21 July 2017), available at https://ukconstitutionallaw.org/ (last accessed 27 May
2019).
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as these, various decision-making stages of the dispute can be assisted by ICT, alongside the
augmentation of the wider process. This does not, however, amount to machines solely resolving dis-
putes. The input of human actors is still required at various stages to facilitate the process, and finalise
decisions and agreement.”®

2. Towards the courtroom proper

If we move along from ADR and other forms of more informal dispute resolution towards other appli-
cations in the legal system, it is clear that new technology is already having a considerable impact.””
There are a number of examples of machines assisting with, if not entirely taking over, human func-
tions of adjudications.

For example, the Traffic Penalty Tribunal (TPT) in England and Wales allows drivers to appeal
online against tickets handed out by local authorities.”® The idea behind this is that it follows what
Shapiro refers to as the ideal prototype of courts, whereby an independent adjudicator applies the rele-
vant law to the facts at hand, within adversarial proceedings, to produce a dichotomous decision that
announces one party as being legally right, and one as legally wrong (without any need for legal
representation in this case).”® Applicants must enter the relevant Penalty Charge Notice (PCN) num-
ber and provide reasons for their appeal, before their case is evaluated by an adjudicator. The realities
of how well this system fits such an analysis could be debated, but the crucial point is that it has
allowed large numbers of relatively simple cases to be dealt with online, and has been deemed as a
successful case of digitisation in the UK courts by the judiciary.*’

While tools like the TPT allow drivers to appeal tickets through an online platform, the actual pro-
cess of judgment or resolution is still carried out by a human actor who, ideally, neutrally assesses the
evidence and arguments at hand, and fulfils the various steps of a dispute laid out above. A system of
algorithmic dispute resolution, or robot judgment, would require something much more than this.
The independent adjudicators would no longer be lawyers with a minimum of five years’ legal experi-
ence’,* but sophisticated algorithms with machine learning capabilities, operating with a powerfully
adaptive and ‘mindless agency’ to produce both decisions and predictions.*> In such a situation,
those five years of human experience could arguably be outstripped or rendered irrelevant by a
robot judge, in much less time than it took a human to gather them.

There are other examples of machines taking decisions. President Obama’s Data-Driven Justice ini-
tiative committed 67 city, county, and state governments across the USA to using data-driven strat-
egies, in order to divert low-level offenders with mental illness out of the criminal justice system in
2016.* This took place within the context of wider systematic attempts to ‘rationalise’ criminal justice

*Indeed, a report by the Online Dispute Resolution Advisory Group states that while they envision Al carrying out vari-
ous tasks in the future, such as legal diagnosis, facilitation of negotiation without direct human involvement, and acting as
‘intelligent assistants’ for judges, at no point is it proposed these same judges be replaced — meaning the final binding resolu-
tions and decisions remain in human hands: Online Dispute Resolution for Low Value Civil Claims (Civil Justice Council,
2015), available at https:/www.judiciary.uk/wp-content/uploads/2015/02/Online-Dispute-Resolution-Final-Web-Version1.
pdf, pp 24-25.

*’For a useful general overview see I Giuffrida et al ‘A legal perspective on the trials and tribulations of AL how artificial
intelligence, the internet of things, smart contracts, and other technologies will affect the law’ (2018) 68 Case Western Reserve
Law Review 747.

*8See https://www.trafficpenaltytribunal.gov.uk/want-to-appeal/ (last accessed 27 May 2019).

**Shapiro, above n 32, p 1.

*°Lord Justice Briggs Civil Courts Structure Review: Final Report, at Judiciary of England and Wales (July 2016), available at
https://www.judiciary.uk/wp-content/uploads/2016/07/civil-courts-structure-review-final-report-jul-16-final-1.pdf.

*'The requirement for office is stated at https://www.trafficpenaltytribunal.gov.uk/our-adjudicators/.

“2M Hildebrandt Smart Technologies and the End(s) of Law (Cheltenham: Edward Elgar, 2015) p 22.

**See White House Fact Sheet: Launching the Data-Driven Justice Initiative: Disrupting the Cycle of Incarceration (2016),
available at https:/obamawhitehouse.archives.gov/the-press-office/2016/06/30/fact-sheet-launching-data-driven-justice-initiative-
disrupting-cycle (last accessed 27 May 2019).
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50 as to make it ‘smarter’ and more ‘evidence based’.** To make criminal justice decision-making
smart in this sense requires the use of algorithmic risk assessment tools, acting as a decision support
tool, to predict a defendant’s ‘riskiness’ and potential for future offending. This enables decisions to be
made as to how individuals should be processed through the system, and judged in relation to deci-
sions on bail, sentencing, probation and parole, among others.*> In contrast to ‘tough on crime’
approaches towards criminal justice, this style of ‘actuarial justice’ focuses on the control of population
behaviour, and the appropriate allocation of state resources, in line with an individual’s predicted risk
(of recidivism) level — as opposed to punishment through mass incarceration holding pride of place in
penal policy.*®

Two algorithmic tools used for these purposes have gained significant academic attention in recent
times: COMPAS (or Correctional Offender Management Profiling for Alternative Sanctions) in the
USA, and HART (Harm Assessment Risk Tool) in the UK.*” These are useful and instructive exam-
ples in that while they both follow and demonstrate general trends towards the more prevalent use of
algorithmic tools in justice decisions, they are also different in methods of analysis and implementa-
tion - showing that algorithmic risk assessment can produce very different results depending on how
its procedures are designed. For example, while HART makes use of official record data on relevant
defendants, including their age, gender, postcode, criminal history and the types of offences commit-
ted, COMPAS takes a much more complex route, by taking similar record data, then adding to this the
statistical evaluation of an offender interview and ‘self-report’, amounting to an analysis of the defen-
dant’s socio-economic and psychological circumstances and needs.*® In addition, the use of HART is
restricted to the period immediately following an arrest, where a decision must be made about the cus-
tody of a given arrestee in the custody suite of their relevant police station, whereas COMPAS plays a
part throughout the ‘offender processing continuum’, informing pre-trial, sentencing, and post-
conviction decisions to produce ‘behavioural change’ and therefore ‘treat’ and ‘correct’ the offender
by reducing risk.*’

The use of both tools combines human in-the-loop and human on-the-loop decisions — meaning
those where humans are required to select and guide inputs, and those where the tool generally
works in an automated fashion and where humans are only needed for final execution or intervention

*!See E Holder ‘Attorney general Eric Holder speaks at the National Association of Criminal Defense Lawyers 57th Annual
Meeting and 13th State Criminal Justice Network Conference: Remarks prepared for delivery’, available at https:/www.justice.
gov/opa/speech/attorney-general-eric-holder-speaks-national-association-criminal-defense-lawyers-57th; FT Cullen et al
‘Eight lessons from moneyball: the high cost of ignoring evidence-based corrections’ (2009) 4 Victims and Offenders 197;
D Kehl et al ‘Algorithms in the criminal justice system: assessing the use of risk assessments in sentencing’ (2017)
Responsive Communities Initiative, Berkman Klein Center for Internet & Society, Harvard Law School 15.

*M Beeman and A Wickman ‘The criminal justice coordinating council network mini-guide series: risk and needs assess-
ment’ (Justice Management Institute, 2013) p 11; ‘Written evidence submitted by Durham Constabulary, Presented to House
of Commons Science and Technology Committee Inquiry on Algorithms in decision making’ (2017), available at http://data.
parliament.uk/writtenevidence/committeeevidence.svc/evidencedocument/science-and-technology-committee/algorithms-
in-decisionmaking/written/69063.html.

4] Simon “The ideological effects of actuarial practices’ (1988) 22 Law & Society Review 771; P O’Malley ‘Risk, power and
crime prevention’ (2006) 21 Economy and Society 252; P O’Malley ‘Experiments in risk and criminal justice’ (2008) 12
Theoretical Criminology 451; B Harcourt Against Prediction: Profiling, Policing and Punishing in an Actuarial Age
(Chicago: University of Chicago, 2006).

“Northpointe ‘Practitioner’s Guide to COMPAS Core’ (2015), available at https:/epic.org/algorithmic-transparency/
crim-justice/EPIC-16-06-23-WI-FOIA-201600805-COMPASPractionerGuide.pdf; S Urwin ‘Algorithmic forecasting of
offender dangerousness for police custody officers: an assessment of accuracy for the Durham Constabulary model
(2016), research presented as for the purposes of gaining a Master’s Degree in Applied Criminology and Police
Management at Cambridge University, available at https://www.crim.cam.ac.uk/global/docs/theses/sheena-urwin-thesis-12-
12-2016.pdf/at_download/file.

*$Urwin, above n 47, p 102.

“*Northpointe, above n 47.
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respectively.”> COMPAS can be described as a human in-the-loop tool. It is designed in such a way that
humans both take part in data collection through the self-report questionnaire, and are able to operate
final discretion over the risk prediction by using built-in overrides.”' It is only in between these two
points where the process is fully automated, as the algorithm constructs a profile through machine
learning techniques. Similarly, HART can be seen as being a human on-the-loop tool. As mentioned,
demographic information and official record data are collected, then combined to produce a risk score
from 509 separate decision tree algorithms voting on the information at hand, in what is known as a
‘random forest model’.>> Human supervision takes place only at the final moment of decision, to
decide whether to follow the tool’s recommendation that the individual is low, medium, or high
risk.>® The final decisions arrived at, following human oversight, can therefore be considered as semi-
automated. Humans are not replaced within this process, but take on a different role, as the overseer
and correcting mechanism for the algorithmic predictions.

This overseer role, where human insights must be combined with those of the machine, introduces
a new tension into the decision-making process, between the values of human actors, and those of
purely statistically-focused algorithms - thus demonstrating the difficulty of capturing the social elem-
ent of a decision. This can be viewed in debate over the bias of algorithmic tools, particularly in ques-
tions over the racist predictions of COMPAS, whereby black defendants in Florida were two times
more likely to be misclassified as high risk by the tool, and the resultant statistical explanation for
this — which the developers viewed as legitimate — in that black prisoners demonstrated a higher
base rate of offending due to the institutional data available.”* What constitutes as a fair or unbiased
decision is ultimately a question of ‘trading off’ between various possible risk factors and statistical
predictors.”® What the developer of a tool may view as legitimate and fair, may clash with the oper-
ational needs and experience of a human decision-maker, who may be more inclined to place an indi-
vidual within a lower risk category.”® Although it may be viewed as an inefficiency, maintaining this
contestation over the values and purpose of such a process is important, as it enables conscious debate
over the utility and suitability of such tools. Automatically following the predictions of algorithms may
ensure that decision-makers can optimise their output and performance, by reducing offending and
rates of incarceration at a statistical level.”” Tt does not directly follow, however, that this provides
an immediate social benefit.

3. Robots in the courtroom

While there are many who are sceptical about the possibility of humans being replaced fully in the
courtroom, there is a significant body of opinion which does see a long-term possibility where lawyers
become policy experts rather than individual advisers advising individual clients, and the human

*°C Coletta and R Kitchin ‘Algorhythmic governance: regulating the “heartbeat” of a city using the internet of things’
(2017) 4 Big Data and Society 1.

*!'Northpointe, above n 47, pp 22 and 49.

*2G Barnes and S Urwin ‘Written evidence submitted by Durham Constabulary, presented to House of Commons Science and
Technology Committee Inquiry on algorithms in decision making’ (2017), available at http://data.parliament.uk/writtenevidence/com-
mitteeevidence.svc/evidencedocument/science-and-technology-committee/algorithms-in-decisionmaking/written/69063.html.

*Ibid; Durham Constabulary, above n 45.

4] Angwin et al ‘Machine bias: there’s software used across the country to predict future criminals. And it’s biased against
blacks’ (2016), available at https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing;
W Dieterich et al ‘Compas risk scales: demonstrating accuracy equity and predictive parity’ (2016), available at http://go.
volarisgroup.com/rs/430-MBX989/images/ProPublica_Commentary_Final_070616.pdf; Northpointe, above n 47.

>R Berk et al ‘Fairness in criminal justice risk assessments: The state of the art’ (2017), available at https:/arxiv.org/abs/
1703.09207, pp 18, 29; ] Kleinberg et al ‘Inherent trade-offs in the fair determination of risk scores’ (2017), available at https:/
arxiv.org/pdf/1609.05807.pdf.

*Urwin, above n 47, pp 71-73.

57 Kleinberg et al ‘Human decisions and machine predictions’ (2018) 133 The Quarterly Journal of Economics 237.
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decision-making of judges is replaced by Al algorithms.>® This involves not just computers helping
lawyers to do much the same as they do now but instead entails a wholly different view of how the
system will work. For example, Richard Susskind has predicted that

online courts and ODR will prove to be a disruptive technology that fundamentally challenges
the work of traditional litigators and of judges. In the long run I expect them to become the dom-
inant way to resolve all but the most complex and high-value disputes.”

Alarie, Niblett and Yoon too have an understanding of a wholly changed legal process in the future
where

Once given facts relevant to the question, a machine can situate these facts within the domain of
applicable legal precedents. In addition to being less susceptible to various kinds of biases,
machines do not suffer from other problems affecting human lawyers exercising such judgment.
Algorithms can generate predictions that others can replicate. Moreover, algorithms do not tire.
Computers do not need to take time off.*’

This brave new world will of course require technology that presently does not fully exist. In a recent
and authoritative account of the developments in the current legal tech boom that have built upon
earlier research in AI and law, Kevin Ashley®' identifies the task for AI and law researchers as
being to develop computational models to perform legal reasoning, as opposed to being able to simply
answer legal questions in a superficial way, as programs like Watson or Debater may be able to do.**
This requires that models can generate arguments for and against particular outcomes in problems
input as text, predict a problem’s outcome, and explain their predictions with reasons that legal pro-
fessionals will recognise and be able to evaluate for themselves. In order for this to happen, Ashley
argues, researchers will need to answer two questions: ‘How can text analytic tools and techniques
extract the semantic information necessary for [argument retrieval] and how can that information
be applied to achieve cognitive computing’.®> His account reviews how computational models of
legal reasoning (CMLRs) have been developed to model the various legal reasoning techniques
involved with statutes and cases, and integrate them with values to predict and construct legal argu-
ments. While to date these CMLRs have not dealt directly with legal texts, there are developments in
text analytics that may change this, allowing conceptual information to be extracted automatically
from a range of legal sources with tools developed to process some aspects of the semantics or mean-
ings of legal texts. This in turn may lead to the development of applications which integrate the ‘ques-
tion answering’ and ‘information extraction’ functions with argument mining techniques and
particular CMLRs (computational models of legal reasoning) to yield new tools for conceptual legal
information retrieval, including argument retrieval. Ashley accepts that text analytic techniques may

*8See for example H Prakken’s work on the specific use of Bayesian analyses of complex criminal cases as argumentation
support in deciding about the probability of guilt given the available evidence. ‘A new use case for argumentation support
tools: supporting discussions of Bayesian analyses of complex criminal cases’ (2018) Artif Intell Law 1.

59Gusskind, above n 3, p 121

0A Alarie et al ‘How artificial intelligence will affect the practice of law’ (2018) 68(1) University of Toronto Law Journal
108. Cf Cass Sunstein in C Sunstein et al ‘Symposium: legal reasoning and artificial intelligence: how computers think like
lawyers’ (2001) 8 University of Chicago Law School Roundtable p 19 ff.

61Ashley, above n 6. See also K Atkinson et al “Towards artificial argumentation” (2017) 38(3) AI Magazine 25, available at
http://discovery.ucl.ac.uk/10026121/1/aimag17.pdf.

2See for example Ross Intelligence, which is a cloud-based question and answer format service developed from IBM
Watson, accepting plain English questions and offering answers based on legislation, case law and other sources. See
https://rossintelligence.com (accessed 27 May 2019). See also the discussion in A Rosenfeld and S Kraus Predicting
Human Decision-Making: From Prediction to Action (San Rafael: Morgan and Claypole, 2018).

Ashley, above n 6, p 31.
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not ever be able to extract all the conceptual information, as some conceptual inferences may remain
too indirect or require too much background context. However, in his view this general approach may
lead to the development of a new breed of legal apps allowing humans and computers to collaborate.
Such a collaboration could, it is argued, amount to what Susskind has described as a significant evo-
lutionary stage in the legal services: this is where legal work changes from a bespoke or customised
service to a standardised, systematised, packaged, and, ultimately, commoditised format available dir-
ectly for the end-user.®* There are also clearly implications for judges too.

While our argument is not a technical one, and does not depend on the possibility of the technol-
ogy failing to develop, it does perhaps seize hold of the admission by Ashley that some conceptual
inferences may never yield to textual analytic techniques, as a result of their complexity or rootedness
in wider structures and beliefs. Indeed we argue that the practice of law, and the role of judges, is fun-
damentally socially produced and acted on by dynamic processes within the wider legal system which
are complex, and contingent on a social context in ways that it is difficult to imagine ICT capturing in
full or accurately. This argument will be returned to below. Now, however, as the focus turns to the role
of technology within the courtroom, sensu stricto, and to its potential to replace judges as arbiters of
law and fact in a formal courtroom setting, it is important that the judicial role is explored further in
this context.

4. The judicial role

There has, of course, been considerable research on the judicial role. Indeed, as Cranston points out,
there is ‘an academic industry’ considering what is involved with the business of courts.®> There are
various branches to this area of study considering the adjudication and law-making aspects of a court,
covering issues such as the use of discretion in decision-making, resolving hard cases, and factoring in
the role of morality and policy arguments. Cranston also distinguishes a strand of legal anthropological
writing focusing on disputes and their resolution, and the work which distinguishes courts from medi-
ation or arbitration by concentrating on the defining characteristic involving the application of doc-
trine and the use of legal method. This is what characterises judgment: as Fuller and Winston
express it, in contrast to an administrative decision, ‘adjudication is a device which gives formal
and substantive expression to the influence of reasoned argument’.*®

This would seem to take us into the world of legal reasoning, justification, argumentation, and the
weighty literature here.”” Indeed it is this approach to law (or, more accurately, a misreading of it®%)
that provided the initial attraction for the early pioneers of AI who took up law as a potentially fruitful
area, believing that they could model what they saw as straightforward ‘rules’ as applied to clear-cut
‘facts’ into machine code.”” These ideas of argumentation, automatisation and Al are again beginning

®See R Susskind The End of Lawyers?: Rethinking the Nature of Legal Services (Oxford: Oxford University Press, 2010).

%R Cranston, ‘What do Courts Do?’ (1986) 5 Civil Justice Quarterly 123 fn 2.

%Above n 33, at 368. See also D Dan-Cohen ‘Bureaucratic organizations and the theory of adjudication’ (1985) 85
Columbia Law Review 1; and C Harlow and R Rawlings ‘Proceduralism and automation: challenges to the values of admin-
istrative law’ in E Fisher et al (eds) The Foundations and Future of Public Law (in honour of Paul Craig) (Oxford: Oxford
University Press, 2019).

“See for example G Samuel The Foundations of Legal Reasoning (Antwerp Maklu Uitgevers, Blackstone, 1994; L
Alexander and E Sherwin Demystifying Legal Reasoning (Cambridge: Cambridge University Press, 2008) or the approach
offered by R Alexy A Theory of Legal Argumentation: The Theory of Rational Discourse as Theory of Legal Justification
(Oxford: Oxford University Press, 2009) or the overview of such approaches provided by E Feteris Fundamentals of Legal
Argumentation: A Survey of Theories of Justification of Judicial Decisions Argumentation Library Vol 1 (Netherlands:
Kluwer, 2" edn, 2017).

%8See for example D Kahneman et al Judgment under Uncertainty: Heuristics and Biases (Cambridge: Cambridge
University Press, 1982) for an account within this general approach of the complexity of the judging process which stands
very much in contrast to many of the Al theorists’ more simplistic understandings.

See the critical account of this offered by P Leith in Formalism in AI and Computer Science (London: Wiley, 1987).
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to regain currency among some formalists.”” Some of this is becoming quite sophisticated in terms of
taking into account values and social purposes.”!

Nevertheless, our difficulty here is that this often seems rather essentialist, or abstract. Much of the
legal theorists’ approach — and certainly almost all of the AI researchers’ work — does not seem to say
much about what courts and judges actually do.”* As the extensive debates on judicial appointments,
and the qualities that are needed to show ‘merit’ here, can attest, this involves much more than judg-
ing’, and will include a range of interpersonal skills around how judges organise their court and man-
age cases, as well as how they deal with the personnel in the courtroom and the public.”” The
importance of these elements, and the difficulties around capturing them in algorithmic form, should
not be overlooked. However, this should not distract us from the wider contexts of judging which also
may be difficult to reproduce by machines.

First of all, it is important to acknowledge that judging is not a single activity, with a fundamental
method that is unchanging across whatever context it is being employed in. It is necessary to distin-
guish clearly between minor civil disputes, major cases, and those with complex law or facts. Obviously
the various constituent elements or procedural requirements will vary in their formality as the stakes
rise. In more serious criminal cases the system is perhaps at its most complex with strict rules of evi-
dence and full opportunity to participate in the process. Indeed it is this element of participation in a
decision that affects an individual - with all the rights that this engages — that is centrally characteristic
to a formal legal dispute.”* This is linked to issues of legitimacy and trust. Simmons develops argu-
ments from the area of procedural justice relating to the various factors that participants use to deter-
mine whether the process is fair, to suggest that predictive algorithms do not succeed very well on
these factors.”” In particular, he argues, that there may be specific difficulties about trust, neutrality
and bias in view of the opacity of the machine process.”® Indeed this raises issues about the capacity
of machines to justify any decision they may make in clear terms. This sort of transparency is,

7%See for example T Bench-Capon and P Dunne ‘Argumentation in artificial intelligence’ (2007) 171 Artificial Intelligence 619; G
Simari and I Rahwan (eds) Argumentation in Artificial Intelligence (Boston, MA: Springer, 2009); the continuing work of the
International Association for Artificial Intelligence and Law at http://www.iaail.org (last accessed 27 May 2019) and the journal
Artificial Intelligence and Law from the University of Pittsburgh, published by Springer which now runs to 26 volumes.

7ISee for example K Atkinson and T Bench-Capon ‘Taking account of the actions of others in value-based reasoning’
(2018) 254 Artificial Intelligence 1; T Bench-Capon ‘Persuasion in practical argument using value-based argumentation fra-
meworks’ (2003) 13 Journal of Logic and Computation 429; and T Bench-Capon and S Modgil ‘Norms and value based rea-
soning: justifying compliance and violation’ (2017) 25 Artificial Intelligence and Law 29.

721t is noteworthy that there is not a huge amount of socio-legal work on judges and their everyday activities. Much of what
is known about the judiciary is focused on the USA. See N Meveety (ed) The Pioneers of Judicial Behavior (Ann Arbor:
University of Michigan Press, 2002) or, from a different, insider perspective, R Posner How Judges Think (Cambridge,
Mass: Harvard University Press, 2008). In the UK the socio-legal focus has been mainly on the most senior courts. See eg
A Patterson Final Judgment: The Last Law Lords and the Supreme Court (Oxford: Hart Publishing, 2013); or even on par-
ticular aspects of their work: eg B Dickson Human Rights and the United Kingdom Supreme Court (Oxford: Oxford
University Press, 2013); or G Gee et al The Politics of Judicial Independence in the UK’s Changing Constitution
(Cambridge: Cambridge University Press, 2015). There is more limited work on everyday role of the judge. For a relatively
rare example see P Darbyshire Sitting in Judgment: The Working Lives of Judges (Oxford: Hart Publishing, 2011); and C
Thomas and H Genn Understanding Tribunal Decision-Making (London: Nuffield, 2013).

7*See further R Cahill-O’Callaghan ‘Reframing the judicial diversity debate: personal values and tacit diversity’ (2013) 35 Legal
Studies 1, and G Gee and E Rackley (eds) Debating Judicial Appointments in an Age of Diversity (Abingdon: Routledge, 2018).

7*This idea of the proper place for participation, and how it should be realised, is considered in a series of cases looking at
the adequacy of government public consultation procedures where the courts have looked at how different process elements
drawn from court procedures - from a right to a hearing, to rights to know reasons for a decision, have time for consideration
and response etc - relate to fairness, and indeed to wider issues of democracy and dignity. See further ] Morison ‘Citizen
participation: a critical look at the democratic adequacy of government consultations’ (2017) 37 Oxford Journal of Legal
Studies 636.

7R Simmons ‘Big data, machine judges, and the legitimacy of the criminal justice system’ (2018) Ohio State Legal Studies
Working Paper No 442, available at https://ssrn.com/abstract=3156510.

76See further D Fuchs ‘The dangers of human-like bias in machine-learning algorithms’ (2018) 2(1) Missouri S&T’s Peer
to Peer, available at http://scholarsmine.mst.edu/peer2peer/vol2/iss1/1.
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arguably, an important element of judging’’ (although perhaps not all human judges do this
adequately all of the time) and questions need to be asked as to whether and how such justificatory
elements in a decision may be formalised for capture and subsequent development in computational
models.”® This connects too to ideas about human dignity and the need to recognise this among all
parties in the courtroom. As Sourdin and Cornes argue, human judges are not merely data processors,
and if the judicial role is reduced to this, without factoring in wider psychological insights, this would
involve rejecting not only the humanity of the judge but that of all who come before them.”

It is also important to see courts within their context as part of a wider political process, reinforcing
allocations of wealth and power, restating the rights, rules, entitlements and obligations underpinning
society, and supervising markets. Courts are part of the wider constitutional landscape too. This may
be true not only in a general sense, but as they operate in relation to individual cases. In a classic
account, Summers refers to ‘process values’ within courts systems, involving participatory governance,
procedural rationality and humaneness.* This sort of approach was affirmed in a recent landmark
decision about the costs of justice by the UK Supreme Court, which acknowledged that actual and
effective access to justice, and the procedure that the courts and tribunals provide, is not merely a pub-
lic service like any other but a key part of the rule of law and the fabric of rights.®!

These arguments about the wider context of the judicial role need to be added to the argument
mentioned earlier which suggests that we consider the actual practice of law in the real world to be
a highly social activity occurring within the complex milieu of legal practice. As one empirical
study drawing upon the legal realism of Jerome Frank argues,®” in the real world of legal practice law-
yers work with ‘legal information’, which is a wider category than simply law and facts, and may
include knowledge about what arguments work in particular courts. Here ‘facts’ are negotiated
among the parties, who must of course agree about what they are disagreeing about, before entering
into the complex social interactions of the courtroom. Law too is selected in a way that reflects the
wider social and professional context (including, of course, the need to win cases, keep clients
happy and develop an individual career). From the huge range and volume of ‘raw’ legal material
(comprising not only statutory material from the domestic legislatures and Europe, and also the
250,000 cases processed annually and 5000 heard in the higher courts) relevant legal arguments
must be selected. The potential here for almost limitless indeterminacy, where novel arguments
could be deployed almost indefinitely, is controlled by the wider context of legal practice in a social
process, mediated by judges and conditioned by a whole range of broader professional, social and eco-
nomic factors within the overall legal system. This remains the case even with more specialist, upper
courts where one might imagine that facts are more settled and the law more specialist.*’

In order for algorithms to entirely permeate this socio-legal milieu, Al technologies would need to
reach the point whereby a judge, or at least some form of surrogate judging system, could be produced
either semi- or fully autonomously using big data analytics, and that this could act independently to

77See further M Shapiro ‘The giving reasons requirement’ (1992) U Chi Legal F 197; I Schauer ‘Giving reasons’ (1994) 47
Stanford Law Review 633.

780n issues of transparency generally in AL and the regulatory challenges that this throws up, see C Reed ‘How should we
regulate AI?’ (2008) Phil Trans R Soc A 376 and House of Lords Select Committee on Artificial Intelligence 2018 report Al in
the UK: Ready, Willing and Able? Report of Session 2017-19 (published 16 April 2017) HL Paper 100, available at https:/
publications.parliament.uk/pa/ld201719/ldselect/Idai/100/100.pdf.

7°See further T Sourdin and R Cornes ‘Do judges need to be human? The implications of technology for responsive judg-
ing’ in T Sourdin and A Zariski (eds) The Responsive Judge. Ius Gentium: Comparative Perspectives on Law and Justice, Vol
67 (Singapore: Springer, 2018) and T Sourdin ‘Judge v robot? Artificial intelligence and judicial decision making’ (2018 forth-
coming) U New South Wales Law ] 41(4).

89R Summers ‘Evaluating and improving legal processes — a plea for process values’ (1974) 60 Cornell Law Review 3.

81R (on the application of Unison) v Lord Chancellor [2017] UKSC 51.

82 Morison and P Leith The Barrister’s World and the Nature of Law (Buckingham: Open University Press, 1992). See also
P Leith and J Morison ‘Can jurisprudence without empiricism ever be a science? in S Coyle and G Pavlakos (eds)
Jurisprudence or Legal Science? (Oxford: Hart Publishing, 2005) pp 147-168.

83J Morison ‘What makes an important case? An agenda for research’ (2012) 12(4) Legal Information Management 251.
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adjudicate on, and intervene in, the governance of human relations and interactions.** To create a system
like this would require a complete instrumentalisation of all these social aspect of law into something
that could be technologically calculated and predicted. Even in something as relatively straightforward
as the ADR example discussed earlier this would require an algorithmic actor identifying the issues and
legal framework, establishing ‘facts’, evaluating the parties’ interests, disaggregating issues, establishing
positions, exchanging information, suggesting options for resolution, setting out a time frame for
actions, seeking agreement and creating binding resolutions.

When the fuller and more dynamic context of a formal courtroom hearing is considered, it
becomes even less likely that even the most sophisticated machine learning would work. The current
level of technological ability suggests that such a situation is a long way off - not to mention the
potential for judicial and political opposition, the threat from the powerful lobby that is the legal pro-
fession, and the dangers associated with opening up new opportunities for private sector technical
developers who may come to dominate the market and unduly influence what should be a state func-
tion. For now at least, ICTs represent ‘disruptive technologies’, in that they may disrupt current work-
ing patterns and flows, but they cannot produce a new kind of justice system alone. As such they
remain tools for current legal actors to augment their actions in specific tasks and processes.
Crucially, in common law systems, such technology would also need to afford legal representatives
the opportunity to assess and contest the evidence and arguments of their opposing parties, in line
with disclosure requirements. In practice therefore, while an algorithmic tool may theoretically be
capable of assessing a given data set on a legal dispute — and providing a calculated, predictive, result,
in a similar role to that of a judge - in practice, space will probably remain for the exercise of social
contestation as an essential element of law and its functions.*

In other words, while the technical capabilities of algorithmic tools can enable a closer working
relationship between humans and machines within the justice system, it will remain a social process,
although with potential new forms of interactions between individuals and technologies, producing
new ways of resolving legal problems. Marshall McLuhan has observed that, ‘when a new technology
comes into a social milieu it cannot cease to permeate that milieu until every institution is saturated’.*®
What saturation would probably mean in the context of algorithmic tools in the justice system, is that
working practices may be adjusted, legal procedures may be altered, and new types of dispute and trial
may be possible, but the practice of law would remain fundamentally social, and tied to the needs of
human actors - including those mentioned in the above paragraph, who may express opposition or
scepticism. It is here that the issue of resistance becomes important, as discussed earlier in this paper.

Resistance in relation to the potential instrumentalisation of the law by algorithmic tools, does not
refer to, or require, a grand political movement taking a stance against the implementation of technol-
ogy. Rather, it involves the changes produced by everyday social conflicts, disagreements, and struggles
of legal practice, whereby legal rules and legal meaning are ever-moving and transforming.”” This can
also include struggles surrounding innovation policies, such as those in the UK discussed above.
Where technologies become involved in legal processes, their use is as much saturated by these con-
flicts and disagreements surrounding implementation and design, as the processes of the law are satu-
rated by the capabilities of algorithmic tools. This can already be witnessed in operational use.

5. Semi-automated justice

This paper has dealt directly with the role of the judge, and specifically whether judicial reasoning — or
the activity of judging — can be replicated by an algorithm, operating with machine learning capabil-
ities. To be clear, this is again distinct from the role of lawyers and legal assistants, where as we

84Ross, above n 8, p 106.

%Durham Constabulary, above n 11, p 79.

8M McLuhan Understanding Media: The Extension of Man (New York: McGraw Hill, 1964) p 223.
8Hunt and Wickham, above n 11; Golder and Fitzpatrick, above n 11, p 2.
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observed above, algorithms are having a significant effect on employment and working practices.
However, as discussed above, it can influence the role of other human actors, who must make import-
ant procedural decisions, such as the individual police officers that decide based on an algorithmic
prediction whether an individual should be bailed.*® The important distinction here is that both judges
and officers alike take on an institutional role, whereby they must judge individuals based upon insti-
tutional methods of decision and control.

Attempts to model judicial decision-making, for the purposes of automating courts and other judg-
ing activities — in a manner that remains fair, accurate and transparent — demonstrates the difficulty of
fully automating legal procedures. This can be witnessed in recent attempts to algorithmically predict
case outcomes, of which there are two prime examples. First is the attempt by Aletras et al to predict
decisions of the European Court of Human Rights (ECtHR), and secondly, there is work by Katz et al
to predict decisions of the United States Supreme Court.*” The former’s model predicted 584 decisions
with an average of 79% accuracy (as high as 84% for violations of Art 6 of the European Convention
on Human Rights), and the latter predicted 28,000 case outcomes with 70.2% accuracy, and 240,000
judicial votes with 71.9% accuracy. Both studies used the available databases of judgments for each
court to construct their model, applying natural language processing and machine learning algorithms
to text-based material. The sheer scale of cases involved demonstrates the significant computing power
of big data that was previously unavailable with other forms of analysis.

The study by Aletras et al, in particular, is useful because the algorithm used was significantly more
accurate at predicting outcomes based on facts and procedure, than on the relevant law (and even bet-
ter again when combined). Given that facts and procedure make up a large chunk of the social reality
of a case, this is a significant development, particularly as such technology is only in its infancy.
Despite this, it should be noted that since the ECtHR is an appeals court, the facts were not in dispute
at this stage. This means that the tools were reliant on a number of set givens, already defined by a
combination of procedural norms and human input and interaction. It would no doubt be interesting
to see how an algorithm would perform at the level of a lower court, to discern its performance as
something beyond a support tool or assistant. Further, while such models may not fully replace the
role of the judge in coming years, they could potentially be usefully adapted as a method of triaging
cases, in an effort to deal with rising caseloads.”

Framing the automation of such judging activities through the implementation of algorithmic tools
in precisely this manner, as tools or assistants, rather than newly functioning independent systems,
recognises that at least for the present moment, fully automated justice as a practical reality is unlikely.
While future technological developments may change this — or indeed policy wants and needs may
give such tools overriding decision-making powers in preference to human actors - the present situ-
ation is at least one of transition, where justice provided through the use of these tools and platforms
can be classified as semi-automated. This acknowledges that while the tools themselves do not provide
a full system of judgment, they are increasingly being incorporated into wider legal systems and pro-
cedures, which are influenced by their capabilities, as well as the new functions they allow. This new
way of ‘doing’ justice does not prioritise human judgment over that of the machine in general, but

#Durham Constabulary above n 45.

89N Aletras et al ‘Predicting judicial decisions of the European Court of Human Rights: a natural language processing per-
spective’ (2016) Peer ] Comput Sci, DOI 10.7717/peerj-cs.93; DM Katz et al ‘A general approach for predicting the behaviour
of the Supreme Court of the United States’ (2017) 12(4) PLoSONE 1.

“*While a speculative prospect, triage in this sense would refer to a situation where applications to the court are assessed
algorithmically based on previous jurisprudence, in order to determine the likely outcome of the case, and are therefore
sorted appropriately (reject or accept) prior to human examination: see https:/www.legaltechdesign.com/
LegalDesignToolbox/product-typology/triage/ (last accessed 27 May 2019). Alternatively, it could allow applicants to submit
application details for analysis and be provided automatically with advice on next steps and likely outcomes. For further
information on similar existing technologies, see information on Joshua Browder’s DoNotPay app at ] Porter ‘Robot lawyer
donotpay now lets you ‘sue anyone’ via an app’ (2018) The Verge, available at https:/www.theverge.com/2018/10/10/
17959874/donotpay-do-not-pay-robot-lawyer-ios-app-joshua-browder (last accessed 27 May 2019).
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instead allows new institutional configurations of human-machine interaction, which are augmented
in comparison with existing methods of decision-making. The ‘best’ configuration, as viewed from the
institutional perspective, is not therefore necessarily that with the most accurate algorithm, but the one
which enables specific and intended forms of government and control. As mentioned above, humans
can act in an overseer role, but the purpose of this role is entirely flexible and open to change.

The practical importance of acknowledging and articulating this situation is that under current data
protection frameworks, as applicable to the UK as a whole, solely automated decision-making is pro-
hibited by both the Data Protection Act 2018 and the European Union’s General Data Protection Act
2018 - with a limited number of derogations.”" Through this same regime, semi-automated decision-
making is identified and preferred, as a method of counteracting issues associated with algorithmic
analysis. Solely automated decisions are therefore highlighted as the primary danger to a fair, transpar-
ent, and accountable legal system - and through this lens, so long as human decision-makers are
actively assessing algorithmic predictions, these issues will be avoided.”” Meanwhile, however, this
ignores the fact that similarly transformative institutional changes can be produced through the use
of semi-automated procedures. These bring new challenges for actors and judged individuals alike,
who must navigate algorithmic predictions, and deal with the final decisions formed from new con-
figurations of human and machine.

In turn, as discussed in relation to COMPAS and HART above, these new configurations pose new
possibilities as to what an appropriate decision is within a given situation, and also how individuals -
and groups - should be appropriately judged and governed. Indeed it may be argued that algorithmic
risk assessment provides a new episteme, or a new way of thinking and producing knowledge about the
world.”> For example, in the context of algorithmic risk assessment in criminal justice, algorithms
allow responses to crime which frame its existence as a regular and predictable event, with interven-
tions focused on the regulation and scientific management of its occurrence.”* This scientific manage-
ment entails the control of activity at the population level, with a particular focus on the efficiency of
decision-making and resource allocation.” Individuals are attributed a given risk profile, based on
how their data compares to that of the wider population, meaning that groups can be sorted and clas-
sified in more ‘rational’ and ‘efficient’ ways.”® Defendants are therefore not judged purely upon their
present situation and past behaviour, but also by algorithmic predictions which compare them to a
wider aggregate, and ‘bring the subject into being’ through new calculations of behavioural patterns,
and the pre-emption of reality.”” This can be further augmented by the insights, experience and work-
ing practices of a human decision-maker.

Neither COMPAS nor HART, as algorithmic tools, are able to make the final decision on an indi-
vidual. This requires the interpretation of a human actor, whether it be police officer, judge, or parole
caseworker, to analyse and assess the data provided. Both tools provide an override option, allowing

*IFor a fuller account of this see L Edwards and M Veale ‘Slave to the algorithm? Why a “right to an explanation” is prob-
ably not the remedy you are looking for’ (2017) 16 Duke Law & Technology Review 18; Data Protection Act 2018, s 14;
Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC
(GDPR), Art 22.

22GDPR, Art 22(3). See also Art 9(2)(e) and recitals 20 and 52.

See further Y Mehozay and E Fisher “The epistemology of algorithmic risk assessment and the path towards a non-
penology penology’ (2018) Punishment & Society (https:/doi.org/10.1177/1462474518802336).

%D Garland “Governmentality” and the problem of crime’ (1997) 1 Foucault, Criminology, Sociology 173 at 181;
T Matzner ‘Opening black boxes is not enough - data-based surveillance in discipline and punish today’ (2017) 23
Foucault Studies 27 at 31; Fergus McNeill ‘Mass supervision, misrecognition and the “malopticon” (2018) Punishment &
Society (https:/doi.org/10.1177/1462474518755137).

*Ibid; S Elden ‘Plague, panopticon, police’ (2003) 3 Surveillance and Society 240.

MM Feeley and ] Simon ‘The new penology: notes on the emerging strategy of corrections and its implications’ (1992) 30
Criminology 449 at 451.

%78 Krasmann ‘Imagining Foucault: on the digital subject and “visual citizenship™ (2017) 23 Foucault Studies 10 at 18.
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the predictions to be altered or ignored, and a different decision-route to be taken.”® Such overrides are
often put in place to empower users, to both increase uptake, and improve decision-making quality.”
Nonetheless, this decision whether to override or not rests within a changing policy context, which can
alter the meaning of what an ‘appropriate’ decision is - as enabled by the capacities of algorithmic
tools, and new institutional configurations, that emphasise the ‘scientific’ and ‘rational’ management
of risky individuals. This differing approach to governing, and its specific kind of algorithmic govern-
mentality, is a complex and nuanced transformation of government. It is captured neither by a focus
on full automation, or by seeing semi-automated decision-making as a solution to the problems it cre-
ated. It is important to remember here that analysing changes through this frame does not require one
to place the analytical and justificatory abilities of humans against those of algorithmic tools, but sim-
ply encourages the identification of evolving configurations, as well as points of contestation and
possibility.

To return to McLuhan, the ‘saturation’ of the ‘social milieu’ of legal decision-making by algorithms
may not best be conceived of as robots automatically making decisions regarding human lives in a
deterministic fashion, but rather the gradual re-engineering of legal systems and policy goals, to
come more into line with the capacities, capabilities, and predictions of algorithmic tools - which
are themselves altered to align with social needs and conflicts. In this context, while neither the meth-
ods of analysis and decision-making undertaken by humans and machines are prioritised at the
expense of the other, the overall justice system will retain an element of social contestation and conflict
that cannot be accounted for purely through the technical frame of algorithmic tools and
technologies.'

Conclusions

There is much about technology that is destabilising and redefining existing ways of living, and the
organisation of social processes. It should, therefore, perhaps be no surprise that even the operation
of law, at both the level of the courts and below, is challenged by technologies that revolutionise
how we collect, analyse, and make use of the ever-increasing volumes of data and information,
which can be translated into operational institutional knowledge.

In light of this, we share in part the viewpoint of predictions that envisage radical change in the
nature of legal practice and judging - especially around settlement systems and dispute avoidance
mechanisms. In particular, it is likely that judges will increasingly adopt a ‘managerial stance’ towards
civil disputes and criminal cases that expands to encapsulate the umpiring of algorithmic functions in
courts. However, we maintain reservations about the presence of new and emerging algorithmic tech-
nologies in the context of judging - taken in the broadest conception, to include each decision-making
milestone in a dispute or criminal case.

In particular we feel it is important to resist the wilder claims about the coupling of the analytical
capabilities of algorithms to the wider data deluge that we live in, whereby organisations will rely ever
more greatly upon on machines to infer motivations and narratives through the fully automatic ana-
lysis of data patterns and correlations. As argued above, it is more likely that we will find ourselves
facing new situations of semi-automated justice, caused by new institutional configurations of
human and machine, where human decision-makers take on the managerial role of an overseer or
umpire. Rather than a technical solution to the complex problems facing justice systems in a digital
world, this situation will bring forth its own new challenges, and these new challenges will primarily
affect those individuals who both pursue and receive the provision of justice. Law, perhaps above all
forms of social interaction, must remain a site for struggle for essentially human values. And in

**Northpointe, see above n 47, pp 22, 49; Durham Constabulary, see above, n 45.

R Binns et al ‘It’s reducing a human being to a percentage: perceptions of justice in algorithmic decisions’ (2018), avail-
able at https:/arxiv.org/abs/1801.10408.

19Golder and Fitzpatrick, above n 11.
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practice, it maintains a central social element that not only tolerates, but produces, resistance and con-
testation.'®" The effect of this is that it is unlikely that we will ever see it fully converted into an auto-
mated algorithmic system. Yet, it is likely that it will be re-engineered into new configurations of man
and machine, both intentionally and through emergent processes, which will look very different
through contemporary eyes.

1%1Golder and Fitzpatrick, above n 11.
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