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Abstract
Many researchers use an ordinal scale to quantitatively measure and analyze concepts. Theoretically valid

empirical estimates are robust in sign to any monotonic increasing transformation of the ordinal scale.

This presents challenges for the point-identification of important parameters of interest. I develop a partial

identification method for testing the robustness of empirical estimates to a range of plausible monotonic

increasing transformations of the ordinal scale. This method allows for the calculation of plausible bounds

around effect estimates. I illustrate this method by revisiting analysis by Nunn and Wantchekon (2011,

American Economic Review, 101, 3221–3252) on the slave trade and trust in sub-Saharan Africa. Supplemental
illustrations examine results from (i) Aghion et al. (2016, American Economic Review, 106, 3869–3897) on
creative destruction and subjective well-being and (ii) Bond and Lang (2013, The Review of Economics and
Statistics, 95, 1468–1479) on the fragility of the black–white test score gap.

Keywords: ordinal variables, partial identification, set estimation, linear regression, happiness, subjective
well-being, trust, test scores

1 Introduction

Concerns about the cardinal treatment of ordinal dependent variables are well-known. Consider

an ordinal scale measuring “satisfaction,” with the following four categories: “Very Dissatisfied,”

“Dissatisfied,” “Satisfied,” and “Very Satisfied.” Suppose there are two groups of people, A and

B, each consisting of two individuals. Group A has one person who is “Very Dissatisfied” and

another who is “Very Satisfied.” Group B has one person who is “Dissatisfied” and another who

is “Satisfied.” Which group is more satisfied?

The answer, in part, depends on the numerical values assigned to the response categories. It

may seem reasonable to assign the integers 0, 1, 2, and 3 to each of the four categories. In this

case, the groups are equally satisfied, with an average score of 1.5. Similar to utility functions,

however, ordinal variables provide information about the rank of a specific concept, rather than

representing a known or fixed interval. As such, any set of numerical values that preserve the

ordering of the scale is also potentially valid. Therefore, another reasonable set of numerical

values could be: 0, 1.75, 2.5, and 3. In this case, group B is more satisfied. Yet, another reasonable

set of values could be: 0, 0.5, 1.25, and 3. In this case, group A is more satisfied.

Although ordinal response models (i.e., ordered logit or probit) are designed precisely for

the situation where a researcher is interested in using an ordinal dependent variable,1 there

are numerous examples in applied empirical research where results using an ordinal response

model are less preferred compared to results from a more simple and straightforward linear

regression (see, e.g., Nunn and Wantchekon 2011; Stevenson and Wolfers 2013; Aghion et al.
2016; Bryson and MacKerron 2017; Deaton 2018, as well as numerous other examples listed

in the Online Supplement). Despite the well-known concerns, justification for using a linear

1 Statistical models designed to appropriately handle an ordered dependent variable originated in the biometrics literature
(Aitchison and Silvey 1957; Snell 1964). Use of such statistical models in the social sciences followed with McKelvey and
Zavoina (1975).

Political Analysis (2022)
vol. 30: 197–213
DOI: 10.1017/pan.2020.55

Published
26 February 2021

Corresponding author
Jeffrey R. Bloem

Edited by
Jeff Gill

© The Author(s) 2021. Published
by Cambridge University Press
on behalf of the Society for
Political Methodology.

197

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

an
.2

02
0.

55
 P

ub
lis

he
d 

on
lin

e 
by

 C
am

br
id

ge
 U

ni
ve

rs
ity

 P
re

ss

https://orcid.org/0000-0002-4995-3043
mailto:jeffrey.bloem@usda.gov
www.doi.org/10.1017/pan.2020.55
https://doi.org/10.1017/pan.2020.55


regression with an ordinal dependent variable often include the incidental parameter problem

(Neyman and Scott 1948; Heckman 1981; Lancaster 2000; Riedl and Geishecker 2014), debatable

assumptions about the distribution of the error term (Bond and Lang 2019), or the use of a more

sophisticated identification strategy—such as, for example, fixed effects (Ferrer-i-Carbonell and

Frijters 2004).

Most fundamentally, concerns associated with the cardinal treatment of an ordinal depen-

dent variable can be characterized as a missing information problem. That is, the researcher

does not know the form of the function characterizing the relationship between the ordinal

scale and the latent variable (Oswald 2008). Recent work demonstrates this point in related

but distinct ways. Focusing on transformations to the observed values of the ordinal scale,

Schröder and Yitzhaki (2017) demonstrate that valid empirical estimatesmust be robust tomono-

tonic increasing transformations of the observed ordinal scale. Focusing on transformations to

the unobserved latent variable, Bond and Lang (2019) point out that empirical results using

ordered logit or probit regression analysis implicitly assume either a normal or logistic distri-

bution on the error term, when alternative distributions of the error term are also theoretically

permissible.

In this paper, I develop a partial identification method for testing how much the cardinal

treatment of ordinal variables matters for any empirical specification. It is generally not possi-

ble to perform credible statistical inference without any assumptions. Although some of these

assumptions are plausible and based on known economic principles, inevitably some of these

assumptions are arbitrary—and at times esoteric—but necessary to interpret empirical estimates

(Tamer 2010). In the context of ordinal variables, most studies make an assumption about the

functional form of the reporting function which cannot be supported by known economic prin-

ciples.2 These sorts of assumptions are necessary to point-identify effect estimates. The method

I describe allows for estimation of a set of estimates based on a range of plausible monotonic

increasing transformations of the ordinal dependent variable. I apply this method to re-examine

empirical estimates of Nunn and Wantchekon (2011) on the slave trade and trust in sub-Saharan

Africa.3

The method described in this paper first limits the universe of monotonic increasing transfor-

mations to be defined by a parameterized function representing a (relatively extreme) range of

transformations. Next, based on this range of transformations, the researcher estimates a set of

effect estimates. Finally, if effect estimates are not robust to this initial range of transformations

and as demonstrated by Kaiser and Vendrik (2019), the researcher graphically assesses the plau-

sibility of the transformation associated with specific effect estimates. This method, therefore,

tests the sensitivity of the parameter of interest to a range of plausible monotonic increasing

transformations.

Thecontributionof thispaper is threefold. First, themethoddeveloped in thispapergeneralizes

the work of Schröder and Yitzhaki (2017) to cases using econometric specifications with multi-

ple covariates. In practice, the sufficient conditions developed by Schröder and Yitzhaki (2017)

apply only to cases either comparing means between two groups or performing simple bivariate

regression analysis.4 The empirical application shows that the inclusion of additional covariates

in a given econometric specification influences robustness of results to monotonic increasing

2 Some work aims to identify the functional form of the reporting function in specific contexts using framed experiments
(Oswald 2008; Van Praag 1991; Banks and Coleman 1981).

3 Supplemental analyses, shown in the Online Supplement, include analyses of Aghion et al. (2016) on creative destruction
and subjectivewell-being andBond and Lang (2013) on the black–white test score gap in kindergarten through third grade.
Since Bond and Lang (2013) already establish the fragility of the black–white test score gap in kindergarten through grade
three, the investigation of these results both illustrate and test the validity of the method developed in this paper.

4 Although note that Schröder and Yitzhaki (2017) do consider cases with multiple covariates, but frame their arguments
based on theoretical results.
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transformations. That is, it is possible to fail the sufficient conditions developed by Schröder and

Yitzhaki (2017), and yet, when the full set of covariates are included in the empirical specification,

the results can be robust to plausible monotonic increasing transformations.

Second, this method provides insight into the robustness of the sign, size, and statistical

significance of effect estimates. Although the sufficient conditions of Schröder and Yitzhaki (2017)

provide tests for the robustness of the sign of effect estimates, these conditions are silent about

the size and statistical significance of these estimates.5 By calculating a set of effect estimates,

this method allows researchers to fully assess the sensitively of the sign, size, and statistical

significance of effect estimates. This is important because the sign is not the only important

piece of information derived from effect estimates. Both the size and precision (i.e., statistical

significance) of effect estimates are necessary inputs into cost-benefit analysis, policy evaluation,

and the estimation of important economic parameters.

Finally, the recent work on the valid statistical treatment of ordinal variables, by Schröder and

Yitzhaki (2017) and Bond and Lang (2019), focus on ordinal variables measuring subjective well-

being or happiness. These insights also apply to any variable that measures a latent concept

using an ordinal scale. Therefore, concepts such as “satisfaction” (Frijters, Haisken-DeNew, and

Shields 2004; Clark andOswald 1996), “trust” (Nunn andWantchekon 2011; Putnam2001), various

measures of mental well-being and personality traits (Borghans et al. 2008; Baird, de Hoop, and
Oxler 2013; Cornaglia, Feldman, and Leigh 2014),measures of “affect” (Krueger et al. 2009; Krueger
2017), measures of “quality”—of political institutions (Acemoglu, Johnson, and Robinson 2001),

for example—and even standardized test scores (Bond and Lang 2013; Glewwe 1997; Jacob and

Rothstein 2016; Lang 2010; Schröder and Yitzhaki 2016) are all measured with an ordinal scale.

This paper extends existing theoretical insights to any empirical application using an ordinal

dependent variable.

The next section briefly describes the theoretical framework motivating this research. In that

section, I outline the potential theoretical consequences of the cardinal treatment of ordinal

variables and summarize the sufficient conditions developed by Schröder and Yitzhaki (2017).

Section 3 introduces the methodology developed in this paper. Section 4 empirically illustrates

this method. Finally, Section 3 concludes.

2 Theoretical Framework

Although ordinal variables are used tomeasure a variety of concepts with no natural quantitative

unit of measure, I proceed here by briefly discussing the subjective well-being literature specifi-

cally. As discussed below, the following also applies to other ordinal variables, such as happiness,

satisfaction, trust, measures of quality, standardized test scores, and other concepts that require

measurement via the use of an ordinal scale. Nevertheless, it is helpful to draw a connection

to the familiar concept of utility theory and the relevant implications for econometric analysis

(Greene 2012; Becker and Kennedy 1992). Suppose an individual’s well-being is characterized by

the following underlying relationship:

Y ∗ = X ′β +ε. (1)

In this characterization,Y ∗ is the unobserved latent well-being of the individual. The vector X
represents observable variables that define an individual’s well-being and β is a vector of regres-

sion coefficients. Since, Y ∗ cannot be directly observed, subjective well-being, Y, is measured
via an ordinal variable with the various values of μ corresponding to threshold points on the

5 This contribution also applies to work specifically focusing on the sensitivity of test scores to transformations of the scale
(see, e.g., Nielsen 2017).
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ordinal scale:

Y =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if Y ∗ ≤ 0,

1 if 0 <Y ∗ ≤ μ1,

2 if μ1 <Y
∗ ≤ μ2,

...

N if μN−1 <Y
∗.

(2)

A fundamental problem, when estimating Equation (1) with ordinary least squares (OLS), is

the values of μ are unknown.6 Using the observed ordinal scale of Y as the dependent variable
implicitly assumes that the values of Y have known and fixed intervals. Thus, OLS assumes the
ordinal variable measuring well-being is cardinal.

2.1 The Reporting Function
Oswald (2008) critiques the subjective well-being and happiness literature by arguing that this

research has yet to establish the shape of the function relating reported subjective well-being to

actual well-being. Oswald (2008) states:

As an example, imagine that there is constant marginal utility of income, but that people as

they feel cheerier, mark themselves happier on a questionnaire scale in a way in which they

are intrinsically reluctant to approach the upper possible level on the questionnaire form.

Then the reporting function itself is curved. In this case, we will have the illusion [...] that true

diminishing marginal utility of income has been established empirically.

A similar argument is easily applied to other ordinal variables, such as happiness, satisfaction,

trust, and measures of quality. Standardized test scores perhaps require a brief explanation. As

discussed in Bond and Lang (2013), standardized test scores may not have a known or fixed

interval between values.7 Consider a simple case where a test score simply assigns values based

on the number of questions answered correctly by each student. If some questions are more

difficult than others, then assuming a fixed interval or cardinal scale may not be valid. Since test

scores approximate student “learning,” answering difficult questions correctlymay signal a larger

marginal gain in learning than answering the easier questions correctly (see, e.g., Reardon 2008;

Nielsen 2017). The reporting function for test scores, therefore, defines the relationship between

actual student learning to performance on a test.

2.2 Sufficient Conditions for Robustness of Sign
Testing for the robustness ofmonotonic increasing transformations is complicated by the fact that

there are an infinite number of ways to transform an ordinal variable. Precisely, due to this reality,

Schröder andYitzhaki (2017) derive two theoretical conditionsunderwhicheffect estimateswill be

robust in sign tomonotonic increasing transformations. The first condition refers to the robustness

of mean comparisons between groups, and the second condition refers to the robustness of OLS

regression estimates.8

6 Note that even if the values of μ are known, but the distributions of the latent variable within the discrete categories are
unknown, then any empirical result will ultimately rely on strong assumptions.

7 A considerable amount of work by psychometricians aim at confronting the issue that test scores are measured on an
ordinal, rather than an interval or cardinal, scale (see Stevens 1946; Thorndike 1966; Schröder and Yitzhaki 2016). Methods,
such as item response theory (IRT), lead some to believe that test scores can be considered to bemeasured on a cardinal or
interval scale (see Baker 2001). However, this is still an open area of research, and the vastmajority of researchers consider
test scores to bemeasured on an ordinal scale.

8 I only summarize the details of these sufficient conditions to motivate the remainder of the paper; the interested reader
should reference the work of Schröder and Yitzhaki (2017).
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These conditions draw from the literature on stochastic dominance (Hadar and Russell 1969).

In particular, the first condition states that the mean of one group is larger than that of another

mutually exclusive group if and only if the former first-order stochastically dominates the latter.

This condition implies that if the cumulative distribution functions (CDFs) of each group intersect,

then it is possible to find a monotonic transformation of the ordinal scale that will change which

group has a larger mean.

The second condition introduces the concept of the line of independence minus absolute

concentration (LMA) curve. As the name suggests, the LMA curve takes the difference between two

curves: the line of independence (LoI) and the absolution concentration curve. The LoI is defined

as the weighted mean of the dependent variable, Y, multiplied by the cumulative distribution,
F (X ), of the explanatory variable, X:

LoIi =
[ 1
N

N∑
i=1

wiYi
]
×F (Xi ). (3)

The absolute concentration curve (ACC) is the cumulated product of the dependent variable, Y,
and the frequency weight,w, divided by the sum of the frequency weights:

ACC1 =
Y1w1∑N
i=1wi

, ACC2 =
Y1w1 +Y2w2∑N

i=1wi
, ... ,ACCN =

Y1w1 + ...+YNwN∑N
i=1wi

. (4)

In both Equations (3) and (4), Y1 ≤ Y2 ≤ · · · ≤ YN . Equation (4) can be interpreted as the

generalized Lorenz curve. Finally, the LMA curve is defined as follows:9

LMAi = LoIi −ACCi � N . (5)

The LMAcurve is related to the concept of second-order stochastic dominance and the absolute

Lorenz curve. Recall that second-order stochastic dominance states that if two Lorenz curves

cross, then it is impossible to determine which of two mutually exclusive groups second-order

stochastically dominates the other. Therefore, the second condition, derived by Schröder and

Yitzhaki (2017), states that if the LMA curve intersects the horizontal axis, then the absolute Lorenz

curve intersect the LoI, and there is some monotonic increasing transformation that will change

the sign of the OLS regression coefficient.10 If the absolute Lorenz curves do not cross, then there

does not exist a monotonic increasing transformation that can change the sign.11

Stated more formally, the logic of the second condition is as follows. Consider two simple

bivariate OLS regression coefficients, α1 and β1, from two separate specifications. One uses the

rawordinal variable, Y, and the other uses the transformed ordinal variable,T (Y ). If the LMA curve
of Y, with respect to X, intersects the horizontal axis, it is possible to find a monotonic increasing
transformation of the dependent variable,T (Y ), that can change the sign of the OLS regression

coefficient. That is, if α1 is positive (negative), then β1 will be negative (positive). This implies:

α1
β1

=

Cov (X ,Y )
V ar (X )

Cov (X ,T (Y ))
V ar (X )

< 0. (6)

9 A user-written STATA program is available, which allows researchers to easily generate LMA curves (Schaffer 2015).
10 Formalproofs of this condition canbe found in Yitzhaki andSchechteman (2012, 2013) and theOnlineAppendixof Schröder

and Yitzhaki (2017).
11 Note the two Lorenz curves, in this explanation, refer to one representing the “raw” ordinal values and the second

representing the “transformed” ordinal values. For the bulk of this paper, I will focus on the second condition derived
by Schröder and Yitzhaki (2017).
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Although these sufficient conditionsare instructive, importantquestions remain. First, suppose

there exists a transformation T (Y ) that allows Equation (6) to hold, what is the shape of this

transformation? Second, on the other hand, suppose there does not exist a transformationT (Y )

that allows Equation (6) to hold, does the magnitude of the coefficient meaningfully change?

Similarly, how is statistical significance affected by these transformations? Finally, Equation (1)

displayed an analytical example where there are multiple covariates, and Equations (3)–(6) only

consider one X variable. This raises a final question. Since the existing tests of Schröder and
Yitzhaki (2017) only focus on simple bivariate examples, how are researchers to test robustness

ofmore complicated specifications tomonotonic increasing transformations of the ordinal scale?

These are the questions that this paper now aims to address.

3 A Partial Identification Method

The method consists of three steps. First, the researcher defines a parameterized function rep-

resenting a (relatively extreme) range of transformations. In this section, I discuss two possible

parameterized functions representing distinct classes of transformations: (i) globally concave and

convex transformations and (ii) transformations with an inflection point. Second, the researcher

estimates a set of effects associated with this range of transformations. Finally, within this set of

transformations, and given the specific empirical setting, the researcher defines a (more narrow)

range of plausible transformations. Consistent with the “law of decreasing credibility” (Manski

2003), as the strength of the assumptions used in this last step increases, the credibility of the

effect estimate decreases.

3.1 Globally Concave and Convex Transformations
In the spirit of Oswald (2008), the reporting function can be convex, concave, or linear in the raw

ordinal rankings. The following parameterized function effectively allows the reporting function

to be convex, concave, or linear depending on the value of the σ parameter:

T(Y) =YMax ×
(

Y
YMax

)σ
� σ > 0. (7)

In this transformation, Y is the linear ordinal scale ranging fromzero toYMax—whereYMax is the
maximum value of the observed ordinal scale.12 If σ = 1, then the scale remains in its linear form.

If 0 < σ < 1, then the scale will be concave to some degree, with the distances between relatively

low levels being larger than the distances between relatively high levels. Finally, if σ > 1, then the

ordinal scalewill be convex to somedegree,with the distances between relatively low levels being

smaller than the distances between relatively high levels.

Theoretically, values of σ could exist within the positive infinite interval (0,+∞). If some

restrictions to this domain are acceptable, however, Equation (7) can help provide insight into

the robustness of a particular effect estimate to plausible monotonic increasing transformations.

Figure 1 showsEquation (7), assuming—for illustrativepurposes—a0–10ordinal scale,with several

values of σ . Plotting these functions allows researchers tomake a choice about restrictions to the

domain of transformations.

As argued by Kaiser and Vendrik (2019), graphically assessing plausibility may be the best

and most transparent approach. Alternative ways for assessing plausibility could include bench-

marking the shape of the distribution of the ordinal variable based on some other variable that

measures a related concept. This is the approach used by Bond and Lang (2019) who argue that

thedistributionof subjectivewell-being canbe just as skewedas thewealthdistribution. Although

12 This transformation ensures that the scale maintains its endpoints at zero andYMax , respectively. This point, however, is
trivial as including a scaler in Equation (7) can effectively shift the endpoints of the scale if necessary.
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Figure 1. Specific parameter values of globally concave and convex transformations.Notes: This figure shows
various transformation functions, given specific parameter values. The functions map the original variable,
Y, into a transformed ordinal variable, T(Y). In this figure, the ordinal scale is assumed to run from 0 to 10.

thismethod of benchmarking can be potentially informative, it is still widely debated by empirical

researchers. Kaiser and Vendrik (2019) demonstrate that the transformations used by Bond and

Lang (2019) imply unrealistic assumptions about the way individuals reply to survey questions.

Specifically, although the log-normal transformationusedby (BondandLang2019) is theoretically

permissible, it implies that small changes at low levels of true unobservable happiness are able

to change responses on the observed ordinal scale by several categories and—at the same time—

only large changes at high levels of true unobservable happiness are able to change responses

on the observed ordinal scale. Moreover, Kaiser and Vendrik (2019) point out that it is unclear

how knowing the predicted distribution of happiness is more or less skewed than the income

distribution informs about the plausibility of a monotonic increasing transformation. If higher

incomes are subject to decreasing marginal utility—as is assumed by many researchers and

(arguably) empirically supported—then we should expect the distribution of true unobservable

happiness to be less skewed than the income distribution.

For the subsequent empirical illustrations, I assume that σ ∈ [0.1,10] define the range of

transformations. In each of the empirical illustrations, this range of transformations is relatively

extreme. In the analysis of trust, shown in the main text, a transformation at each end of this

range impliesmassive changes in latent trust associatedwitheitheronly relatively lowor relatively

high reported trust levels. This range of transformations is purposefully extreme. It allows the

researcher to compute a large set of effect estimates associated with this wide range of transfor-

mations. As I will discuss in Section 3.3, the final step of this method is to assess a (more narrow)

range of plausible transformations.

3.2 Transformations with an Inflection Point
An alternative class of transformations are those with an inflection point. Rather than being

either concave or convex, this class of transformations are convex below and concave above an

inflection point. The motivation for this class of transformations extends the intuition of Oswald

(2008), where people are reluctant to report the highest values of some ordinal scale. If the “true”

reporting function is one with an inflection point, this would imply that people are also reluctant

to report the lowest values on the scale. Said differently, it takes a relatively large marginal gain

or loss of some latent variable to move an individual off the midpoint of the observed ordinal

scale.
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Figure 2. Specific parameter values of CDF transformations. Notes: This figure shows various transformation
functions, given specific parameter values. The functions map the original variable, Y, into a transformed
ordinal variable, T(Y). In this figure, the scale is assumed to run from 0 to 10.

Oneway to define such a class of reporting functions is to transform the observed ordinal scale

as follows:

T(Y) =YMax ×F
(X −YMid

σ

)
. (8)

In Equation (8), F (·) is the CDF with a mean ofYMid—the middle point on the ordinal scale—

and a standard deviation of σ . The domain of σ is determined by the range of the ordinal scale. In

general, if the scale is zero throughYMax and σ =YMid , then F (·) will essentially be linear.13 If σ is

relatively close to zero, then F (·) will look increasingly like a step function, with the step atYMid .

Therefore, limiting the domain ofσ is straightforwardwhen using these CDF transformationswith

an inflection point. Defining σ ∈ [0.1,YMid ] effectively characterizes all transformations from the

nearly linear case to the relativelyextremestep-functioncase. Thesedetails arevisualized inFigure

2 for a 0–10 scale.

3.3 Assessing Plausibility
The final step of this method—which is only necessary if effect estimates are not robust to the

initial range of transformations—is to limit the set of effect estimates to those associated with a

range of plausible transformations. As the work of Kaiser and Vendrik (2019) demonstrates, this
assessment is best and most transparent when implemented graphically. This is not to say that

other ways for assessing plausibility are inappropriate. Alternative ways such as (i) finding the

range of transformations that preserve empirical results that must be true based on theory or (ii)

benchmarking the shape of the distribution of the ordinal variable based on some other variable

that measures a related concept could be effective in the appropriate context.14 The present goal,

however, is to provide a framework for assessing plausibility that could be reasonably applied in

most empirical settings.

13 Although this linewill be roughly linear, itwill not exactly replicate empirical results that assumea linear reporting function.
In practice, CDF transformations do not preserve endpoints at zero andYMax , respectively. Additionally, it is not necessary
to impose the inflection point at the midpoint of the scale. In practice, any category could serve as the inflection point.

14 Indeed, Bond and Lang (2019) use a variation of this sort of validation exercise to benchmark plausibility. As the work
of Kaiser and Vendrik (2019) shows, however, these validation exercises can be controversial. Examples of this type of
validation can be found in Daly and Wilson (2009) and Di Tella, MacCulloch, and Oswald (2003), who compare subjective
well-being data with revealed preference outcome-basedmeasures of well-being in an effort to validate ordinal variables.
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Graphically assessing plausibility first requires the researcher to examine the set of effect

estimates associatedwith the relatively extreme range of transformations. If the estimated effects

are qualitatively robust for the entire range of transformations, then the researcher can conclude

that estimated effects are robust to extrememonotonic increasing transformations. Conversely, if

the estimated effects are not robust in sign, statistical significance, and magnitude for the entire

range of (relatively extreme) transformations, then the researchermust assess a range of plausible

transformations, given the empirical context. I demonstrate this sort of analysis in the subsequent

empirical illustration.

This final step may seem esoteric. It is important to acknowledge, however, that it is generally

not always possible to perform credible statistical inference without any untestable assumptions

(see, e.g., Conley, Hansen, and Rossi 2012). As discussed by Tamer (2010, p. 168), “the partial

identification approach to econometrics views economic models as sets of assumptions, some of

which are plausible and some of which are esoteric and are needed only to complete amodel.” In

this sense, partial identification allows for a way to test the sensitivity of effect estimates to these

seemingly esoteric assumptions. Stronger assumptions (e.g., assuming a linear reporting function

associated with an ordinal variable) will naturally allow for more information about a given effect

estimate, however, as the strength of the necessary assumptions increases, the credibility of the

effect estimate decreases (Coombs 1965; Manski 2003).

Any assessment of plausible monotonic increasing transformations will critically rely on the

specific elements of a given empirical application. Much like, for example, plausibly exogenous

instrumental variables (Conley et al. 2012). In the empirical applications discussed in this paper, I
rely on existing research that specifically assesses the plausibility of various transformations of

subjective well-being and happiness scales (Banks and Coleman 1981; Van Praag 1991; Oswald

2008; Kaiser and Vendrik 2019) and the cardinal properties of standardized test scores (Reardon

2008; Nielsen 2017). Specifically, and as discussed in more detail in Section 4.2, if the reporting

function of subjective well-being is curved at all, it is likely to be concave and the relationship

between test scores and student learning is likely convex. Combining the general analytical

approach developed in this paper with specific assessments of plausible transformationswithin a

given empirical context provides useful structure for testing robustness of the cardinal treatment

of ordinal variables.

4 Empirical Illustration

The primary empirical illustration re-evaluates the effect of the slave trade on present-day trust in

sub-Saharan Africa. Using OLS, Nunn and Wantchekon (2011) find a negative and statistically sig-

nificant relationship between their preferredmeasure of slave trade activity and variousmeasures

of trust with the following specification:

T rusti edc =ψc +ϕSl ave E xpor t se +X
′
i edcΓ +X ′

dcΩ +X ′
eΦ+ηi edc . (9)

In Equation (9), i represents individuals, e ethnic groups,d districts, and c countries. Thedepen-
dent variableT rusti edc represents each of the variables measuring trust of relatives, neighbors,

the local council, intragroup, and intergroup measured on a 0–3 ordinal scale—as measured in

the Afrobarometer survey data.ψc captures country fixed effects, and Sl ave E xpor t se indicates

the number of slaves sold from a particular ethnic group e.15 The various X vectors are individual,
district, and ethnic group level control variables. Finally, ηi edc is the error term.

Concerned about the possibility of omitted variables biasing these results, the authors under-

take several strategies to identify the causal relationship between the slave trade and trust. One

15 Slave exports are natural log of one plus slave exports normalized by land area.
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Figure 3. LMA curveswith Afrobarometermeasures of trust and the slave trade.Notes: This figure shows LMA
curves between the fivemeasures of trust gathered via the Afrobarometer survey and the natural log of slave
exports normalized by land area (Nunn and Wantchekon 2011). The y-axis is fixed between all graphs.

of these strategies is instrumental variable analysis, where the distance of an individual’s ethnic

group from an ocean coast instruments for slave trade activity. The instrument approximates an

ethnic group’s exposure to the slave trade and is unlikely to be correlatedwith factors that impact

present-day trust. In this illustration, I will examine the results from the instrumental variable

estimation strategy. The simulation results from the simple OLS specification do not change the

core findings from this analysis and are shown in the Online Supplement.

In this section, I present three elements involved in performing this method to test for robust-

ness to the cardinal treatment of ordinal variables. First, I comment on the results of the sufficient

conditions derived by Schröder and Yitzhaki (2017). These results are illustrated as graphs of

LMA curves and shown in the Online Supplement. Second, I graphically report the set of effect

estimates. These results are shown by plotting the point estimate and the associated confidence

interval for a (relatively extreme) range of monotonic increasing transformations. Finally, I com-

ment on calculating plausible bounds on the originally reported point estimates in the case that

results are not robust to an extreme range of transformations.

Figure 3 shows the LMA curves for each of the five measures of trust and the variable of

interest, the natural log of slave exports normalized by land area. In this figure, all but one of the

LMA curves do not cross the horizontal axis. The LMA curve that does cross the horizontal axis,

intergroup trust, does so for relatively high values of trust. For all other measures of trust, the

LMA curves suggest a negative covariance with the natural log of slave exports over land area.

Taken together, these graphical results suggest that, except for perhaps the effect on intergroup

trust, the empirical findings of Nunn andWantchekon (2011) pass the second theoretical sufficient

condition of Schröder and Yitzhaki (2017). Even so, the statistical significance of the findings

or the overall magnitude of the results may be meaningfully affected by monotonic increasing

transformations.
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Figure 4. Effect sets for Nunn and Wantchekon (2011)—globally concave and convex transformations. Notes:
The dark lines represent the point estimates for a given specificationwith the corresponding value of log(σ).
Logging the value of σ allows for equal share of the graph to represent concave and convex transformations.
Lighter lines represent 95% confidence interval calculated with standard errors clustered by ethnicity. Each
panel refers to a different specification used in Table 5 of Nunn and Wantchekon (2011). Panel A refers to
column (1) with the dependent variable trust of relatives. Panel B refers to column (2) with the dependent
variable trust of neighbors. Panel C refers to column (3) with the dependent variable trust of local council.
Panel D refers to column (4) with the dependent variable intragroup trust. Finally, Panel E refers to column
(5) with the dependent variable intergroup trust.

4.1 Graphical Results
Figures 4 and5 showeffect estimates for eachof the two classes of transformations, for eachof the

fivemeasures of trust in others, relating to the results reported in Table 5 of Nunn andWantchekon

(2011). The authors argue that the magnitudes of these estimated effects are economically mean-

ingful. Specifically, a one standard deviation change in the intensity of the slave trade represents

a−1.10 to−0.16 standard deviation change in each of the five differentmeasures of trust in others.

The authors also perform a variance decomposition to assess economic significance, as discussed

below.

4.1.1 Globally Concave and Convex Transformations. Figure 4 shows estimated effect sets based on

globally concave and convex transformations of specifications using each of the five measures of

trust asdependent variables. Thecentral findingofNunnandWantchekon (2011) is that individuals

whose ancestors were heavily impacted by the slave trade are less trusting today. This qualitative

result largely persists for the entire range of these (relatively extreme) transformations. There is

no alternative transformation that changes the sign on any of the estimated coefficients.
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Figure 5. Effect sets for Nunn and Wantchekon (2011)—transformations with an inflection point. Notes: The
dark lines represent the point estimates for a given specificationwith the corresponding sigma value. Lighter
lines represent 95% confidence interval calculated with standard errors clustered by ethnicity. Each panel
refers to a different specification used in Table 5 of Nunn and Wantchekon (2011), presenting instrumental
variable estimation results. Panel A refers to column (1) with the dependent variable trust of relatives. Panel
B refers to column (2) with the dependent variable trust of neighbors. Panel C refers to column (3) with the
dependent variable trust of local council. Panel D refers to column (4)with thedependent variable intragroup
trust. Finally, Panel E refers to column (5) with the dependent variable intergroup trust.

Moreover, for three out of five specifications, the effects remain statistically significant for the

full range of transformations. The two exceptions are the effects of the slave trade on trust of

the local council and intergroup trust, which both become statistically insignificant for convex

transformations.While discussingmagnitude, the authors perform a variance decomposition and

find that, along with the other covariates, slave exports explain 5.4% of the total variation of

trust in neighbors. Additionally, of this 5.4%, about 16% is explained by slave exports. Results

from the simulation analysis show that over all values of log( σ), along with the other covariates,

slave exports explain between 4.2% and 5.4% of the total variation of trust in neighbors. Fur-

thermore, of this 4.2%–5.4%, roughly 16% is consistently explained by slave exports. Therefore,

despite concerns about the invalid cardinal treatment of ordinal variables, the results of Nunn

and Wantchekon (2011) are robust even relatively extreme transformations of the ordinal scale

measuring trust.

4.1.2 Transformations with an Inflection Point. As discussed above, an alternative class of transforma-

tions are thosewith an inflection point. Figure 5 shows estimated effect sets based on transforma-

tions with an inflection point for the instrumental variable estimates from Nunn andWantchekon
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(2011). Similar to the effect sets based on globally concave and convex transformations, the

empirical findings of Nunn and Wantchekon (2011) are robust to a class of transformations with

an inflection point. For all transformations, none of the coefficient estimates change sign. This

is consistent with the theoretical conditions of Schröder and Yitzhaki (2017). Moreover, with the

exception Panel A, referring to the effect on trust with neighbors, all coefficient estimates are

statistically significant for all CDF transformations. In Panel A, the estimate becomes statistically

insignificant for σ values close to zero, when the transformation resembles a step function and is

essentially a binary indicator variable identifying if respondents trust their relatives or not. Finally,

themagnitudeof the coefficient estimates themselves are also relatively robust to these (relatively

extreme) transformations.

4.2 Plausible Effect Bounds
So far, the range of alternative transformations could be characterized as relatively extreme. In the

case of the globally concave and convex transformations, the range is defined by anyσ ∈ [0.1,10].

A transformation associated with σ = 0.1 implies that moving from a reported trust score of 1—on

the 0–3 ordinal scale—measures a massive relative change in latent trust, while a transformation

associatedwithσ = 10 impliesonlymoving froma reported trust scoreof 3 toa scoreof 4measures

any noticeable relative change in latent trust. In the case of transformations with an inflection

point, the range extends from transformations suggesting a step function to transformations

that are roughly linear. Step-function transformations imply that the only useful information

embedded within the trust score relating to latent trust is whether or not the respondent reports

a trust score of greater than 2. A roughly linear transformation, on the other hand, implies that

each trust score represents an equal marginal gain in latent trust. In both of these cases, the

range of alternative monotonic increasing transformations likely represent transformations that

are implausible in this specific empirical setting.

As noted above, however, the estimated effect sets reported in Figures 4 and 5 show that the

results of Nunn and Wantchekon (2011) are robust to these relatively extreme and likely implau-

sible transformations. This finding of robustness to extreme transformations provides evidence

supporting the cardinal treatment of ordinal variables.16

Thismethod requires oneadditional step in applicationswhere estimatedeffects arenot robust
to a relatively extreme set of transformations—as is the case when reanalyzing the results from

Aghion et al. (2016) andBondandLang (2013), shown in theOnline Supplement. The task then is to
determine a plausible range of transformations and, therefore, plausible bounds on the estimated

effects.

What is a plausible transformation of the ordinal scale in these empirical contexts? In the

case of Aghion et al. (2016), the work of Kaiser and Vendrik (2019), who focus on assessing the
plausibility of transformations to subjectivewell-being and happiness scales, is instructive. Kaiser

and Vendrik (2019) cite three studies that experimentally aim to identify the functional form of

the reporting function defining the relationship between subjective feelings and objective reality.

Empirical analysis reported by Oswald (2008) cannot reject that the reporting function is linear—

if it is curved at all, it is slightly concave. Additionally, results found by Van Praag (1991) and

Banks and Coleman (1981) cannot rule out the finding that individuals in their study use a linear

reporting function on average. Although these cited studies provide some suggestive evidence

that assuming a linear reporting function may indeed be valid, this likely will be considered a

relatively strong assumption. Assuming linearity of the reporting function leads to more precise

effect estimates, but ultimately with less credibility.

16 The evidence is weak in the sense that we may have simply chosen the wrong class of transformations; however, the
transformations used to estimate the effects in Figures 4 and 5 should represent a large share of plausible classes of
transformations.
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Based on this assessment, Table A1 in the Online Supplement reports plausible bounds on

the effect estimates for the results of Aghion et al. (2016) based on transformations associated
with σ ∈ [0.4,2.5]. This range of plausible transformations allows for both concave and convex

transformations, but only transformations such that response categories are only 10 times larger

on opposite ends of the scale.17 As shown in the Online Supplement, when limiting alternative

transformations to this more limited plausible range, I find that the set of effects extend from a

small and statistically insignificant effect to aneffect that is statistically significant andalmost 50%

larger than that originally reported. Thus, the results of Aghion et al. (2016) are not robust to even
plausible transformations of the ordinal scale measuring subjective well-being.

In the case of Bond and Lang (2013), the work of Reardon (2008), and specifically insights

from applying IRT results to the Early Childhood Longitudinal Study-Kindergarten (ECLS-K) data,

provide structure for an assessment of plausible transformations. In particular, Reardon (2008)

estimates IRT parameters indicating how each question on the ECLS-K test predicts student

learning.18 The author finds that roughly 40% of the questions in the ECLS-K have a relatively high

likelihood of predicting no information about student learning. Most fundamentally, this suggests

that the relationship between the observed test score and student learning is unlikely to be linear.

It also suggests that at low (high) test score levels, themarginal gain in student learning is relatively

small (high). Taken together, this suggests that transformations with an inflection point are less

plausible in the context of test scores, and implies that a plausible reporting function is convex to

some degree. To what degree? Assuming that 40% of the questions could be answered correctly

by guessing suggests that a σ value of 5 is relatively plausible.19 Therefore, a plausible range

of transformations extends from σ ∈ [1,5]. As shown in the Online Supplement, when limiting

alternative transformations to this more limited plausible range, I find the set of estimates largely

replicates the core findings of Bond and Lang (2013) and support the fragility of these results to

transformations of the test score scale.

This discussion demonstrates how this method can be used to test for robustness of effect

estimates to the cardinal treatment of ordinal variables. As the supplemental illustrations shown

in theOnline Supplement highlight, thismethod can apply to virtually any variable that cannot be

directly observed andmust be quantitatively measured on an ordinal scale.

5 Conclusion

This paper builds off recent contributions of Schröder and Yitzhaki (2017) and Bond and Lang

(2019) on the appropriateness of the cardinal statistical treatment of ordinal variables. I develop

a partial identification method for testing the robustness of empirical estimates to a set of mono-

tonic increasing transformations of the ordinal scale. This approach allows for the calculation of a

set of plausible effect estimates based on a range of assumptions about the cardinal properties of

an ordinal variable. To illustrate this method, I re-examine the effect of the slave trade on trust in

sub-Saharan Africa (Nunn and Wantchekon 2011). Supplemental illustrations include analysis on

the effect of creative destruction on subjective well-being (Aghion et al. 2016) and the evolution of
the black–white test score gap (Bond and Lang 2013).

The empirical applications clarify three empirical points that extend existing theoretical

insights (Schröder and Yitzhaki 2017). First, failing existing theoretical tests for the valid cardinal

treatment of ordinal variables may not be a serious problem in practice, because it may be the

17 A conceptualway to characterize these transformations is that individualswhohold a reporting functiondefinedbyσ = 0.4
are pessimistic in the sense that only relatively high levels of latentwell-being are sufficient tomove themoff relatively low
levels of the observed scale. Conversely, individuals who hold a reporting function defined by σ = 2.5 are optimistic.

18 For transparency, the effectiveness of IRT is a historic and still active topic of debate in the psychometric literature. See,
e.g., Lord (1975).

19 That is, only after a student answersmore than40%of thequestions correctly does the test scorebegin to takeonapositive
relationship with student learning. See Figure 1.
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case that only extreme monotonic increasing transformations substantially change empirical

results. Second, passing existing theoretical tests does not necessarily imply that empirical results

are robust, because the size of estimated coefficients could change dramatically for monotonic

increasing transformations. Third, passing existing theoretical tests does not imply that the

statistical significance of results is robust to monotonic increasing transformations of the ordinal

scale, even if the size of the coefficient estimates are relatively robust.

These findings carry implications for future empirical research, which necessitates the use of

ordinal variables. Inevitably, as social science research extends itself into realms of society, the

economy, and politics where factors cannot be quantitatively measured or directly observed, the

need to use ordinal variables becomes increasing frequent. This situation presents a challenge to

researchers regarding empirical methodology. The research builds of the recent work of Schröder

and Yitzhaki (2017) and Bond and Lang (2019), who show that it is no longer valid to assume

that the ordinality or cardinality of ordinal variablesmakes no qualitative difference. The cardinal

treatment of ordinal variables can lead to incorrect empirical findings. Although some empirical

findings may be robust to alternative monotonic increasing transformations, many will not be.
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