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ADAM J. RAMEY

I ndividuals who are more sensitive to negative outcomes from error are more likely to pro-
vide nonresponses in surveys. We argue Neurotics’ sensitivity to negative outcomes leads
them to avoid gathering costly information and forming/reporting opinions about stimuli.

Using data from the 2014 Cooperative Congressional Election Study, we show Neuroticism is
strongly and positively associated with NA/DK responses when placing politicians on a seven-
point ideological scale. We then introduce to political science a Bayesian hierarchical model
that allows nonresponse to be generated by both a lack of information as well as disincentives
for response. Using this model, we show that the NA/DK responses in these data are due to
inhibited information collection and indecision from error avoidance by Neurotics.

Individuals may fail to respond to political questions for many reasons, possibly including
the influence of one’s personality traits.1 Personality traits are persistent individual differ-
ences, and psychologists have developed models to capture underlying structure in those

differences. The five-factor model of personality has gained support from psychologists, and
political scientists have been incorporating the Big Five personality traits identified by this
model into the study of political behavior and institutions (Mondak and Halperin 2008; Gerber
et al. 2010; Mondak et al. 2010; Dietrich et al. 2012). Neuroticism is associated with instability,
suggesting it is of particular importance for information processing (Robinson and Tamir 2005;
Flehmig et al. 2007; Mondak et al. 2010), and it has been associated with decreased political
knowledge (Gerber et al. 2011). However, there are several mechanisms by which it may express
itself through nonresponse on items requiring political knowledge—namely, inhibited data
collection and indecisiveness from lower expected utilities of response. Neurotics may inhibit their
exposure to contentious information, or they may be less likely to form opinions due to “mental
noise” or, as we argue, error sensitivity (Robinson and Tamir 2005; Mondak and Halperin 2008;
Gerber et al. 2011). However, little work has been done to understand how Neuroticism leads
individuals to be less likely to respond to political questions, a question we investigate here.2
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1 Evidence suggests personality traits are stable and causally prior to attitudes and behaviors, which draws us
to them even though we acknowledge that there are many other psychological variables of importance (McCrae
and Costa 1996; Roberts and DelVecchio 2000; Fraley and Roberts 2005).

2 One notable exception is Jessee (2015), who argues personality traits are unrelated to why individuals
choose “don’t know” responses on surveys. Conversely, Ramey, Klingler and Hollibaugh (2016) showed that
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However, doing so requires modeling the underlying nonresponse decision, as both inhibition
and indecision result in responses that will be coded as NA/DK, rendering them observationally
equivalent to the consumer of the resulting data, even though these responses may arise from
different underlying psychological processes. Treating such responses identically has the
potential to affect inferences due to underlying group-level heterogeneity. This is endemic to
survey research, as many surveys give individuals the opportunity to skip questions (NA) or
elicit “don’t know” (DK) responses. Though deleting these observations is common, doing so
can lead to biased inferences. Fortunately, Bradlow and Zaslavsky (1999) provide an approach
that models missingness using a hierarchical, multiple latent variable approach. It considers
individuals’ responses as a product of three variables: saliency, opinion, and decisiveness.

Remarkably, this approach mirrors our model of decisionmaking as a function of
Neuroticism. We expand on this approach and merge it with the insights of Aldrich and
McKelvey’s (1977) approach to modeling ideological placements of elites by survey respon-
dents. This model enables the use of surveys with missing data to estimate the ideological
placements of elites in a common space, and to examine the underlying psychological processes
that result in NA/DK responses, which would not be possible with conventional methods of
dealing with missingness.3

This paper proceeds as follows. We first discuss the literature on missing data, then the
five-factor model of personality, focusing on Neuroticism, and its connection with political
information. We then expand upon the core cognitive constraint framework proposed by
Ramey, Klingler and Hollibaugh (2017) and articulate two mechanisms—inhibition and
indecision—this framework implies for Neuroticism.4 We then discuss our Bayesian
hierarchical model. Subsequently, we investigate the relationship between Neuroticism and
NA/DK responses, modeling NA/DK responses as a function of both the ability to collect
adequate information to form an opinion on an item (salience) as well as sensitivity to potential
error disutility from reporting clear opinions (decisiveness). The results suggest NA/DK
responses are a feature of Neuroticism’s inhibited information gathering as well as indeci-
siveness due to error sensitivity. We then discuss the implications for studying political
information as well as characterizing personality traits for modeling purposes.

MISSING DATA

Missing data have long drawn the ire of social science researchers. In the case of surveys, item
nonresponse can cause serious problems for multivariate analysis. Moreover, traditional
remedies like listwise deletion, pairwise deletion, mean-insertion, or dummy variable adjust-
ment have been shown to cause serious bias in estimates and/or inferences (King et al. 2001).
As a result, a large literature (e.g., Heckman 1976; Rubin 1987; Schafer 1997; Gelman, King
and Liu 1998; Berinsky 1999; King et al. 2001) has emerged that models missingness in ways
that minimize the bias traditional remedies might induce.

This literature can be divided into two loosely defined classes. The first is that of multiple
imputation models (e.g., Rubin 1987; Little and Rubin 1989; Schafer 1997; Gelman, King and
Liu 1998). This paradigm seeks to “impute” the missing values by using other observed

(F’note continued)

personality traits are related to the initial decision to respond to surveys, though they do not investigate the
relationship between personality traits and the eventual response.

3 Even modifications of the Aldrich-McKelvey (AM) method that allow for missing data (e.g., Hare et al.
2015) assume the missingness is random, which we argue is an untenable assumption.

4 For an alternative perspective, see Hall (2015).
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information in the data. The method is easy to implement and available in most standard
statistical packages. Though categorical variables present difficulty, imputation is about as close
as one can get to a one-size-fits-all methodology.

However, this approach has limitations, two of which are of particular interest. First, the
missingness must obey the so-called missing at random (MAR) assumption. Following King
et al. (2001), let Dobs denote observed data, Dmis denote missing data, D denote the total data,
and M represent missingness. Data are MAR if Pr(M|Dobs, Dmis) = Pr(M|Dobs). That is, data
satisfy MAR if missingness can be modeled as a function of observed data. A canonical
example of this sort of missingness is the case of high-wage earners who fail to report
their income in surveys. While their income may be unobserved, several known correlates
(e.g., education) are not missing. By conditioning on observed covariates, we may model
missingness using existing algorithms. However, if the missing observations cannot be
predicted from observed covariates, MAR is not satisfied and multiple imputation is not usable
(Weisberg 2009). A second issue is the nature of the missingness itself. Indeed, when
considering NA/DK responses, particularly those on opinion-oriented questions, is it the case
that missing values are simply censorings or “accidents”? Perhaps it is the case that individuals
who do not choose a response or elicit “don’t know” may be actually making a choice in the
same sense as the other categories provided. If this is true, King et al. concede that cases “…
when ‘no opinion’ means that the respondent really has no opinion rather than prefers not to
share information with the interviewer should be treated seriously and modeled directly …”

(2001, 59).
Another class is deemed by King et al. (2001) as “application specific” (e.g., Heckman 1976;

Bartels 1999; Berinsky 1999; Jessee 2015), and generally requires modeling of the missingness
mechanism. Two such approaches (Heckman 1976; Berinsky 1999) consider data in terms of
the selection model, where those choosing NA/DK select themselves out of the sample. While
useful, this approach has limitations; these models require exclusion restrictions to ensure
identification, and they restrict missingness to result from one choice. However, it is also
plausible to think missingness results from several different factors, including insufficient
information to form and report opinions, disincentives for response, or indifference due to
uncertainty.5

Other literature on uncertainty and candidate evaluation suggests uncertainty manifests itself
as response variance rather than nonresponse (e.g., Zaller and Feldman 1992; Alvarez and

5 Some discussion of the role of Bayesian methods in missing data analysis is also warranted. The imputation
posterior (IP) multiple imputation algorithm (Schafer 1997), itself a version of Tanner and Wong’s (1987) data
augmentation algorithm, provides a Bayesian way of calculating the exact posterior distribution of the missing
values. Like all Bayesian methods, the IP algorithm is computationally intensive, and faster algorithms (e.g.,
King et al. 2001; Blackwell, Honaker and King 2015) have been developed. However, within the social sciences,
Bayesian methods have largely been implemented within the second class of methods, the aforementioned
“application-specific” ones. Indeed, nearly the entire class of Bayesian ideal point estimation models (e.g.,
Clinton, Jackman and Rivers 2004; Clinton et al. 2012; Tausanovitch and Warshaw 2013; Ramey 2015) are
exemplars of this type. Treier and Hillygus note, “[w]ith a Bayesian approach, an individual’s latent ideology
scores are estimated with the data available for that individual, and those estimates are simply less precise for
those with less data … In contrast, classical factor analysis would require a correction to the ‘Swiss cheese’ data
structure, by either collapsing the different question formats, using listwise deletion, or in some way imputing
data to fill in the holes” (2009, 685). This distinction can be seen in the work of Hare et al. (2015), who
implement a Bayesian version of the Aldrich and McKelvey (1977) method, thus allowing it to use incomplete
and missing observations. Though Hare et al. (2015) do not model the missingness mechanism, and instead
assume MAR, other scholars have begun to push on this front. For example, Rosas, Shomer and Haptonstahl
(2015) provide a framework for estimating ideal points using roll-call data where the missingness is modeled (as
opposed to simply assuming MAR).
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Franklin 1994; Glasgow and Alvarez 2000; Alvarez and Brehm 2002). However, Bartels (1986)
considers nonresponse to be a result of uncertainty, and Alvarez and Franklin note “it is natural
to treat these ‘don’t know’ respondents as more uncertain than those who place the [stimulus],
but then say they are not very certain of the location” (1994, 680). Thus, we find it plausible that
missingness may arise from either insufficient information to form and report an opinion, from
low expected utilities of response among those who have opinions, or both.6 We believe that
focusing on personality traits—in particular, Neuroticism—and modeling the decision-making
process can help us understand why respondents elicit NA/DK responses.7

NEUROTICISM, INHIBITION, AND INDECISION

The Big Five model of personality proposes five personality traits derived from factor analysis
of questionnaires as well as descriptive language (Goldberg 1981; John 1990), and these
traits—Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism (often
reverse coded as Emotional Stability)—have achieved prominence and have been used to
predict life outcomes ranging from romantic fulfillment to mortality, with predictive power
comparable with socioeconomic status and cognitive ability (Roberts et al. 2007). Neuroticism
is associated with anxiety, depression, impulsiveness, and vulnerability to stress (Almlund et al.
2011). Related traits include external locus of control, irritability, and a sense of vulnerability
(John, Robins and Pervin 2008). Neurotics tend to have low self-esteem and are unstable,
withdrawn, easily angered, and difficult to motivate.

There are few clear connections between Neuroticism and political phenomena, though one
that has received attention is an association with ideological extremism (Soldz and Vaillant
1999). A second line of inquiry stems from the idea that Neurotics may have more uncertainty
about their attitudes (Mondak et al. 2010). Others have examined the relationship between
Neuroticism and political information. Mondak and Halperin (2008, 345) hypothesized
Neurotics’ instability would lead them to be more opinionated (in contrast with calm and silent
emotionally stable individuals) overall, while avoiding group-based activities (such as
meetings) where conflict is possible and “social distress” might be induced. These predictions
were borne out by the data, with Neurotics more likely to be (and be perceived as) opinionated
and to be politically knowledgeable, but less likely to engage in the political process, pre-
sumably due to the possibility of “social distress.” Conversely, Gerber et al. (2011) posited
political contentiousness would prevent Neurotics from becoming interested and knowledgeable
about politics in the first place (and not merely less likely to participate despite greater
knowledge), a contention supported by the data. These divergent findings as to the underlying
cause of underparticipation among Neurotics indicates we have not yet been able to distinguish
between insufficient political knowledge and/or revealed opinionation (both of which can
manifest as survey nonresponse) arising from either inhibited information collection or from

6 We assume individuals are sensitive to error, and guessing due to uninformative beliefs might to optimal
nonresponse (Holroyd and Coles 2002). For those with uncertain but informative beliefs, the expected utility of
response would be a function of the penalties (rewards) for “incorrect” (“correct”) responses and the probability
of providing such a response. The probability of incorrect responses would presumably increase with belief
variance.

7 While Jessee (2015) examines the relationship between personality and “don’t know” responses, he does
not explicitly model the decision-making process that leads to such responses, instead preferring to rely on a
multinomial probit item response model. However, this approach, while useful, is inapplicable when the
decision-making process is hierarchical and NA/DK responses may arise from different processes, which is what
we argue here.
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refusal to reveal opinions (even if opinionation and/or knowledge is higher), through
Neuroticism has been connected to both mechanisms. Importantly, both of these bodies of work
agree that political contentiousness should result in Neurotic individuals being less likely to
participate in the political process, even in the presence of higher levels of opinionation
(as Mondak and Halperin [2008] suggest). Thus, we spend the rest of this section articulating how
Neuroticism’s neurological roots should lead individuals to perceive greater penalties for error (and
thus more likely to refuse to form and reveal opinions) and less likely to collect information.

The association between Neuroticism and error sensitivity has been linked to serotonin (Gray
and McNaughton 2003), with a broader theory suggesting a biochemically induced fixation on
negative outcomes (Gray and McNaughton 2003; DeYoung and Gray 2009). In the lab,
Neurotics are prone to behavioral inhibition through passive avoidance and freezing,
presumably due to this fixation (DeYoung and Gray 2009). If Neurotics are fixated on error and
negative outcomes, the best way to avoid negative outcomes and stress would be to withdraw
and maintain the status quo. Whether through sensitivity to error, stress avoidance, or a
tendency to negative self-evaluation, Neuroticism can be modeled as a sensitivity to and fixation
on prospective negative outcomes, as proposed by Ramey, Klingler and Hollibaugh (2017).

Negative outcomes in this context refer to losses relative to a neutral reference point, similar
to the approach taken by prospect theory (Kahneman and Tversky 1979; Tversky and
Kahneman 1992; Derryberry and Reed 1994). Fortunately, the process by which individuals
choose to form and report opinions is decision theoretic, meaning we can consider the decision
by an individual to form a clear opinion on the ideological position of a political actor. In line
with the relative utility structure suggested by the neuropsychology literature on Neuroticism,
we assume a status quo baseline with zero utility. It is trivial to state that any losses relative to
the status quo are thus negative utilities, and any gains are accordingly positive.

We assume individuals, when presented with a stimulus, must either form and report a clear
opinion, or avoid doing so. In the present context, we use the term formation to refer to both the
decision to form an opinion and report that opinion for evaluation. If no opinion is formed, the
status quo is maintained and the individual receives neither negative outcomes nor reward.
If an opinion is formed, the individual is correct with probability p∈ (0, 1) and receives a
reward, R, or is incorrect with probability 1− p and receives a negative outcome L. We assume
this outcome is a negative emotional state arising from experiencing error, and the reward
consists of positive feelings from being correct, as well as any other gains resulting from having
accurate information.

We assume a two-dimensional type space for sensitivities to reward and negative outcomes.
We assume an individual’s sensitivity to negative outcomes is x∈ [1, ∞) and the sensitivity to
reward is y∈ [1, ∞). The negative outcome, L, is weighted by x, and the reward, R, is weighted
by y. We therefore have the following utilities for opinion formation and nonformation:

UN = 0;

UF = pRy�ð1� pÞLx:
We define m to be R

L, or the ratio of the magnitude of the reward to the magnitude of the
negative outcome. If we identify the conditions under which it is optimal to not form an
opinion, and substitute in m appropriately, we see nonformation is weakly optimal when

x≥
p

1� p

� �
my: (1)

As the importance of negative outcomes increases, nonformation is more likely to be optimal.
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Now, consider an extension where the player may pay a cost c∈ [0, ω(Ry+Lx)] to collect
additional information and increase the probability of a correct opinion from p to p+ω, where
ω∈ (0, 1− p].8 The costs of information acquisition aside, the utility of nonformation is unaffected
by p, while the utility of formation increases. However, we assume individuals will only pay the
cost if doing so weakly increases their expected utility. Therefore, the ability to pay for information
acquisition results in three cases. In the first case, where x<

� p
1� p

�
my, opinion formation is

always optimal, and there is no need to pay for more information before doing so. However,
since doing so increases the probability of being correct, and therefore increases the
potential rewards relative to negative outcomes, the individual will pay the cost. When
x 2 �� p

1� p

�
my;

� p +ω
1� p�ω

�
my� c

Lð1� p�ωÞ
�
, opinion formation is optimal, conditional on paying for

more information before doing so, as the individual is sufficiently sensitive to negative outcomes
(but not so much that opinion formation is never optimal). Finally, opinion formation is never
optimal when x>max

�� p
1� p

�
my;

� p +ω
1� p�ω

�
my� c

L 1� p�ωð Þ
	
, because the individual is so sensitive

to negative outcomes that not even the additional information that could be purchased will be
sufficient (at least at the specified cost). Additionally, since there are limits to the information that
may be gathered, increasing x will weakly increase the probability no opinion is formed and
gathering no information becomes more optimal. Figure 1 presents an example of how the relative
sensitivities to reward and negative outcomes affect the formation and acquisition decisions.9

We assume personality measures for the trait of Neuroticism capture its core cognitive
constraint, which is a sensitivity to prospective negative outcomes; accordingly, Neuroticism is

Fig. 1. Opinion formation as a function of sensitivities to reward and negative outcomes

8 For tractability, assume both c and ω are exogenously determined. However, the substantive results are
similar if the individual is allowed to pay varying costs c for varying amounts of information. Additionally, the
upper bound on c ensures the cost is sufficiently reasonable relative to ω.

9 Figure 1 was created using R = 3, L = 3, p = 0.5, ω = 0.2, x∈ [1, 10], y∈ [1, 10], and c = 1.
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parameterized as x in the above model. In the empirical model that follows, the relative utility of
response is described as decisiveness.10 As increases in x are associated with an decreased
likelihood of choosing to form an opinion, we obtain the following hypothesis:

HYPOTHESIS 1: More Neurotic individuals should be less be decisive.

Next, collecting information on a particular stimulus can be described as finding that stimulus
salient. In the decision described above, as x increases, it is more likely to be suboptimal for an
individual to collect information on a stimulus. This generates a second hypothesis:

HYPOTHESIS 2: More Neurotic individuals should find the response stimuli less salient.

As Neurotic individuals collect less information and are less likely to choose to form and
report opinions, we expect them to be more likely to not have clear evaluations of stimuli and
therefore present NA/DK responses, suggesting the following hypothesis:11

HYPOTHESIS 3: More Neurotic individuals should provide more NA/DK responses.

Finally, as Neurotics will collect less information, they will be less informed about broad sets
of stimuli, including the ideological scale itself, thus generating our final hypothesis:

HYPOTHESIS 4: More Neurotic individuals should incorrectly perceive the ideological scale.

A STATISTICAL MODEL OF THE DECISION-MAKING PROCESS

The most common approach to modeling ideological placements of elites by voters was pio-
neered by Aldrich and McKelvey (1977). The AM algorithm assumes an arbitrary individual i’s
placement of an elite stimulus j on an ordinal ideological scale is given by

yij = ai + bixj + εij; (2)

10 This terminology used by Bradlow and Zaslavsky (1999) in the discussion of the hierarchical model is used
here. This terminology is limited to this model and not the broader concept of decisiveness in the public opinion
literature.

11 Upon initial reading, Hypotheses 2 and 3 might seem incompatible with Zaller and Feldman’s (1992) model of
survey response. However, it is consistent with Zaller (1990), which discusses nonresponse to a far greater degree than
in Zaller and Feldman (1992), which is explicitly concerned about response stability. From the 1990 paper:

[Deduction] 1 claims that people will not, on average, be very critical in deciding which of the messages
encountered they will accept. Some persons, however, may have been exposed to few or no persuasive
arguments on some issues; or, because they rarely think about the arguments they have accepted, they may be
unable (via A3) to call any considerations to mind in the short time they give themselves for answering
survey questions. Such persons must presumably answer questions with “no opinion.” Because people who
are low on political awareness would tend to think less about politics than other persons would, they should
be less likely to offer opinion statements or, conversely, more likely to offer no opinion responses (D2).
Krosnick and Milburn [1990] review the considerable evidence supporting this deduction (Zaller 1990, 129).

Consider a hypothetical person who is so Neurotic that she has failed to gather significant information. In this
case, when confronted with a survey item, the number of considerations available for recall would be very low
and thus she would be more likely to offer a NA/DK (or in Zaller’s terms, “no opinion”) response.
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where ai and bi are individual distortion parameters and xj the latent ideological locations of the
elite stimuli.12 The distortion parameters capture the idea that individuals may perceive the
underlying ideological space differently. Aldrich and McKelvey (1977) estimate this model
using a singular value decomposition and demonstrate it accurately recovers the locations of
stimuli as well as the information possessed by the survey respondents.

Unfortunately, this procedure cannot handle missing values and removes individuals who fail
to place even just one stimulus. Addressing this shortcoming, Hare et al. (2015) develop a
Bayesian version that can incorporate missing values.13 Their approach assumes missing pla-
cements are MAR and are drawn from the assumed distribution of the placements.

However, this assumption is generally problematic and particularly so with respect to Neu-
roticism. Specifically, we do not believe missing placements are MAR. Instead, we believe
missing placements are influenced by individuals’ personality traits—namely their varying
degrees of Neuroticism. If this is the case, then we should actively model the decision-making
process, whereby individuals decide to answer (or not to answer) elite placement questions.

Our approach does just this. We expand upon a model developed by Bradlow and Zaslavsky
(1999), which assumes NA/DK responses are driven by latent psychological processes. We then
merge this approach with the insights of the AM algorithm. While our interests are in the effects
of Neuroticism, the framework we develop can be applied to any similar decision-making setup.

To begin, let i = 1, 2, …, N denote the set of respondents to a survey and let j = 1, 2, …, J
denote the a set of stimuli that they are asked to rate on an ordinal scale. For each individual i, yij
is his ordinal response to item j. Typically, these sorts of items involve five- or seven-point
scales. If i skipped the item, his response is coded as either NA or DK. In most analyses of these
data, ordered probit or logit are employed, with the probabilities of the various yijs modeled as
functions of covariates X and cutpoints cq. Estimation is either achieved by maximizing a
likelihood function or, with assignment of priors, a sampling from posterior distributions.

This can be interpreted as a generalization of the ordered probit, with the main departure
being the multiple latent variables. In the ordered probit, the yijs are viewed as realizations of an
underlying y�ij, where the ordinal values are determined by cutpoints on the latent scale.
A hierarchical approach views an individual’s response as a product of three latent processes:
saliency, opinion, and decisiveness. Saliency, given by ψij, is the first latent factor in
the decision-maker’s process. If the item is not salient, ψij< 0 and the respondent will elicit a
NA/DK response.

If the item is salient, the next stage involves computing i’s opinion about the location of j, ϑij.
Since placing stimuli at extremes of the scale might be systematically different from placing
them at the center, respondents whose latent opinion is more extreme are assumed to have
definitive opinions. The extremity is defined in terms of cutpoints, cq, where q = 1, …, Q − 1
represents the ordinal response category; additionally, c0 = −∞ and cQ = ∞. An opinion ϑij is
considered extreme if

ϑij 62 cL; cH½ �; (3)

where the cutpoints cL and cH depend on the number of possible ordinal responses given on the
particular item. In particular, we assume cL = cqL − 1 and cH = cqH. The indifference zone
boundaries qH and qL are typically chosen so that they straddle the cutpoint that corresponds to
the middle category. For example, if the observed data are from a seven-point scale, category 4

12 This formulation is simplified from the original paper, but is equivalent with appropriate substitutions.
13 However, it still requires a minimum number of stimuli are scaled by a given respondent.
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is at the center. This makes qL = 3 and qH = 5 ideal candidates for cL = c2 and cH = c5,
respectively.14

Should i have a ϑij that satisfies the above condition, we assume he will elicit an ordinal
response. However, if ϑij∈ [cL, cH], we say that i is in the indifference zone. This, in turn, leads
to the last stage in the decision tree. Latent opinions in this range lead to one of two observed
behaviors. If the individual is decisive, then he would be more inclined to elicit an ordinal
response than if he were indecisive. This notion is formalized in the third latent variable
δij, where δij≥ 0 implies i’s decisiveness on the item and hence, an ordinal response will be
given. If he is not decisive, δij< 0 and the NA/DK response is given. The entire process is
depicted in Figure 2.

This model provides a rich description of behavior. For example, the NA/DK response can be
observed if the respondent has a high expected value of nonresponse (indecisiveness) or if the
respondent lacks enough information to form an opinion (salience). These are different kinds of
NAs and are modeled as such. Additionally, if there are no NAs, this model reduces to a simple
ordered probit; this model is therefore always preferred, as it picks up effects that the ordered
probit would miss, but still produces the same results when NAs are absent.

Fig. 2. The hierarchical model

14 Depending on the data, researchers may modify the indifference zone bounds accordingly.
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To ensure identification, it is assumed the three latent variables, ψij, ϑij, and δij are distributed
normally with variance 1.15 Saliency, ψij, is assumed have a mean μψij such that

μψij = ηi + Xψ
ij β

ψ ; (4)

where ηi is a random intercept allowing individuals to vary in terms of saliency and Xψ
ij a vector

of person-item covariates thought to influence saliency. This captures the idea that when certain
properties of the stimuli match certain properties of the respondent, the item might then be more
(or less) salient. For the latent opinion ϑij, the mean is given by

μϑij = αi + γiξj; (5)

where ξj is the true latent position of stimulus j and αi and γi are individual-specific distortion
parameters. This approach deviates from the original Bradlow and Zaslavsky (1999) model, but
is in keeping with the political science literature using the Aldrich and McKelvey (1977)
technique (e.g., Hollibaugh, Rothenberg and Rulison 2013; Hare et al. 2015; Ramey 2016).

The final latent variable, decisiveness δij has a mean

μδij = Zδ
i β

δ; (6)

and Zδ
i is a vector of covariates affecting decisiveness. These covariates are not indexed by j, as

decisiveness is assumed to be a property of the individual and not the items.
These latent draws may be summarized as follows:

ψ ij � N μψij ; 1

 �

; (7)

ϑij � N μϑij; 1

 �

; (8)

δij � N μδij; 1

 �

: (9)

The complete data likelihood, based on the above definitions, is given by

Lðϕ1;ϕ2 jyij;X; ZÞ /
YN
i= 1

YJ
j= 1

pijðϕ1;ϕ2 jyij;XÞ; (10)

where the pij are probabilities associated with the ordinal outcomes. For simplicity, Figure 3
presents a simplified decision tree broken down into three different probabilities: r, s, and t.
To evaluate pij in these terms, we need to look at the various responses that could be provided
on the ordinal items. First, we consider the case where i elicits NA/DK. This could have resulted

15 Also see Rivers (2003). Our decision to employ normally distributed latent variables is driven largely by
convention. Given the binary nature of the decision to elicit a response and the ordinal nature of a particular
response on the seven-point scale, it seems natural to formulate this problem in a manner similar to the latent
variable formulations of (ordered) probit, which allows a data-augmented Gibbs sampler to be constructed based
on the latent induced normality. In sum, we believe the gains from normality, coupled with its longstanding use
in this class of models, outweigh potential costs associated with functional form dependence (e.g., Clinton,
Jackman and Rivers 2004).
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in two ways, as seen in Figure 3. Thus, the probability of observing a NA/DK response is

Pr yij =NA =DK
� �

= r + sð1� rÞð1� tÞ

=Φ � μψij


 �
+ Φ cqH � μϑij


 �
�Φ cqL � μϑij


 �
 �
1�Φ � μψij


 �
 �
Φ � μδij


 �
: ð11Þ

Second, we look at non-NA/DK responses that fall outside of the indifference zone. The
probability of observing a response outside of this zone is given by

Pr yij = q =2 qL; qH½ �� �
= ð1� rÞð1� sÞ

= 1�Φ � μψij


 �
 �
Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
 �
: ð12Þ

Finally, there is the probability of observing a non-NA/DK response that is within the
indifference zone. Examining Figure 3, this is given by

Pr yij = q 2 qL; qH½ �� �
= ð1� rÞst

= 1�Φ � μψij


 �
 �
Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
 �
1�Φ � μδij


 �
 �
: ð13Þ

Fig. 3. The hierarchical model with probabilities
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We can assemble the pieces in Equations 11 through 13 into a single statement as follows:16

pij yij
� �

=

Φ � μψij


 �
+ Φ cqH � μϑij


 �
�Φ cqL � μϑij


 �
 �
1�Φ � μψij


 �
 �
Φ � μδij


 �
;

1�Φ � μψij


 �
 �
Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
 �
;

1�Φ � μψij


 �
 �
Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
 �
1�Φ � μδij


 �
 �
;

if yij =NA =DK

if yij = q =2 qL; qH½ �
if yij = q 2 qL; qH½ �:

8>>>>><
>>>>>:

The second layer looks at the vector of prior parameters ϕ1 = (η, α, γ, ξ). Each of these is
normally distributed as follows:

ηi � NðZη
i β

η; σ2ηÞ; (14)

αi � NðZα
i β

α; σ2αÞ; (15)

γi � NðZγ
i β

γ; σ2γ Þ; (16)

ξj � Nð0; 1Þ: (17)

The terms Zη
i , Z

α
i , and Zγ

i are matrices of covariates assumed to influence saliency and scale
usage. For identification, we place standard Normal priors on the stimuli. In the following
application, we assume covariates are the same across parameters (i.e., Zη

i = Zα
i = Zγ

i ).
The final layer is the vector of hyperparameters for the coefficients, variances, and cutpoints:

ϕ2 = ðβψ ; βδ; βη; βα; βγ; σ2η; σ2α; σ2γ ; cÞ:
Each group of coefficients for each latent parameter m∈ {ψ, δ, η, α, γ} are drawn from a

multivariate normal distribution with mean 0 and covariance Σ:
βm � MVN ð0;ΣÞ: (18)

The choice of Σ can be as large or as small as necessary.17 For the variance of the saliency
intercept and the distortion vectors, we employ an uninformative conjugate prior. Standard
results show this distribution to be the inverse Gamma. Thus, for k∈ {η, α, γ}, the prior for σ2k is

σ2k � IG ρ

2
;
1
2

� �
; (19)

and ρ is chosen to be 1
2.

Last is the vector of cutpoints. All cutpoints are assumed to be drawn uniformly from the last
cutpoint to the current cutpoint. More specifically

cq jcq� 1; cq + 1 � U cq� 1; cq + 1
� �

; q= 1; 2; ¼ ; Q� 1; (20)

c0 = −∞, cQ = ∞, and, for identification, some q′∈ {1, 2, …, Q − 1}, cq′ = − 1.5.

16 In Equation 12, Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
is denoted as 1− s, whereas in Equation 13 it is defined as s.

This is because s represents an arbitrary choice inside the indifference zone, whereas
Φ cq � μϑij


 �
�Φ cq� 1 � μϑij


 �
represents a particular choice q assumed to be either outside (Equation 12) or

inside (Equation 13) the indifference zone.
17 Here, the diagonal elements of Σ are chosen to be 25. This is substantially larger than the value of 4 chosen

by Bradlow and Zaslavsky (1999) and ensures that the Markov Chain Monte Carlo [MCMC] chains are free to
traverse a wide swath of the parameter space. However, the substantive effects of this decision are minimal.
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We combine the expressions for the likelihood and priors to form the complete posterior:

πðϕ1;ϕ2 jy;XÞ / Lðy jϕ1;ϕ2;XÞpðϕ1 jϕ2; y;XÞpðϕ2Þ: (21)

As is the case with all hierarchical models, there is a large number of parameters to estimate;
we are required to estimate a minimum of 3N + J +Q − 3 parameters (not including the βs or
σ2s). Fortunately, Bayesian methods are well suited for these sorts of models, and we use
Plummer’s (2003) JAGS software to sample from the full posterior.

PREDICTING NONRESPONSE WITH PERSONALITY

To examine the relationships between Neuroticism and nonresponse, we use the 2014 Cooperative
Congressional Election Study (CCES). We asked 1000 respondents to place themselves and nine
political figures on a seven-point ideological scale. These included Barack Obama, Hillary Clinton,
Jeb Bush, Rand Paul, Ted Cruz, the Democratic and Republican Parties, the Tea Party, and the
Supreme Court. We also asked them to take the Ten-Item Personality Inventory (‘TIPI’) to estimate
their Big Five traits on a 1–7 scale, which were normalized to a 0–1 scale (Gosling, Rentfrow and
Swann 2003).18 We dropped those who failed to place themselves on either scale.

We first estimate binomial probit models where the dependent variable is the number of NA/
DK responses elicited.19 Along with the Big Five, we include as covariates respondents’ age,
gender, income, and education, indicator variables for whether they identified as Black, His-
panic, or some other race, a variable (High News Interest) equaling 1 if the respondent indicated
he or she “follow[s] what’s going on in government” most of the time, and an additional
variable (Unknown News Interest) equaling 1if the respondent did not know how often he or she
followed current events, as these concepts have been shown to explain ideological uncertainty
(e.g., Jackson 1993; Alvarez and Franklin 1994; Delli Carpini and Keeter 1996).20,21

We find Neuroticism to be positively associated with higher proportions of NA/DK
responses. Figure 4 illustrates how the predicted proportion of NA/DK responses increases as
Neuroticism increases.22 As can be seen, the predicted proportion of NA/DK responses
increases from about 0.338 to about 0.455 as Neuroticism increases across the plotted range.23

18 While the TIPI is shorter than standard instruments, it is well suited to time-limited tasks like the CCES, and
results from the TIPI tend to be highly correlated with the results one would get from longer question batteries
(Gosling, Rentfrow and Swann 2003; Ehrhart et al. 2009).

19 In total, 16 respondents were not asked about Rand Paul, and 84 were not asked about Ted Cruz. This is not
a problem for the current analysis, as the binomial framework weights respondents based on the number of
questions asked. However, for those that follow, we remove those who were not asked about all stimuli.
Including them would result in incorrect estimates, as we would be including sources of missingness not due to
nonresponse.

20 Though other research in this vein includes political knowledge as an additional covariate (e.g., Alvarez and
Franklin 1994; Glasgow and Alvarez 2000; Gerber et al. 2011), this variable is, unfortunately, not available in
our data. However, News Interest should be highly correlated with the underlying trait.

21 The results of these models are presented in the supplementary Appendix.
22 In Figure 4, the estimates from Model 5 from Table C-1 in the supplementary Appendix were used, as it had

the lowest Bayesian Information Criterion [BIC] of those models estimated. All continuous [categorical] vari-
ables were set to their means [modes].

23 That the effects of Agreeableness are comparable in both direction and size to those of Neuroticism (see
Appendix) should be noted. While we do not focus on this trait here, previous research (e.g., Mondak 2010) has
suggested more agreeable individuals tend to have lower levels of political knowledge, in part because they are
less likely to discuss politics or be exposed to political disagreement. As we see later, the hierarchical model
indicates Agreeableness is negatively associated with the probability of finding the stimuli salient, presumably
due to the lower levels of discussion.
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We next use AM estimation to recover the ideological space. Though this method does not
allow one to include NA/DK responses, one benefit is that it provides estimates of respondents’
political information, based on the correlation of the “true” ideological space with how they
perceive it.24 Higher values indicate respondents’ perceptions correlate highly with reality.
A series of tobit models were run where the dependent variable is the respondents’ estimated
level of political information and the independent variables are those used in the prior binomial
probit regressions.25

We find that higher levels of Neuroticism are correlated with lower correlations between the
“true” ideological space and respondents’ perceptions. Figure 4 illustrates how the predicted
correlation decreases as Neuroticism increases.26 Over the plotted range, the predicted corre-
lation of the perceived space with the true space decreases from about 0.853 to about 0.676.

However, these results do not allow us to analyze the latent decision-making process, nor do
they allow us to distinguish between different kinds of nonresponse. Thus, we shift our focus to
the hierarchical model. For the following analyses, we ran the model for 90,000 draws each for
eight chains (with an additional tuning period of 10,000 draws/chain) and burned the first
40,000 draws/chain, leaving us with 50,000 draws/chain from the posterior distribution (for a
total of 400,000 draws across all eight chains). We then applied a thinning interval of four,
leaving us with 12,500 thinned draws/chain (for a total of 100,000 draws total). As we show in
the Appendix, the Gelman-Rubin (1992) and Brooks-Gelman (1998) diagnostics—as well as
traceplots and running mean plots—suggests convergence was achieved.

For this model, the regressors included in the Opinion Intercept, Opinion Slope, Saliency
Intercept, and Decisiveness regressions are all those contained in the most fully specified

Fig. 4. Predicted results from binomial probit and tobit regression models

24 Hare et al.’s (2015) Bayesian version of the AM algorithm allows for missing values, but relies on the MAR
assumption.

25 The results of these tobit models are presented in Table C-2 in the Appendix. Tobit models are used because
the dependent variable lies in the [ − 1, 1] interval by construction; substantively identical results are found if a
zero-one inflated β regression model—with the dependent variable rescaled to lie within the [0, 1] interval—is
used. Though the (rescaled) β model is arguably more appropriate due to the tobit’s censoring assumptions, the
tobit model is more easily interpreted.

26 In the tobit results in Figure 4, the estimates from Model 7 from Table C-2 in the supplementary Appendix
were used, as it had the lowest BIC of all models estimated. All continuous [categorical] variables were set to
their means [modes].
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binomial probit and tobit models discussed earlier.27 To estimate the stimuli-dependent slopes
in the Saliency regression, we create an indicator variable that equals 1 if the stimulus is of the
same party as the respondent, and 0 otherwise (Copartisan).28 Finally, on the seven-point scale,
we set 3 (“Somewhat Liberal”) and 5 (“Somewhat Conservative”) to be the bounds of the
indifference zone.

For our purposes, the most relevant results from the hierarchical model are the estimated
posterior distributions of the estimated effects of the Big Five traits and news interest on the
Opinion Slopes, Saliency Intercepts, and Decisiveness, all of which are displayed in Figure 6.29

However, we first examine model fit, through comparison with some “baseline” model.30

Figure 5 presents the estimated posterior distributions for the ideologies of the stimuli, as well
as bootstrapped distributions (based on 100,000 draws) from the AM estimation.31 To identify
the scale for the hierarchical model, the ideologies of President Obama and Senator Ted Cruz
are fixed at −1 and 1, respectively.32 All posterior distributions are tight, and correlate highly

Fig. 5. Comparison of estimated ideology of stimuli using the Aldrich-McKelvey method versus the
hierarchical model
Note: Points for the hierarchical model indicate median estimates, and the violin plots indicate the posterior
distributions; placements of Obama and Cruz are fixed at −1 and 1, respectively, to identify the scale.

27 These are Models 6 and 12 from Tables C-1 and C-2 in the Appendix.
28 The Democratic Party, Barack Obama, and Hillary Clinton were coded as Democratic. The Republican

Party, the Tea Party, the Supreme Court, Ted Cruz, Jeb Bush, and Rand Paul were coded as Republican.
29 Full hierarchical model results are presented in Table C-3 in the Appendix.
30 We also perform a series of posterior predictive checks, with the results thereof in the supplementary

Appendix.
31 Violin plots like those presented in Figures 5 and 6 are similar to boxplots, with the additional advantage of

providing the entire kernel density, and allow for a compact way of comparing multiple distributions in a small
amount of space (Hintze and Nelson 1998).

32 For presentational purposes, the AM estimates are linearly rescaled to ensure that the estimates of President
Obama and Ted Cruz are −1 and 1, respectively. This rescaling has zero effect on the reported correlation.
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(R2 = 0.99) with those recovered from the AM estimation, suggesting the hierarchical model
taps into the same dimension as the AM method, with the advantage of being able to provide
information about the latent decision-making process. These results provide us with a high
degree of confidence in our model’s performance.33

Turning to Figure 6, the hierarchical model’s estimates indicate Neuroticism has a negative
effect in the Opinion Slope equation; indeed, the vast majority of the posterior distribution lies
to the left of 0. This suggests Neuroticism is associated with ideological placement being less
highly correlated with the underlying ideological space, a result consistent with those from the
AM models, further supporting Hypothesis 4.

One draw of the hierarchical model is its ability to model the decision-making process and
pinpoint why Neurotic individuals are more likely to provide NA/DKs. As seen in Figure 6, the
coefficient on Neuroticism in the Saliency Intercept equation is negative, and over 85 percent of
the posterior distribution lies to the left of 0. This result provides evidence suggesting Neurotic
individuals are less likely to find the stimuli salient, increasing the probability of NA/DKs, in
support of Hypothesis 2. Additionally, political interest is associated with higher Saliency
Intercepts, suggesting those who are more politically interested are more likely to find the
stimuli salient and therefore less likely to provide NA/DKs.34

Fig. 6. Posterior distributions of estimated effects of traits and high news interest on Opinion Slopes,
Saliency Intercepts, and Decisiveness
Note: Points indicate medians. Bars indicate 80 percent highest posterior density [HPD] intervals. Ticks
indicate 50 percent HPD intervals.

33 This is especially true since our posterior predictive checks (see the Appendix) indicate high degrees of fit
in terms of the predicted survey responses, and Figure 5 indicates the same in terms of the recovered ideologies.

34 We also find a strong negative relationship between Agreeableness and the Saliency Intercept. This is
consistent with our result from the binomial probit regressions (see Appendix) which found that more Agreeable
individuals are more likely to provide NA/DK responses. This is also largely consistent with—and provides a
psychological microfoundation for—previous research on political knowledge (e.g., Mondak 2010) that has
suggested more Agreeable individuals are less politically knowledgeable, as they are less likely to discuss
politics or be exposed to political disagreement. Therefore, these individuals are less likely to even know about
political figures, therefore depressing their Saliency values, and increasing the rates at which they provide
NA/DKs. However, we leave this question for further research.
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Turning to the Decisiveness panel in Figure 6, we find consistent—albeit weaker—support
for our relevant hypothesis (Hypothesis 1). For the Neuroticism coefficient, the majority of the
posterior distribution is to the left of 0. These results provide evidence that Neurotics’ increased
rate of NA/DK responses (in support of Hypothesis 3) might also arise from indecision as well
as inhibition.

There may be concerns that our models suffer from omitted variable bias. This concern
cannot be definitively ruled out, but we have reason to believe it is unfounded. Foremost, our
analyses incorporate the variables prior research suggests are associated with item salience and
decisiveness. Bradlow and Zaslavsky (1999) argue that respondents find questions to be more
salient when those they fall into their areas of expertise, and we include education and news
interest variables, thus capturing respondents’ expertise on politicians’ ideological positions.
They also argue that decisiveness is associated with the market share of a customer, but as all
voters have one vote, this variable has no obvious equivalent for ideological placement of
politicians.

Second, our analyses also include the variables held to be important for the prediction of
political information items using the Big Five. Mondak et al. (2010) predict political knowledge
using the Big Five along with controls for age, education, race, and sex, while Gerber et al.
(2011) use variations of them along with an array of controls based on income and employment
status. Our analyses (see full tables in the Appendix) include all of the knowledge-related
independent variables used by Gerber et al. (2011) alongside some others. Other work on
uncertainty related to ideological placement suggests partisanship is important, as well as
gender, political information, and the politician’s ideology, which we either estimate or control
for in our hierarchical model (Bartels 1986; Alvarez and Franklin 1994). Third, as discussed in
the Appendix, examination of predicted versus actual prevalence of response, as well as
comparison with AM estimates, suggests that our model exhibits good fit and we have reason to
have confidence in its performance. Omitted variable bias is difficult to diagnose, but we find
little reason for concern in this analysis.

Overall, our analysis suggests more Neurotic individuals are more likely to provide NA/DK
responses to ideological placement questions on political surveys, are less likely to accurately
perceive the underlying ideological space, and that this is in part due to these questions being
less salient to these individuals. We have also uncovered evidence that this response pattern
might also be due to more Neurotic individuals being less decisive, in line with our expecta-
tions; however, evidence for this latter finding is somewhat weaker. Overall, these results
support our conception of Neuroticism as being a proxy for sensitivity to negative outcomes.
Finally, the hierarchical model is able to go further than traditional methods of addressing
NA/DK responses and look at the factors influencing saliency and decisiveness across indivi-
duals; the significant coefficients in all equations are prima facie evidence that more conven-
tional methods might result in incorrect inferences, suggesting that this model will help scholars
better understand the generation of NA/DK responses in surveys.

DISCUSSION AND CONCLUSION

This paper introduces to political science, a Bayesian hierarchical model for ordinal data that
allows for NA/DK responses, driven by latent psychological processes. While our interests lie in
the effects of Neuroticism, this framework can be applied to any similar setup, allowing scholars
to better model decision-making processes and generate more reliable estimates. Importantly,
the ideological estimates produced by this model are nearly identical to those of the AM model,
suggesting that both tap into the same ideological dimension. However, the ability of the
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hierarchical model to provide information about the underlying decision-making process gives
it an advantage beyond the traditional AM method (and ordered probit). That said, it should be
noted that the original Bradlow and Zaslavsky (1999) model was designed for consumer
satisfaction surveys, and is therefore an imperfect fit to the data used here; arguably, the middle
categories in satisfaction surveys more clearly represent “indifference” than those on ideological
scales. However, that we generate nearly identical estimates of perceived ideology across both
methods suggests this is not a major problem. Nonetheless, in the future we plan to leverage this
model and apply it to the study of political approval. Furthermore, the empirical and theoretical
models may be adapted to situations in which penalties originate in social indesirability rather
than inaccuracy of opinion.

Substantively, we have found evidence Neuroticism is associated with higher rates of NA/DK
responses on surveys and incorrect placement of political figures on an ideological scale.
Additionally, we have argued that this is in part due to reduced salience for more Neurotic
individuals as well as higher rates of indecisiveness. More broadly, these results are consistent
with a theory of opinion formation (and reporting) and information acquisition based on
modeling Neuroticism as a core cognitive constraint of sensitivity to negative outcomes. The
effects of Neuroticism on salience and decisiveness are consistent with our theory that more
Neurotic individuals identify contexts in which they will be indecisive and avoid collecting
costly information in anticipation of that decision.

That Neuroticism is associated with lower salience and decisiveness provides support for the
model-derived hypothesis that Neuroticism is associated with a decision to avoid paying for
costly information, and also provides some support for the hypothesis that Neuroticism is
associated with the decision not to form a belief. The relative weakness of this latter finding
would appear to be a puzzle for our theory. However, our model assumes an incorrect response
carries a penalty, which may not hold for our internet survey data. In the absence of a personal
interviewer, there may be no penalty for incorrect responses, which would result in no theo-
retical relationship between Neuroticism and decisiveness. In the course of everyday con-
versations where individuals dispute political facts and provide social penalties for incorrect
assertions, the outlined mechanism would strengthen, promoting indecisiveness and a lack of
information gathering among Neurotics. Future work incorporating clear negative outcomes for
incorrect assertions through face-to-face survey administration, verification, and/or material
negative outcomes for incorrect responses is necessary to clearly resolve this puzzle.

Additionally, our results speak to the larger literature on opinion uncertainty. While much
previous psychological research has focused on personality and its role in opinion uncertainty (e.g.,
Robinson and Tamir 2005; Flehmig et al. 2007; Mondak et al. 2010), political science research has
emphasized opinion uncertainty as a function of education, political interest, and other demo-
graphic variables (e.g., Bartels 1986; Jackson 1993; Alvarez and Franklin 1994; Delli Carpini and
Keeter 1996).35 One of the benefits of our model is that it estimates NA/DK responses as functions
of three latent factors (salience, opinion, and decisiveness), and these factors themselves are
estimated as functions of personality traits and demographic variables (while allowing for the
inclusion of other variables), thus unifying the previous literature on nonresponse.

We plan on leveraging the framework of Ramey, Klingler and Hollibaugh (2017) to link
personality traits to a wide variety of political behaviors via core cognitive constraints, with the
intent of framing underlying psychological processes in terms suitable for formal modeling.
Indeed, this paper has shown one way they may be formalized and tested, and provides a
blueprint for future scholars to incorporate personality traits into their own research.

35 Other research investigates the role of value conflict (e.g., Alvarez and Brehm 2002).
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