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Bollobás and Scott (Random Struct. Alg. 21 (2002) 414–430) asked for conditions that guarantee
a bisection of a graph with m edges in which each class has at most (1/4 + o(1))m edges. We
demonstrate that cycles of length 4 play an important role for this question. Let G be a graph
with m edges, minimum degree δ , and containing no cycle of length 4. We show that if (i) G is
2-connected, or (ii) δ �3, or (iii) δ �2 and the girth of G is at least 5, then G admits a bisection in
which each class has at most (1/4+o(1))m edges. We show that each of these conditions are best
possible. On the other hand, a construction by Alon, Bollobás, Krivelevich and Sudakov shows
that for infinitely many m there exists a graph with m edges and girth at least 5 for which any
bisection has at least (1/4−o(1))m edges in one of the two classes.
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1. Introduction

It is well known that every graph G with m edges has a bipartition V (G) =V1∪V2 with e(V1,V2) �
m/2, where e(V1,V2) is the number of edges of G with one end in V1 and the other end in V2.
Edwards [8, 9] proved that G has a bipartition V (G) = V1 ∪V2 such that

e(V1,V2) � m
2

+
1
4

(√
2m+

1
4
− 1

2

)
,

and this bound is best possible for K2k+1. For special classes of graphs, such as subcubic graphs
[21, 25], the main term in Edwards’ bound can be improved. Moreover, for certain ranges of m,
Alon [1] gave an additive improvement.
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Judicious partitioning problems for graphs ask for partitions of graphs that maximize or
minimize several quantities simultaneously. Bollobás and Scott [4] initiated a systematic study
of such problems by proving that each graph with m edges has a partition into k classes, each of
which contains at most m/k2 +O(

√
m) edges. This result was improved by Xu and Yu [22, 23],

and extended to hypergraphs with edges of sizes at most 2 by Hou and Zeng [12]. For more
results and problems we refer the reader to [11, 16, 18].

In this paper, we focus on bisections of graphs. First, we give some definitions and notation.
Let G be a graph. We use |G| = |V (G)| to denote the order of G, and e(G) = |E(G)| to denote
the size of G. For a vertex v ∈ V (G), we use NG(v) to denote the neighbourhood of v in G, and
dG(v) = |NG(v)| to denote the degree of v. For subsets S and T of V (G), eG(S,T ) denotes the
number of edges of G with one end in S and the other end in T , and eG(S) denotes the number of
edges of G with both ends in S. In particular, if S = {v}, we simply write eG(v,T ) for eG({v},T ).
A k-cycle is a cycle of length k. The girth of G, denoted by g(G), is the length of a shortest cycle
in G. We will drop the reference to G when there is no danger of confusion. A bisection of G is
a partition V (G) = V1 ∪V2 with ||V1|− |V2|| � 1.

Recent works on graph bisections are partly motivated by a conjecture of Bollobás and Scott
[5]. If G is a graph with minimum degree δ (G) � 2, then G admits a bisection V (G) = V1 ∪V2

such that for i = 1,2, e(Vi) � e(G)/3. The star K1,n shows that the requirement of minimum
degree is necessary, and the triangle shows that the bound is best possible. After a series of papers
[13, 19, 20], the conjecture was finally established by Xu and Yu [24]. For large minimum degree,
Lee, Loh and Sudakov [13] proved that every graph G with minimum degree δ � 2, where δ is
even, has a bisection V (G) = V1 ∪V2 such that, for i = 1,2,

e(Vi) �
(

δ +2
4(δ +1)

+o(1)
)

e(G),

and a similar bound holds for odd δ by applying the above result for the even integer δ −1. The
complete bipartite graph Kδ+1,n−δ−1 shows that the bound is asymptotically tight.

By arbitrary pairing of the vertices of a graph G and then separating each pair independ-
ently and uniformly at random, we obtain a bisection V (G) = V1 ∪V2 such that the expected
number of edges in each Vi is e(G)/4. However, e(V1) � (1/4 + o(1))e(G) and e(V2) � (1/4 +
o(1))e(G) do not necessarily hold at the same time. In [5], Bollobás and Scott posed the following
problem.

Problem 1.1. Under what conditions can we guarantee a bisection of a graph G in which each
class contains at most (1/4+o(1))e(G) edges?

We believe that 3-cycles and 4-cycles play a natural role in this problem. The graph K3,n shows
that excluding 3-cycles alone is not sufficient for the bound (1/4+o(1))e(G). Let G denote the
graph obtained from the disjoint union of n triangles by choosing one vertex from each triangle
and identifying them to a single vertex, denoted by u. Then G has 2n + 1 vertices, 3n edges and
no 4-cycles. For a bisection V (G) = V1 ∪V2 of G, the vertex class containing u, say V1, contains
at least n−1 neighbourhoods of u, which implies that

e(V1) � n−1 = e(G)/3−1.
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Let G be a graph and let v ∈ V (G). We use tG(v) to denote the number of triangles vxyv with
dG(x) = dG(y) = 2. The following result shows that max{tG(v) : v ∈ V (G)} also plays a role in
judicious bisections of graphs without 4-cycles.

Theorem 1.2. Let G be a graph with minimum degree δ (G) � 2 and without 4-cycles, and let
t = max{tG(v) : v ∈V (G)}. Then G has a bisection V (G) = V1 ∪V2 such that, for i = 1,2,

e(Vi) � 1
4
(e(G)+ t)+o(e(G)).

Note that t = 0 when δ (G) � 3, or g(G) � 5, or G is 2-connected and not a triangle. So we
have the following consequence of Theorem 1.2.

Corollary 1.3. Let G be a graph with minimum degree δ (G) � 2 and without 4-cycles. Then G
admits a bisection V (G) = V1 ∪V2 such that, for i = 1,2,

e(Vi) �
(

1
4

+o(1)
)

e(G)

if one of the following conditions holds:

(1) G is 2-connected, or
(2) δ (G) � 3, or
(3) g(G) � 5.

Now we consider the max-bisection problem. Given a graph G, find a bisection V (G) = V1 ∪
V2 that maximizes e(V1,V2). As noticed in [10, 17], Edwards’ bound implicitly implies that a
connected graph G admits a bipartition V (G) = V1 ∪V2 with e(V1,V2) � e(G)/2 +(|G|− 1)/4.
However, every bisection of the star K1,n−1 has size at most �n/2�. In [13], Lee, Loh and Sudakov
proved that every connected graph G has a bisection of size at least e(G)/2+(|G|+1−Δ(G))/4,
and that the bound is tight. The following result gives a similar bound on bisections of graphs
without short cycles.

Theorem 1.4. Let G be a graph with minimum degree δ (G) � 2 and without 4-cycles. If δ (G)
is even, then G has a bisection of size at least

e(G)
2

+
|G|−1

4
− |M|

2δ (G)
,

where M is a maximum matching in G. Moreover, if the girth g(G) � 5, then G has a bisection of
size at least e(G)/2+(|G|−1)/4.

Remark. For graphs G with odd δ (G) � 3, one can deduce a similar bound by applying the
above result for the even integer δ (G)− 1. The bound in Theorem 1.4 is tight when δ (G) = 2
by considering the union of vertex disjoint triangles. The complete bipartite graph Kδ ,n−δ shows
that the condition of not having 4-cycles in Theorem 1.4 cannot be removed.

We organize the paper as follows. In Section 2, we collect some lemmas that will be used
in this paper. We then consider graphs without 4-cycles in Section 3 and prove Theorem 1.2.
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In Section 4, we prove Theorem 1.4. In Section 5, we discuss the bounds in Theorems 1.2
and 1.4.

2. Lemmas

We begin with a result of Lee, Loh and Sudakov [13].

Lemma 2.1 (Lee, Loh and Sudakov [13]). Let ε be a fixed positive constant and let G be a
graph such that (i) e(G) � ε−2|G|, or (ii) Δ(G) � ε2|G|/2. If |G| is sufficiently large, then G
admits a bisection V (G) = V1 ∪V2 such that for i = 1,2, e(Vi) � (1/4+ ε)e(G).

In their analysis of bisections, Lee, Loh and Sudakov [13] introduced the notion of a tight
component in a graph. A connected graph T is tight if

• for every vertex v ∈V (T ), T − v contains a perfect matching, and
• for every vertex v ∈V (T ) and every perfect matching M of T − v, no edge in M has exactly

one end adjacent to v.

Note that K1 is tight, and we call it trivial. Recently, Lu, Wang and Yu [14] studied the tight
graphs and proved the following.

Lemma 2.2 (Lu, Wang and Yu [14]). A connected graph G is tight if and only if every block
of G is an odd clique.

Note that, if G is a graph without 4-cycles, T is a triangle of G and v ∈ V (G) is not incident
with T , then e(v,V (T )) � 1. Hence, we have the following easy consequence of Lemma 2.2.

Lemma 2.3. Let G be a graph without 4-cycles and let A ⊆ V (G). Let J be the union of some
tight components of G\A, let J1 be the subgraph of J consisting of trivial components in G\A,
and let J2 = J \V (J1). Then for v ∈ A, e(v,V (J)) � |V (J1)|+ |V (J2)|/3.

The following result bounds the number of tight components in a graph.

Lemma 2.4 (Lee, Loh and Sudakov [13]). Let H be an arbitrary graph. For each integer i,
let di be the number of vertices in H with degree equal to i. Then the number of tight components
τ in H satisfies

τ � d0

1
+

d2

3
+

d4

5
+ · · · .

A standard approach to finding a good judicious partition is to first partition certain large
degree vertices, and then apply a randomized algorithm to distribute the remaining vertices. The
main tool we use for the second step is the following lemma given in [13].

Lemma 2.5 (Lee, Loh and Sudakov [13]). Given any real constants C,ε > 0, there exist
γ,n0 > 0 for which the following holds. Let G be a given graph with n � n0 vertices and at
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most Cn edges, and let A ⊆ V (G) be a set of � γn vertices which has already been partitioned
into A1 ∪A2. Let A = V (G) \A, and suppose that every vertex in A has degree at most γn (with
respect to the full G). Let τ be the number of tight components in G[A]. Then, there is a bisection
V (G) = V1 ∪V2 with A1 ⊆V1 and A2 ⊆V2, such that, for i = 1,2,

e(Vi) � e(Ai)+
e(Ai,A)

2
+

e(A)
4

− n− τ
8

+ εn.

The following lemma, given by Bollobás and Scott [4], shows that one can find a bipar-
tition of a graph which satisfies both Edwards’ bound and a best possible upper bound on
max{e(V1),e(V2)}.

Lemma 2.6 (Bollobás and Scott [4]). Every graph G admits a partition V (G) = V1 ∪V2 such
that

e(V1,V2) � e(G)
2

+

√
2e(G)+1/4−1/2

4
,

and for i = 1,2,

e(Vi) � e(G)
4

+

√
2e(G)+1/4−1/2

8
.

We also need the following result of Bondy and Simonovits [7] on the maximum number of
edges in graphs without cycles of a given even length.

Lemma 2.7 (Bondy and Simonovits [7]). Let l � 2 be an integer and let G be a graph with n
vertices. If G contains no cycle of length 2l, then e(G) � 100ln1+1/l .

We end this section with a lemma concerning the degree of vertices in a graph without 4-
cycles. For a graph G, let d1(G) denote the number of vertices with degree 1 in G.

Lemma 2.8. Let G be a graph without 4-cycles, let v ∈ A ⊆ V (G), and let C ⊆ G \ A be
connected. Then e(v,V (C)) � |C|/2+d1(C) if |C| � 2, and e(v,V (C)) � 2|C|/3 if |C| � 3.

Proof. Suppose |C| � 3. Let S = NG(v)∩V (C) and T =
(⋃

u∈S NC(u)
)
\ S. Then Δ(C[S]) � 1

since G has no 4-cycle. Hence, T 
= /0 as |C| � 3 and C is connected. Since C is connected, if x is
an isolated vertex of C[S] then eC(x,T ) � δ (C) � 1, and if xy is an edge of C[S] then eC(x,T ) � 1
or eC(y,T ) � 1. Hence,

eC(S,T ) = ∑
x∈S

eC(x,T ) � |S|/2.

Note that no two vertices in S have common neighbourhoods in T as G has no 4-cycle. Thus,
|T | = eC(S,T ) � |S|/2. Since |S|+ |T | � |C|, eG(v,V (C)) = |S| � 2|C|/3.

Now assume |C| � 2. We show e(v,V (C)) � |C|/2+d1(C) by inducting on |C|. First, suppose
|C|� 3. If d1(C) = 2 then e(v,V (C)) � |C|/2+d1(C). So assume d1(C) � 1. Then C is a triangle.
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Since G has no 4-cycle, e(v,V (C)) � 1 � |C|/2. Thus, we may assume that |C|� 4 and the result
holds for connected subgraphs of G\A with fewer than |C| vertices.

Suppose δ (C) � 2. Then eC(x,T ) � 2 if x is an isolated vertex in C[S], and eC(x,T ) � 1 and
eC(y,T ) � 1 if xy is an edge of C[S]. Hence,

|T | = eC(S,T ) � |S|,

which implies e(v,V (C)) = |S| � |C|/2.
So we may assume δ (C) = 1. Let x1x2 · · ·xk be a maximal path in C such that dC(x1) = 1,

dC(xi) = 2 for i = 2, . . . ,k−1, and dC(xk) 
= 2. If dC(xk) = 1, then C is a path and d1(C) = 2; hence,
since G has no 4-cycle, e(v,V (C)) � (|C|+ 1)/2 � |C|/2 + d1(C). So assume that dC(xk) � 3.
Consider the graph C′ = C−{x1, . . . ,xk−1}. Then, C′ is connected, |C′| � 3, |C′| = |C|− k + 1,
and d1(C

′) = d1(C)−1. By the induction hypothesis,

e(v,V (C′)) � 1
2
|C′|+d1(C

′) =
1
2
|C|+d1(C)− k +1

2
.

On the other hand, it is easy to see that

e(v,{x1, . . . ,xk−1}) � k +1
2

.

Thus,

e(v,V (C)) = e(v,V (C′))+ e(v,{x1, . . . ,xk−1}) � 1
2
|C|+d1(C),

which completes the proof.

3. Graphs without 4-cycles

In this section, we prove Theorem 1.2. The idea of the proof is the same as in Lee, Loh and
Sudakov [13], which was used first by Bollobás and Scott [3] and again by Ma, Yen and Yu [15].
First we partition a set of large degree vertices using an additional idea from [13]. Then we study
the properties of the partition. Next we apply Lemma 2.5 to partition the remaining vertices.

Proof of Theorem 1.2. It suffices to show that for any small ε > 0, there exists integer n0 > 0
such that if n � n0, then any graph G with n vertices has a bisection V (G) = V1 ∪V2 such that for
i = 1,2, e(Vi) � (1/4+ ε)e(G)+ t/4.

Since δ (G) � 2, e(G) � n. By Lemma 2.1, we may assume that

n � e(G) � ε−2n and Δ(G) � ε2n/2.

Let

A = {v ∈V (G) : dG(v) � n3/4} and A = V (G)\A.

Note that

2e(G) = ∑
v∈V (G)

d(v) � ∑
v∈A

d(v) � |A|n3/4.
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This together with e(G) � ε−2n yields

|A| � 2ε−2n1/4 = O(n1/4), (3.1)

and hence

e(A) �
(
|A|
2

)
= O(n1/2). (3.2)

We now estimate the number of edges between A and A. Let

S = {x ∈ A : e(x,A) � 2}.

For i � 0, let di be the number of vertices in G[A] with degree equal to i. We need these parameters
later to bound the number of tight components in G[A].

Claim 3.1. |S| �
(|A|

2

)
and hence d0 +d1 + · · ·+dδ (G)−2 � |S| = O(n1/2).

Since G does not have 4-cycles, any pair of vertices in A cannot be adjacent to more than one
vertex in S. So we have (

|A|
2

)
� ∑

w∈S

(
e(w,A)

2

)
� |S|.

Hence by (3.1), |S| = O(n1/2). By the definitions of S and di for i = 0, . . . ,δ (G)−2, it is easy to
see that d0 +d1 + · · ·+dδ (G)−2 � |S|.

Claim 3.2. e(A,A) � n+O(n3/4).

Let S′ = {v ∈ A : e(v,A) = 1}. Then

e(A,A) = e(A,S)+ e(A,S′) = e(A,S)+ |S′| � e(A,S)+n.

Since G contains no 4-cycle, we may apply Lemma 2.7 to G[A∪S]; so

e(A,S) = O((|A|+ |S|)3/2) = O(n3/4)

(by Claim 3.1). Thus, e(A,A) � n+O(n3/4).

Claim 3.3. For v ∈ A,

e(v,A) � n−1
δ (G)−1

.

This is obvious when δ (G) = 2. So assume δ (G) � 3. Let B = NG(v)∩A. Then Δ(G[B]) � 1
as G has no 4-cycle. Let B′ = (∪u∈BNG(u))\ (B∪{v}). Then, for u ∈ B,

e(u,B′) = dG(u)− e(u,B)−1 � δ (G)−2.

Therefore, since G contains no 4-cycle,

|B′| = e(B,B′) � (δ (G)−2)|B|.
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Since |B′|+ |B|+1 � n, we conclude that

e(v,A) = |B| � n−1
δ (G)−1

.

This completes the proof of Claim 3.3.
Partition A = A1 ∪A2 in such a way that e(A1,A) � e(A2,A) and, subject to this,

θ = e(A1,A)− e(A2,A)

is minimized.
Then, for any v∈A1, e(v,A) � θ ; for otherwise, the partition A1 \{v},A2∪{v} of A contradicts

the choice of A1,A2. Moreover, we have e(A2,A) � e(A1,A) = (e(A,A) + θ)/2. Since |A| =
O(n1/4) and n is sufficiently large (by choosing n0 large), it follows from Lemma 2.5 that G has
a bisection V (G) = V1 ∪V2 such that, for i = 1,2,

e(Vi) � e(Ai)+
e(A,A)+θ

4
+

e(A)
4

− n− τ
8

+
ε
3

n,

where τ is the number of tight components in G[A]. Since e(Ai) = O(n1/2) and e(G) � n,

e(Vi) � 1
4

(
θ +

τ
2
− n

2

)
+

(
1
4

+
ε
2

)
e(G). (3.3)

We now bound θ from below. Combining Lemma 2.4 and Claim 3.1, we obtain

τ � (|A|−d0)/3+d0 � n/3+O(n1/2).

If θ � n/3+ εe(G)+ t, then

θ +
τ
2

� n
3

+ t + εe(G)+
1
2
×

(
n
3

+O(n1/2)
)

� n
2

+2εe(G)+ t,

which together with (3.3) yields e(Vi) � (1/4+ε)e(G)+t/4 for i = 1,2; so V1,V2 give the desired
bisection. Thus, we may assume that

θ > n/3+ εe(G)+ t. (3.4)

Let

α = |{v ∈ A : e(v,A) � θ}|, R = {v ∈ A2 : e(v,A) < θ} and ρ = ∑
v∈R

e(v,A).

Then

e(A,A) = ∑
v∈A

e(v,A) � αθ +ρ.

By Claim 3.2 and (3.4), we have α � 2 (as e(G) � n and n is large).

Claim 3.4. α = 1.

Let u ∈ A1. Recall that e(u,A) � θ . First, we show that ρ � e(u,A)− θ as in Lee, Loh and
Sudakov [13]. Indeed, suppose ρ > e(u,A)−θ . Note that

e(A1 \{u},A) = (e(A,A)+θ)/2− e(u,A) � (e(A,A)−θ)/2.
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Let C1 = (A1 \{u})∪R and C2 = (A2 ∪{u})\R. Then

e(C1,A) = (e(A,A)+θ)/2− e(u,A)+ρ > (e(A,A)−θ)/2

and hence e(C2,A) < (e(A,A)+θ)/2. Thus, there exists R′ ⊆ R such that for C′
1 = (A1 \{u})∪R′

and C′
2 = (A2 ∪{u})\R′,

(e(A,A)−θ)/2 < e(C′
i ,A) < (e(A,A)+θ)/2

for i = 1,2, which contradicts the choice of A1,A2 (minimizing θ ).
Suppose α = 2, and let v1,v2 ∈ A be distinct with e(v1,A) � e(v2,A) � θ . If v1,v2 ∈ A1, then

A1 = {v1,v2} and ρ � e(v2,A)−θ by the above arguments. Recall that θ = e(A1,A)− e(A2,A).
Thus,

θ = e(v1,A)+ e(v2,A)−ρ � e(v1,A)+ e(v2,A)− (e(v2,A)−θ) � 2θ ,

a contradiction. So we may assume v1 ∈ A1 and v2 ∈ A2. Note that

θ = e(v1,A)− (e(v2,A)+ρ) � e(v1,A)− e(v2,A) � e(v1,A)−θ ,

which together with (3.4) yields

e(v1,A) � 2θ >
2
3

n+2εe(G)+2t. (3.5)

Next, we derive a contradicting upper bound on e(v1,A) by bounding e(v1,V (C)) for each
connected component C of G[A]. If |C| = 1 then V (C) ⊆ S. If |C| � 3, then e(v1,V (C)) � 2|C|/3
by Lemma 2.8. If |C| = 2 and V (C) � NG(v1), then e(v1,V (C)) � 1. Now suppose |V (C)| = 2
and V (C) ⊆ NG(v1). Let V (C) = {x,y}. If dG(x) = dG(y) = 2, then C is a connected component
of G \ {v1} and the number of such C is at most t. If dG(x) � 3 or dG(y) � 3, e({x,y},A2) � 1.
This implies that {x,y}∩S 
= /0. Thus, by summing over all components C of G[A], we have

e(v1,A) = ∑
C

e(v1,V (C))

� 2|S|+2t +
2
3
(n−2t −|S|)

=
2
3
(n+ t +2|S|),

� 2
3
(n+ t)+O(n1/2) (by Claim 3.1).

This contradicts (3.5) (as e(G) � n) and completes the proof of Claim 3.4.
Since e(v,A) � θ for v ∈ A1, it follows from Claim 3.4 that |A1| = 1. Let A1 = {v}. Thus v is

the unique vertex of G with degree Δ(G). Then e(A,A) = e(v,A)+ρ , and θ = e(v,A)−ρ .
Next, we give an upper bound on e(v,A). Let J (respectively, J1) be the union of all (respect-

ively, all trivial) tight components of G[A], and let J2 = J \V (J1). By Claim 3.1, |V (J1)| = d0 =
O(n1/2). Hence, by Lemma 2.3,

e(v,V (J)) � |V (J1)|+
|V (J2)|

3
= d0 +

|V (J2)|
3

.
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Let L (respectively, L) be the union (respectively, collection) of all non-tight components of G[A].
Then, by Lemma 2.8,

e(v,V (L)) = ∑
C∈L

e(v,V (C)) � ∑
C∈L

(
1
2
|C|+d1(C)

)
=

|V (L)|
2

+d1.

Combining the above two inequalities, we have

e(v,A) = e(v,V (J))+ e(v,V (L)) � |A|
2

− |V (J2)|
6

+d0 +d1. (3.6)

We may assume that δ (G) = 2. For, suppose δ (G) � 3. Then by Claim 3.1, d0 +d1 = O(n1/2).
Recall that τ is the number of tight components of G[A]. Thus, by Lemma 2.4,

τ � |V (J1)|+
|V (J2)|

3
= d0 +

|V (J2)|
3

.

Hence, by (3.6)

θ +
τ
2

� e(v,A)+
τ
2

� 1
2

n+O(n1/2).

Therefore, by (3.3), e(Vi) � (1/4+ ε)e(G) for i = 1,2.
Now that δ (G) = 2, the bound θ � (n− 1)/(δ (G)− 1) in Claim 3.3 is no longer sufficient,

and the bound on e(v,A) in (3.6) is not enough as we cannot bound d1. Thus, we introduce a
new idea by considering some special triangles containing v. A triangle vxyv in G is of type I if
dG(x) = dG(y) = 2, and of type II if dG(x) = 2 and dG(y) = 3. Let t1 (respectively, t2) denote the
number of type I (respectively, type II) triangles containing v. Note that if vxyv is a triangle of
type I or type II then x,y ∈V (L).

We construct a new graph G′ from G by deleting some vertices in L contained in triangles
of type I or type II. If t1 � �θ/2
 then let α = �θ/2
 and β = 0; otherwise, let α = t1 and
β = �θ/2
− t1. When θ � 2(t1 + t2), we choose α type I triangles and β type II triangles and
delete the vertices in those triangles except v. When θ > 2(t1 + t2), we delete the vertices except
v in all triangles of type I or type II. Let G′ denote the resulting graph, and let B = V (G′)\A.

Claim 3.5. If G′ has a bipartition V (G′) = V ′
1 ∪V ′

2 such that for i = 1,2, eG′(V ′
i ) � e(G′)/4 +

εe(G), then G has a bipartition V (G) =V1∪V2 such that |V1|−|V2|= |V ′
1|−|V ′

2|, and for i = 1,2,
V ′

i ⊆Vi and e(Vi) � (e(G)+ t)/4+ εe(G).

To prove this claim, let V (G′) = V ′
1 ∪V ′

2 be a bipartition of G′ such that for i = 1,2, eG′(V ′
i ) �

e(G′)/4+ εe(G). We may assume that v ∈V ′
1. We now define a bipartition V (G) = V1 ∪V2 of G

such that V ′
i ⊆Vi for i = 1,2. Let vxyv be a triangle with x,y /∈V (G′). If vxyv is of type I, then let

x ∈ V1 and y ∈ V2. If vxyv is of type II we may let dG(y) = 3 and {z} = NG(y) \ {v,x}. If z ∈ V ′
1

then let x ∈V1 and y ∈V2; and otherwise, let x ∈V2 and y ∈V1. Note that |V1|− |V2|= |V ′
1|− |V ′

2|,
and each triangle vxyv with x,y /∈V (G′) increases e(V ′

1) by one but has no effect on e(V ′
2).

Let a = α and b = β if θ � 2(t1 + t2), and let a = t1 and b = t2 if θ > 2(t1 + t2). Then
e(G) = e(G′)+3a+4b. Hence,

e(V1) = e(V ′
1)+a+b � 1

4
e(G′)+a+b+ εe(G) � 1

4
(e(G)+a)+ εe(G),
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and

e(V2) = e(V ′
2) � 1

4
e(G)+ εe(G).

Note that a � t1 � t. We have e(Vi) � (e(G) + t)/4 + εe(G) for i = 1,2, which completes the
proof of Claim 3.5.

Let J′ (respectively, J′1) be the union of all (respectively, all trivial) tight components of G′[B],
let J′2 = J′ −V (J′1), and let L′ be the union of all non-tight components of G′[B]. Note that a tight
component of G[A] is also a tight component of G′[B], as each vertex deleted from G has degree 1
in G[L] or is adjacent to a degree 1 vertex in G[L]. Thus, V (Ji) ⊆V (J′i ) for i = 1,2. Let τ ′ denote
the number of tight components of G′[B]. Then τ ′ � τ .

If |G′| < εn/4, then, by Lemma 2.6, G′ admits a bipartition V (G′) = V ′
1 ∪V ′

2 such that for
i = 1,2, eG′(V ′

i ) � e(G′)/4+O(
√

e(G′)). Thus, by Claim 3.5, G has a bipartition V (G) =V1∪V2

such that |V1|− |V2| = |V ′
1|− |V ′

2| and for i = 1,2, V ′
i ⊆Vi and

e(Vi) � 1
4
(e(G)+ t)+ εe(G)/4.

Since ||V1|−|V2||= ||V ′
1|−|V ′

2||< |G′|� εn/4, we may equalize |V1| and |V2| by moving at most
εn/4 vertices of degree at most 3. This affects each e(Vi) by most 3εn/4 � 3εe(G)/4, thereby
producing the desired bisection.

Suppose that |G′| � εn/4. We now show that if |G′| is sufficiently large (by making n large
since |G′| � εn/4), then G′ admits a bisection V (G′) = V ′

1 ∪V ′
2 such that for i = 1,2, eG′(V ′

i ) �
e(G′)/4+ εe(G); so the assertion of Theorem 1.2 follows from Claim 3.5.

By Lemma 2.1, we only consider the case that e(G′) �C|G′| for some constant C. Note that for
any vertex x ∈ B, dG′(x) � dG(x) � n3/4 = O(|G′|3/4), and |A| = O(n1/4) = O(|G′|1/4). Applying
Lemma 2.5 to G′, we produce a bisection V (G′) = V ′

1 ∪V ′
2 of G′ such that for i = 1,2, Ai ⊆ V ′

i

and

e(V ′
i ) � eG′(Ai)+

eG′(Ai,B)
2

+
eG′(B)

4
− |G′|− τ ′

8
+

ε
3
|G′|. (3.7)

Recall that A1 = {v} and ρ = e(A2,A). Note that for a triangle vxyv with x,y /∈ V (G′), if
e({x,y},A2) � 1 then either x ∈ S or y ∈ S. Hence, by Claim 3.1, we have eG′(A2,B) = ρ −
O(|G′|1/2).

We may assume θ > 2(t1 + t2). For, suppose θ � 2(t1 + t2). Then, by definition, G′ is obtained
from G by deleting the vertices x,y from �θ/2
 triangles vxyv of type I or type II. Thus

eG′(v,B) = e(v,B) = e(v,A)−2�θ/2
 = (θ +ρ)−2�θ/2
.

Hence eG′(A1,B)− eG′(A2,B) = O(|G′|1/2), which means eG′(Ai,B) = eG′(A,B)/2 + O(|G′|1/2)
for i = 1,2. By (3.7) and the fact |G′| � τ ′, we have

eG′(V ′
i ) � eG′(Ai)+

eG′(A,B)+O(|G′|1/2)
4

+
eG′(B)

4
+

ε
3
|G′| = e(G′)

4
+

ε
3
|G′|+O(|G′|1/2),

for i = 1,2. Since |G′| � n � e(G), eG′(V ′
i ) � e(G′)/4+ εe(G), as desired.

Therefore, G′ is obtained from G by deleting the vertices x,y for every triangle vxyv of type I or
type II. So eG′(v,B) = e(v,A)−2(t1 + t2) > ρ and G′ contains neither type I nor type II triangles
containing v as G has no 4-cycle. Since eG′(A2,B) = ρ − O(|G′|1/2) and |G′| � n � e(G), it
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follows from (3.7) that, to prove eG′(V ′
i ) � e(G′)/4+ εe(G), it suffices to show that

eG′(v,B)+
τ ′

2
� |G′|

2
+ρ + εe(G). (3.8)

So we need to bound eG′(v,B) and τ ′.
First, we show τ ′ � d0 +ρ + |V (J′)|/3. Recall that V (J1) is the set of isolated vertices in G[A]

and V (J′1) is the set of isolated vertices in G′[B]. We have |V (J1)| = d0 and V (J1) ⊆ V (J′1) by
the construction of G′. If z ∈ V (J′1) \V (J1), then there exists some triangle vxyv of type II with
dG(y) = 3 and z ∈ NG(y)\{v,x}. Thus, dG′(z) = dG(z)−1 and vz /∈ E(G) (as G has no 4-cycle).
Since δ (G) = 2, eG′(z,A2) = eG(z,A2) � 1. Therefore,

|V (J′1)| = |V (J1)|+ |V (J′1)\V (J1)| � d0 + eG′(A2,V (J′1)) = d0 + e(A2,V (J′1)).

Hence, by Lemma 2.3,

τ ′ � |V (J′1)|+
|V (J′2)|

3
� d0 + e(A2,V (J′1))+

|V (J′2)|
3

� d0 +ρ +
|V (J′)|

3
. (3.9)

Next we bound eG′(v,B) by bounding eG′(v,V (J′)) and eG′(v,V (L′)). By Lemma 2.2,

eG′(v,V (J′)) � |V (J′2)|/3+ eG′(v,V (J′1)).

Since for any z ∈V (J′1)\V (J1), vz /∈ E(G) (as G has no 4-cycle), we have

eG′(v,V (J′1)) = e(v,V (J1)) � d0.

Hence,

eG′(v,V (J′)) � |V (J′2)|
3

+d0 � |V (J′)|
3

+d0. (3.10)

We may assume

eG′(v,V (L′)) >
|V (L′)|+ |A2|

2
+ |S|. (3.11)

For otherwise, by (3.9) and (3.10), we have

eG′(v,B)+
τ ′

2
= eG′(v,V (J′))+ eG′(v,V (L′))+

τ ′

2

� |V (J′)|
3

+d0 +
|V (L′)|+ |A2|

2
+ |S|+ |V (J′)|/3+ρ +d0

2

=
|G′|+ρ −1

2
+ |S|+ 3

2
d0.

By Claim 3.1 and the fact that e(G) � n, it is easy to see that (3.8) holds.
Let L′

2 be the union of those components of G′[B] with just two vertices. Then

eG′(v,V (L′
2)) � |V (L′

2)|
2

+ |S|. (3.12)

To see this, we consider a component C of G′[B] of order two, say xy. Suppose eG′(v,C) = 2.
Then vx,vy ∈ E(G), so dG′(x) = dG(x) and dG′(y) = dG(y), since G has no 4-cycle. Since vxyv
is not a type I or type II triangle in G, eG′({x,y},A2) � 1, so we have x ∈ S or y ∈ S. Thus, if s
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denotes the number of components C of G′[B] with |C| = 2 and eG′(v,C) = 2, then s � |S| and

eG′(v,V (L′
2)) � |V (L′

2)|−2s
2

+2s � |V (L′
2)|

2
+ |S|.

Now we consider components C of G′[B] such that C is not tight and |C| � 3. Let

HC = G′[V (C)∪ (NG′(V (C))∩A2)].

Then HC is connected and |HC|� 3. Let XC be the neighbourhood of v in C and YC = NHC
(XC)\XC.

We claim that

eG′(v,V (C)) � (|XC|+ |YC|)/2. (3.13)

Since G has no 4-cycle, Δ(HC[XC]) � 1 and |YC| = eHC
(XC,YC). Note that, since HC is connected,

eHC
(x,YC) � 1 for any isolated vertex x of HC[XC]. Now let x,y ∈ XC with xy ∈ E(HC). Since

G has no 4-cycle and vx,vy ∈ E(G), neither x nor y is adjacent to a vertex in some triangle of
type II containing v. Thus dG(x) = dHC

(x) and dG(y) = dHC
(y). Therefore, since G has no 4-cycle,

eHC
({x,y},YC) = dG(x)+dG(y)−4. Since vxyv is not of type I or type II, dG(x)+dG(y) � 6. So

eHC
({x,y},YC) � 2. Hence, eG′(v,V (C)) = |XC| � eHC

(XC,YC) = |YC| (as G has no 4-cycle), and
we have (3.13).

Let L′′ (respectively, L′′) be the union (respectively, collection) of all non-tight components C
of G′[B] with |C| � 3. Since G has no 4-cycle, YC ∩YC′ = /0 for any distinct components C,C′ of
G′[B] contained in L′′. Combining (3.12) and (3.13), we have

eG′(v,V (L′)) = eG′(v,V (L′
2))+ eG′(v,V (L′′))

� |V (L′
2)|

2
+ |S|+ ∑

C∈L′′

|XC|+ |YC|
2

� |V (L′)|+ |A2|
2

+ |S|.

This contradicts (3.11) and completes the proof.

4. Max-bisection

In this section, we give a proof of Theorem 1.4 using ideas from Lee, Loh and Sudakov [13] and
Xu, Yan and Yu [19]: pair the vertices using a maximum matching, order the pairs appropriately,
and separate the pairs to optimize the bisection.

Proof of Theorem 1.4. Let M = {v1w1, . . . ,vsws} be a maximum matching in G and W =
V (G)\V (M). Since M is a maximum matching in G, W is an independent set in G and, for any
x,y ∈W and viwi ∈ M,

{vix,wiy} � E(G) and {viy,wix} � E(G). (4.1)

Divide the vertices in W into pairs {x1,y1}, . . . ,{xr,yr} and let u be the unique vertex in W \
{x1,y1, . . . ,xr,yr} if |G| is odd. Note that s+ r = �|G|/2
.

https://doi.org/10.1017/S0963548317000487 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548317000487


Bisections of Graphs Without Short Cycles 57

We order the pairs {vi,wi} and {x j,y j} into a sequence: arrange the pairs {v1,w1}, . . . ,{vs,ws}
in this order. For each j, since δ (G) � 2 and W is independent in G,

e({x j,y j},V (M)) = dG(x j)+dG(y j) � 4. (4.2)

On the other hand, by (4.1), we have, for each viwi, e({vi,wi},{x j,y j}) � 2. If there is some
i∈ {1, . . . ,s} such that e({vi,wi},{x j,y j}) = 1, then choose the smallest such i, and place {x j,y j}
between {vi,wi} and {vi+1,wi+1}. Arbitrarily order those pairs {x j,y j} which are placed between
two consecutive pairs {vi,wi} and {vi+1,wi+1}. Let t denote the number of pairs {x j,y j} with
e({vi,wi},{x j,y j}) = 0 or 2 for all i ∈ {1, . . . ,s}. We append those t pairs at the end of the
sequence in arbitrary order. Let P1, . . . ,Pl denote the final sequence of pairs, where l = s + r =
�|G|/2
.

We claim that t = 0 if g(G) � 5. For a pair {x j,y j}, if e({vi,wi},{x j,y j}) = 2 for some i, then
at most one of {vix j,wix j} (respectively, {viy j,wiy j}) is in E(G); hence by (4.1), vix j,viy j ∈E(G)
or wix j,wiy j ∈ E(G). Therefore, if t > 0 then there exist pairwise distinct i, i′, j such that

e({vi,wi},{x j,y j}) = e({vi′ ,wi′ },{x j,y j}) = 2,

so G contains a 4-cycle. Hence t = 0 if g(G) � 5.
We also claim that t � s/δ (G) if δ (G) is even. By (4.1), if e({vi,wi},{x j,y j}) = 2 for some i,

then either x j,y j have a common neighbourhood in {vi,wi}, or x jviwix j or y jviwiy j is a triangle
in G. Since G does not contain 4-cycles, x j,y j have at most one common neighbourhood. Since
δ (G) is even, there are at least δ (G)/2 pairs {vi,wi} such that x jviwix j (respectively, y jviwiy j) is
a triangle in G. Since each edge of G is contained in at most one triangle, ((δ (G))/2) · 2t � s,
which implies t � s/δ (G).

We now form a bisection of G by separating Pi in the order i = 1, . . . , l and placing u in the end
if |G| is odd. Let V 1

0 = V 2
0 = /0. For each i ∈ {1, . . . , l}, we construct V 1

i and V 2
i such that

(a) V 1
i−1 ⊆V 1

i , V 2
i−1 ⊆V 2

i , |V 1
i | = |V 1

i−1|+1 = |V 2
i−1|+1 = |V 2

i | and |V 1
i ∩Pi| = |V 2

i ∩Pi| = 1, and
(b) subject to (a), e(V 1

i ,V 2
i ) is maximum.

If |G| is even, let V1 = V 1
l and V2 = V 2

l . If |G| is odd, let V1 = V 1
l ∪ {u} and V2 = V 2

l when
e(u,V 1

l ) � e(u,V 2
l ); and let V1 =V 1

l and V2 =V 2
l ∪{u} when e(u,V 1

l ) > e(u,V 2
l ). Clearly, V (G) =

V1 ∪V2 is a bisection of G.
We bound e(V1,V2). Let Gi = G[V 1

i ∪V 2
i ], for i = 1, . . . , l. By (b),

e(V 1
i ,V 2

i )− e(V 1
i−1,V

2
i−1) � (e(Gi)− e(Gi−1))/2

for i = 1, . . . , l. Moreover, if |G| is odd, then

e(V1,V2)− e(V 1
l ,V 2

l ) � (e(G)− e(Gl))/2.

In fact, for 1 � i � �|G|/2
− t, either Pi = {v j,wj} for some j or Pi = {x j′ ,y j′ } for some j′ with
dGi

(x j′)+dGi
(y j′) odd; hence

e(V 1
i ,V 2

i )− e(V 1
i−1,V

2
i−1) � e(Gi)− e(Gi−1)+1

2
.
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Therefore, write k = �|G|/2
− t,

e(V1,V2) =
l

∑
i=1

(e(V 1
i ,V 2

i )− e(V 1
i−1,V

2
i−1))+

e(G)− e(Gl)
2

� 1
2

k

∑
i=1

(e(Gi)− e(Gi−1)+1)+
1
2

l

∑
i=k+1

(e(Gi)− e(Gi−1))+
e(G)− e(Gl)

2

=
1
2
(e(G)+ �|G|/2
− t).

If g(G) � 5 then t = 0, so e(V1,V2) � e(G)/2+(|G|−1)/4. If δ (G) is even then t � s/δ (G);
so e(V1,V2) � e(G)/2 +(|G|−1)/4− s/(2δ (G)). Thus V (G) = V1 ∪V2 is the desired bisection
of G.

5. Concluding remarks

In [2], Alon, Bollobás, Krivelevich and Sudakov studied maximum bipartitions of graphs without
short cycles and proved that there exists a constant c > 0 such that every graph G with m edges
and g(G) � 5 has a bipartition of size m/2+cm5/6. They also showed that there exists a constant
c′ such that, for infinitely many m, there exists a graph G with m edges and g(G) � 5 whose
Max-Cut has size at most m/2 + c′m5/6. It would be interesting to see if similar results hold for
bisections. Combining Theorem 1.4 and Lemma 2.7, it is easy to see that there exists a constant
c > 0 such that every graph G with m edges, δ (G) � 2 and g(G) � 5 has a bisection of size at
least m/2+ cm2/3.

Let G be a graph with δ (G) � 2 and without 4-cycles. Our proof of Theorem 1.2 shows that
G admits a bisection V (G) = V1 ∪V2 such that

e(V1) � (1/4+o(1))e(G)+ t/4 and e(V2) � (1/4+o(1))e(G).

Certain triangles incident with a vertex of degree Δ(G) play a role. If we delete those triangles,
the resulting graph has an optimal judicious bisection. On the other hand, the lower bound by
Alon, Bollobás, Krivelevich and Sudakov shows that the bound in Theorem 1.2 is asymptotically
tight for infinitely many m: there exists a graph G with m edges and g(G) � 5 such that for any
bisection V (G) = V1 ∪V2 of G,

max{e(V1),e(V2)} > m/4− c′m5/6.
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