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SUMMARY
In this paper, we propose a bioinspired path planning algorithm for finding a high-quality initial solu-
tion based on the pipeline of the Rapidly exploring Random Tree (RRT) method by modifying the
sampling process. The modification mainly includes controlling the sampling space and using the
probabilistic sampling with the two-dimensional Gaussian mixture model. Inspired by the tropism of
plants, we use a Gaussian mixture model to imitate the tree’s growth in nature. In a 2D environment,
we can get an approximate moving point’s probabilistic distribution, and the initial path can be found
much quickly guided by the probabilistic heuristic. At the same time, only a small number of nodes
are generated, which can reduce the memory usage. As a meta-algorithm, it can be applicable to other
RRT methods and the performance of underlying algorithm is improved dramatically. We also prove
that the probabilistic completeness and the asymptotic optimality depend on the original algorithm
(other RRTs). We demonstrate the application of our algorithm in different simulated 2D environ-
ments. On these scenarios, our algorithm outperforms the RRT and the RRT* methods on finding
the initial solution. When embedded into post-processing algorithms like the Informed RRT*, it also
promotes the convergence speed and saves the memory usage.

KEYWORDS: Path planning; Motion planning; Robotics; Mobile robot.

1. Introduction
Robot path planning1–3 is a basic research domain in robotics, which aims to finding a feasible
path for the robot in a given environment if it exists. Recently, growing interest has been placed on
finding high-quality paths. The quality of the path can be measured by several criteria according to
specific applications, such as the path length, the computational time of the corresponding planner,
the clearance to the obstacles, the smoothness of the generated path and the memory usage. In this
paper, we take the computational time and memory usage as main criteria. The path length is also
discussed on the problem of finding the initial solution.

In general, the artificial potential field (APF), the graph-based and the sampling-based algo-
rithms are usually used to solve path planning problems. The APF method4 directs the motion of
the robot through an APF defined by a function over the whole free configuration space. A feasi-
ble path is found by following the direction of the steepest decent of the potential. However, much
computational time is required and this method may end up in a local minimum.
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(a) (b) (c) (d)

Fig. 1. Experimental results on finding the initial solution in maze environments. The RRTJ and the RRT*J
represent improved RRT and RRT* with our meta-algorithm. The small triangle in the left represents the start
position, the big green circle in the right represents the goal region, the black rectangle represents the obstacle
and the red line represents the initial solution. Time is the execution time of the whole algorithm and Node is
the number of node of the tree at last. (a) and (b) show the results of the RRT and the RRTJ, while (c) and (d)
show the results of the RRT* and the RRT*J. The number of node can represent the memory usage because
different algorithms use almost the same memory usage in other places.

The graph-based algorithms, such as the A*5 and the D*,6 are resolution complete and resolution
optimal, meaning that they can always find the optimal solution if it exists. But these algorithms have
little clearance to obstacles and they do not perform well as the problem scale increases.

The sampling-based algorithms, such as the Rapidly exploring Random Tree (RRT)7 and the
Probabilistic Roadmap (PRM)8 methods, are very popular because they can avoid the local minimum
problem and scale well with problem size. The RRT method is probabilistic complete, which means
that the probability of finding a feasible solution approaches to one if it exists with the number of
iterations approaching to infinity. But solutions from the RRT algorithms are often far from optimal.
Recently, many variants of the RRT methods have been proposed to find the optimal or near-optimal
solutions efficiently. The sample biasing,9–13 the post-processing methods like the shortcutting,14, 15

and the path hybridization16–19 have been shown very effective at speeding up the convergence rate
and finding the optimal solution from a combination of the input paths.

In addition to aforementioned methods, meta-heuristic methods are also used in the path plan-
ning problem. Ant Colony algorithm (AC)20 and Genetic algorithm (GA)21 are usually applied into
the Traveling Salesman Problem, which is a task assignment problem based on the generated path.
Inspired by the AC and GA, particle swarm optimization (PSO)22 is another efficient method, which
can optimize the solution in an iterative manner with a swarm of particles. A modified version of
PSO23 is proposed to allow the robot to adjust its moving direction in terms of the movements of the
targets and obstacles in the dynamic environment.

Reinforcement learning method24 achieves the path planning by continuously optimizing the
action policy, which is an off-line method. By learning from the demonstrations, inverse reinforce-
ment learning25 is widely used in the social-aware path planning. They aim at learning different cost
functions in different scenarios.

However, to our best knowledge, few research efforts pay attention to the initial solution by using
sampling-based methods. In fact, the initial solution has a big impact on the algorithm implementa-
tion. A good initial solution can save much computational time and memory usage. The A*-RRT*16

and the Thete*-RRT17 methods are hybridization of the graph-based and the sampling-based algo-
rithms. However, like other graph-based algorithms, their scalability is weak on finding the initial
solution. Meanwhile, the smoothness is lacking and the clearance to the obstacles is little. More
post-processing work is needed to get a high-quality path.

In this paper, we propose a meta-algorithm (as shown in Fig. 1) through controlling the sampling
space and using the probabilistic sampling with the Gaussian mixture model. With such a proba-
bilistic heuristic, a feasible path can be found quickly with less memory usage. Our motivation is to
balance the exploration and the exploitation. Generally, the RRTs algorithms try to explore the whole
map to find an initial solution at first, then the exploitation process is implemented to optimize the
initial solution. In this way, the completeness can be probabilistically guaranteed. However, as the
exploration area expands, much time and the computational resources are required in the exploitation
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process. In many cases, such as the home or the environment where a solution is easy to find, uni-
formly exploring the whole map is not necessary. Motivated by this observation and inspired by the
tropism of plants (discussed in Section 3.2), we propose this meta-algorithm. Naturally, it is appli-
cable to the RRTs algorithms like the RRT,7 the RRT*,26 and Informed RRT*14 methods to further
improve their performance. Our contributions include:

• a meta-algorithm to find a high-quality initial solution for the RRTs algorithms;
• a tree coverage detection method for the probabilistic sampling process; and
• a probabilistic sampling method based on the Gaussian mixture model.

This paper is organized as follows. We review related existing work in Section 2. Section 3 gives
a problem statement and our inspiration about this work. Section 4 introduces the framework of our
algorithm, the coverage detection method and the probabilistic sampling process. The probabilis-
tic completeness and the asymptotic optimality of our algorithm are also proved in this section. In
Section 5, we discuss our experiments and demonstrate the efficiency of our algorithm. Conclusions
and future work are discussed in Section 6.

2. Related Work
Many variants of the RRTs have been proposed in order to find high-quality solutions. These prior
related work mainly consists of the sample biasing, the post-processing methods, the hybridization
methods, the asymptotically optimal and near-optimal methods, and the anytime RRTs.

Compared to other work, our contributions lie in finding an initial solution efficiently with less
memory usage by using the sampling-biasing methods, and the proposed algorithm can be applicable
to post-processing, asymptotically optimal methods and other RRTs algorithms.

2.1. Sample biasing
Sample biasing makes use of the improved sampling strategies. Similar to the online optimiza-
tion, these strategies bias the search to find high-quality solutions during the whole planning
process. Urmson and Simmons9 utilize a heuristic quality function to guide the growth of an RRT.
Incorporating the cost of the path provides extra information to an RRT that allows it to operate
in more than an exploratory manner. A new sampling strategy based on an estimated feasibility
set, named the RG-RRT,10 is proposed to afford a big improvement in performance for differential
constrained systems. Alleviating the sensitivity of the random sampling to a metric that is used to
expand the tree, the result of the RG-RRT is a modified Voronoi bias focusing on the nodes that
probably promotes exploration given the system dynamics constraints. By using obstacle boundary
information, a variant of the RRT11 is proposed to sample more nodes near the obstacle that is more
likely to block the feasible path. The sampling process is biased and the time cost of the whole
planning process decreases. Additional methods include, among others, the f-biasing (a heuristic
based on the estimate of solution cost guides sparse sampling)12 and the multiple random restarts13

methods.

2.2. Post-processing methods
The shortcutting is a commonly used intuitive post-processing method. Generally, two nonconsec-
utive configurations are selected randomly along the original path. If they can be connected by a
straight line and the connection improves the path quality, the original path segments are replaced
by the straight line. Geraerts and Overmars15 report the partial shortcut method, which can remove
redundant motions and decrease the path length by interpolating one degree of freedom at a time.

Another effective post-processing method is the Informed RRT*14 method. It uses the subset of
the states that can improve a solution as a prolate hyperspheroid and uses an admissible ellipsoidal
heuristic in the sampling process. A quick convergence rate is reported.

2.3. Hybridization methods
The path hybridization, introduced in ref. [18], takes two or more initial solutions as the input and
constructs a higher quality path by comparing the quality of certain subpaths within each solution
and the quality of the entire path.
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The hybridization of the graph-based and the sampling-based algorithms, such as the A*-RRT*,16

the Thete*-RRT17 and the RRT#19 methods, takes advantage of the speed of the graph search and the
uniform distribution of the random sampling, and results in a better performance.

2.4. Asymptotically optimal and near-optimal methods
Karaman and Frazzoli26 show that the cost of the solution returned by the sampling-based algorithms
like the RRT and the PRM converges to a suboptimal value. By modifying the connection scheme
of a new node to the existing tree, they present the RRT* and the PRM*, which are shown to be
asymptotically optimal. As the number of iterations tends to infinity, the probability of finding an
optimal solution approaches to one. The fast marching tree (FMT*)27 is also asymptotically optimal.
It combines the features of both the single-query and the multiple-query algorithms and implements
a lazy dynamic recursion given a number of probabilistically drawn samples, so it outperforms the
RRT* and PRM* methods.

The concept of asymptotically near-optimal means that the current solution converges to within
an approximation factor of (1+ ε) of the optimal solution with probability of one as the number
of iterations approaches to infinity. By this relaxation, the algorithm performance gets improved.
The stable Sparse RRT (SST)28 is an typical example, which does not access the steering function,
maintains a sparse set of samples and converges fast to a high-quality path. The lower bound tree-
RRT (LBT-RRT)29 is another asymptotically near-optimal algorithm for fast and high-quality motion
planning by using the fast all-pairs r-nearest neighbors (NN) and the lower bound on the cost.

2.5. Anytime RRTs
Anytime path planning means that the algorithm may be terminated anytime, while the time to plan is
not known and no specified cost is predetermined. Namely, any solution should be found quickly and
a high-quality solution can be reached if time permits. Ferguson and Stentz30 present a non-uniform
search focusing on the area that can potentially improve the quality of the existing paths. It can be
combined with other sampling-based planners to perform like an anytime RRT. The RT-RRT*31 is
another variant of the anytime RRTs with an online tree rewiring strategy, which works well under
the dynamic differential constraints.

3. Preliminaries

3.1. Problem formulation
In this paper, we only consider the path planning problem in a 2D environment. Let X ⊂R

2 be
the state space. Let Xfree ⊂ X be the free space and Xobs = X \ Xfree be the obstacle space. Assume
the robot as a point whose path is represented by a curve φ(s) : [0, 1]→R

2. Here φ(s) means the
intermediate state in the whole path.

We call φ(s) a feasible path if the robot can move from a start point xinit to the goal region Xgoal

such that

φ(s) : [0, 1]→ Xfree, φ(0)= xinit, φ(1) ∈ Xgoal (1)

where Xgoal = {x ∈ Xfree

∣∣ ||x− xgoal|| ≤ r}.
Denote the set of all feasible paths by �. With a cost function c :�→R≥0, the optimal path

planning problem can be formulated as

φ∗ = arg min
φ∈�{c(φ)|φ(0)= xinit, φ(1) ∈ Xgoal,

∀s ∈ [0, 1], φ(s) ∈ Xfree}.
(2)

3.2. Inspiration: tropism of plants
Tropism of plants is a biological phenomenon, indicating the growth movement of a plant in response
to an environment stimulus. Phototropism, one of the main tropisms of plants, is defined as the impact
from light stimulus. Most shoots of plant exhibit positive phototropism and grow toward light. When
the obstacles block the sunlight, the tree will grow the branches laterally to bypass them. As a result,
the lateral growth space of the tree is expanded. When the tree touches the sunlight, it grows branches
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Fig. 2. Algorithm framework. The black box contains the main algorithm. The input is a given map, a two-
dimensional mean vector, a 2× 2 covariance matrix and a prior distribution. The output is the final result based
on the main algorithm and the post-process methods. In the main algorithm, probabilistic sampling represents
the sampling method according to the Gaussian mixture model, and the horizontal and vertical coordinates
(x1, x2) are selected, respectively. Coordinate transformation shows a transformation from the sampling coor-
dinate system to the world coordinate system with a matrix T . RRTs algorithm means that our algorithm can
be embedded into them as pre-process and post-process steps. If the goal is found in aforementioned steps,
the algorithm steps into post-process for further optimization. If not found, the algorithm implements cov-
erage detection. The red number and the red rectangular show that only the incremental area is calculated.
Update(pi, μi, �i) means the value of pi, μi and �i are updated according the result of coverage detection.

vertically and stops the expansion of the lateral growth space. The positive phototropism enables the
tree to obtain photosynthetic energy as much as possible and limits the lateral growth space as little
as possible.

We use a probabilistic sampling process based on Gaussian mixture model to imitate the pho-
totropism of plants, as shown in Fig. 2. We discuss the details of this probabilistic sampling process
in Section 4.2.

4. Algorithm
Figure 2 shows the frame of our algorithm. The input is an environment map, mean value vector
μ, covariance matrix � and prior distribution p. In the probabilistic sampling, we use a Gaussian
mixture model to generate nodes in the sampling coordinate system. By a matrix T , a transformation
from the sampling coordinate system to the world coordinate system is achieved. These nodes can
be directly used in the RRTs algorithms like the RRT and the RRT*, which are pipelines that our
algorithm relies on. In each iteration, the algorithm detects whether the goal is found or not. If not,
the coverage detection is implemented and μi, �i and pi are updated, then a new loop begins. Or
post-process methods will be used to generate the final result.

The reason why we use the Gaussian mixture model is that we hope the sampling process focuses
on the region which potentially contains a solution. As the tree grows, we select the treetop (a node
of the tree nearest to the goal position) as the sampling center. Sampling backward can promote
the exploitation (rewiring process of the RRTs algorithms) and sampling forward can accelerate
the exploration. A major concern of our method is the performance in some cases where a valid
path would need to pass close to the environment’s border or need to make some complex turns. In
fact, with the probabilistic sampling process in our algorithm, the performance is still better than
the RRT and the RRT* on finding the initial solution. Because, in our Gaussian mixture model, the
probability of sampling nodes in the boundary area of sampling space becomes larger according
to the change of pi in such scenarios. In other words, the probabilistic sampling is automatically
adjusted to different scenarios. In the experiment section, we use some challenging environments to
demonstrate the efficiency of our algorithm.

In order to implement the probabilistic sampling, we need two coordinate systems including world
coordinate system and sampling coordinate system. First, we sample candidate nodes under the sam-
pling coordinate system (shown in Fig. 2) with Gaussian mixture model. Then we transform the
coordinates of these nodes into the world coordinate system using T , where

https://doi.org/10.1017/S0263574719000195 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574719000195


1682 Finding a high-quality initial solution for the RRTs algorithms

T =
(

cos θ sin θ

− sin θ cos θ

)
(3)

In the world coordinates, the x-axis is parallel to the line connecting the start and goal position, then
θ denotes the angle between the sampling coordinate system (denoted with black) and the world
coordinate system (denoted with blue), as shown in Fig. 2.

The Gaussian mixture model can be formulated with μ, � and p, which can be represented as

p(x)=
n∑

i=1

piN (μi, �i),

n∑
i=1

pi = 1 (4)

where N represents a two-dimensional Gaussian distribution and pi is a weight of ith component. x=
(x1, x2) is a two-dimensional vector (x1 and x2 corresponding to the horizontal and vertical directions,
respectively, in the sampling coordinate system), μi is a two-dimensional mean vector and �i is a
2× 2 covariance matrix.

For the covariance matrix � = [σ1 σ2; σ3 σ4], if σ2 and σ3 are not zero, the two-dimensional
Gaussian distribution will not symmetrically relative to the axes. For simplicity, we assume σ2 =
σ3 = 0. So � becomes

� =
(

σ1 0
0 σ2

)
(5)

σ1 and σ2 denote the standard deviation of the two-dimensional Gaussian distribution in horizon-
tal and vertical directions, respectively. For implementation, we split the two-dimensional Gaussian
mixture model in two one-dimensional models:

p(x1)=
n∑

i=1

miN (μ1i, σ1i),

n∑
i=1

mi = 1,

p(x2)=
n∑

i=1

niN (μ2i, σ2i),

n∑
i=1

ni = 1

(6)

which correspond to the horizontal and vertical coordinates of one node x, respectively. The initial
setting and the update of μi, �i and pi will be discussed in Section 4.2.

First, we apply our algorithm to the RRT* in Alg. 1 as an example. We construct a tree
T = (V, E) consisting of a vertex set V ⊂ Xfree and edges E⊆ V × V . The key changes are
CoverageDetection(μ, �) and ProbabilisticSampling(μ, �).

4.1. Coverage detection
The concept of the coverage detection is the key to our algorithm. As mentioned before, our algorithm
is based on controlling the sampling space and using the probabilistic sampling. An appropriate con-
trol of sampling space is good for finding an initial solution quickly and accelerating the optimization
speed, while a bad control slows the exploration speed and has a bad influence on the performance
of our algorithm. So the control criteria are essential.

Consider a tree in natural environment; if the nutrition is enough and other external factors do
not affect its growth (not blocked by other trees or obstacles), this tree will grow as high as it can.
Similar to the RRT, if there is no obstacle in a given sampling space, the tree will grow to the goal
region quickly. If not, current sampling space is limiting the growth of the tree and a larger sampling
space is needed. The key issue is when and how to adjust the sampling space. An intuitive idea is that
the sampling space should be adjusted when the nodes of the tree are too dense. But the detection
is hard. First, a criterion to effectively measure the density should be put forward, which needs to
consider the current growth of the tree, the size of sampling space and the obstacle area. Secondly,
the detection is required to be very fast and does not depend on much computational resource. Slow
detection affects the speed of the whole algorithm and using too much computational resource does
not scale well in a large map or high-dimensional environment.
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Algorithm 1: Alg(xinit, xgoal)

V← xinit, E←∅, T = (V, E), goal= false;
μ1 =μ2 = 0, σ1 = σ2 = 1;
GriddingProcess(map);
for i= 1...N do

if goal== false then
xrand = ProbabilisticSampling(μ, �);

else
xrand = RandomSampling();

xnearest = Nearest(T , xrand);
xnew = Steer(xnearest, xrand);
if Line(xnearest, xnew) ∈ Xfree then

if xnew ∈ Xgoal then
V← V ∪ {xnew};
E← E ∪ {(xnearest, xnew)};
return T ;

Xnear = NearestNeighbours(T , xnew);
xmin = xnearest;

cmin = Cost(xmin) + Dist(xmin, xnew);
for xnear ∈ Xnear do

cnew = Cost(xnear) + Dist(xnear, xnew);
if cnew < cmin then

if Line(xnear, xnew) ∈ Xfree then
cmin = cnew, xmin = xnear;

V← V ∪ {xnew}, E← E ∪ {(xmin, xnew)};
Rewire();
n = CalGrid(�);

if !goal && Mod(i, counters)== 0 then
CoverageDetection(μ, �);

return T ;

In terms of these two factors, we introduce the concept of the coverage detection and propose a
corresponding algorithm to measure the density effectively and quickly. GriddingProcess(map) and
CalGrid(�) are two pre-processing steps in our coverage detection algorithm.

GriddingProcess(map) means the map is gridded into squares with the side length of k, and

k= ε

2
(7)

where ε is the maximum distance between xnearest and xnew in Steer(xnearest, xrand). Using the grid
representation, the area of the tree and the sampling space can be compared in the same order of
magnitude.

Through hundreds of experiments in different environments, GriddingProcess(map) can be fin-
ished in 0.5–1 ms and takes up less than 1% in the whole computation time, which is negligible
compared with the time cost of the algorithm on finding the initial solution.

CalGrid(�) traverses an area, which is a rectangular bounding box of current tree, and returns
the number of current grids occupied by the tree nodes. We use a set N to represent the grid map.
The value of each grid is initially set to 0. If a grid is occupied or partly occupied by obstacles, the
value becomes −1. If a node is added to the tree and it is enclosed by a grid, then the value of this
grid is set to 1. One grid can enclose more than one node, but the maximum value of this grid is 1. If
the value of one grid is −1, it can become 1, and if the value of one grid is 1, it also can become −1
again when it is occupied by a moving obstacle. So the number of grids occupied by the tree is

n=Count(N, 1) (8)

The process of CalGrid(�) is very fast for two reasons. First, we use a rectangular as the bound-
ing box. We only store eight points consisting of maximum and minimum points in horizontal and
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Algorithm 2: CoverageDetection(μ, �)

Stree = CalGrid(�);
Sobs = CalObsArea(�);
TCR = nk2/(Stree − Sobs);
� = Expand(�);
μ = Update(μ);

vertical directions and their updates. The rectangular is not very suitable to be the contour of the
tree, but through a large number of experiments we find the density is usually very small and this
rectangular bounding box almost brings no influence. Second, it is implemented according to current
growth of the tree (shown in Fig. 2). Each time only the incremental area is calculated. It means
the incremental area of [rectangular 2–rectangular 1] and [rectangular 3–rectangular 2] will be con-
sidered instead of [rectangular 2] and [rectangular 3]. Therefore, the algorithm can be implemented
very fast.

In addition, we adopt a “black-box” collision checking algorithm. We do not need to know the
shape or position of the obstacles. CalGrid(�) is only a simple traversal process. Compared to
general RRTs algorithm, the further knowledge we need to acquire is that we use an array to store
the number of 0 and 1 of current sampling space.

Definition 1 (Node Area). In the square gridded sampling space, suppose the nodes of the tree
occupy n grids and the side length of each grid is k, then the node area Snode is defined as

Snode = nk2 (9)

Definition 2 (Tree Area). The area of the rectangle bounding box of the current tree is defined as
tree area Stree.

Definition 3 (Tree Coverage Rate). Suppose in the current tree area Stree, the area of the obstacle
space is Sobs, then we define the Tree Coverage Rate (TCR) as

TCR = Snode

Stree − Sobs
= nk2

Stree − Sobs
(10)

The area of Stree equals the area traversed by CalGrid(�). Sobs can be obtained through
CalObsArea(�). Actually, this process is implemented in CalGrid(�).

TCR represents the growth condition of the tree under the current two-dimensional Gaussian
mixture model. When the program runs for counters iterations and Xgoal is not found, it will call
CoverageDetection(μ, �). The value of μ and � will be updated in CoverageDetection(μ, �).
Update(μ) updates the value of μ1 and μ2 while Expand(�) updates the value of σ1 and σ2. The
details of the update process are provided in Section 4.2.

4.2. Probabilistic sampling
The probabilistic sampling process is implemented under the sampling coordinate system, with a
matrix T the transformation from the sampling coordinate system to the world coordinate system is
achieved.

The horizontal coordinate will be generated by μ1 and σ1.
For the value of σ1, we build a relationship between TCR and σ1. TCR represents the growth

condition of the tree under current two-dimensional Gaussian distribution. When TCR is large and
no feasible solution is found, it means that the growth of the tree is limited by obstacles around
it. So we consider expanding the value of σ1 to increase the probability of sampling nodes farther
away from the center, μ1, in horizontal direction. For finding the initial solution faster, σ1 should
be more sensitive to TCR at the beginning and become less sensitive to TCR as the probabilistic
sampling process goes on. Because on the initial condition, a large number of generated nodes lie on
the surrounding of the central line in horizontal direction, which is enough for finding one feasible
solution if it exists in such a probabilistic sampling process. In the following steps, we need to
control the area of the sampling space. If the area increases quickly, it affects the quality of the initial
feasible solution and the convergence speed of following post-process. So the function of σ1 and
TCR, f (TCR), should satisfy:

f ′(TCR) > 0, f ′′(TCR) < 0. (11)
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Many logarithmic and quadratic functions satisfy the above two properties. Here we use a
logarithmic function to construct the relationship between σ1 and TCR.

Initially, the value of μ1 is 0 for two reasons: (1) The shortest path is the line linking xinit and xgoal

directly as long as there is no obstacle around it, so we set the default value of μ1 as 0 at the beginning.
(2) In the horizontal direction, the probability of growing to different side of the tree should be equal
because the tree does not know which side is more beneficial for growing. So the value of μ1 is still
0. For the purpose of accelerating the exploration speed and escaping from current limited sampling
space, μ1 needs to change. When the current sampling space limits the tree’s growth, sampling in
the boundary of current space with a large probability is reasonable. Consider the maximum value
of horizontal coordinate of current tree is hmax and the minimum value is hmin. The value of μ1 will
change according to TCR. Most of the time, μ1 = 0 and μ1 = hmax or hmin when the growth of the
tree is limited severely. We define a new variable e−TCR. Usually TCR is a small number (≤ 0.1) and
TCR ∈ (0, 1], so e−TCR ∈ [ 1e , 1). In fact, e−TCR approaches to 1 as usual.

Therefore, the Gaussian mixture model in horizontal direction is formulated as

p(x1)=m1N (0, σ1)+m2N (hmax, σ1)+m3N (hmin, σ1) (12)

where m1 = e−TCR and m2 =m3 = 1−e−TCR

2 .
The vertical coordinate will be generated by μ2 and σ2. For the current tree, the vertical coordinate

of the node nearest to xgoal in the vertical direction is considered as nv (called treetop), which reflects
the growth condition to xgoal. So the value of nv is always changing until one feasible solution is
found or the tree reaches the bounder of the current map.

In order to avoid ending up in a local minimum and getting stuck in some extreme environments
(like the trap environment and the long corridor not leading to the goal region), sometimes the sam-
pling center in the vertical direction should be opposite to the growth tendency of current tree. At
this time, we have nvo = 2xinit.y− nv. y represents the vertical coordinate. For example, xinit.y is the
vertical coordinate of xinit. μ2 = nv or nvo.

For the value of σ2, it is a function about μ2. This function f (μ2) can be explicitly formulated as

f (μ2)= μ2 − xinit.y

3
(13)

It is obvious that f (μ2) is a monotonically increasing function and the maximum depends on the
map. The denominator 3 comes from the “3σ principle” in Gaussian distribution.

We still use e−TCR to guide the probabilistic process. When e−TCR is larger, it means current sam-
pling space limits the tree’s growth and the probability to sample in the opposite direction of the tree’s
growth tendency will increase. So the Gaussian mixture model in the vertical direction is formulated:

p(x2)= n1N (nv, σ2)+ n2N (nvo, σ2) (14)

where n1 = e−TCR and n2 = 1−e−TCR

2 .
Through μ2 and σ2, the probabilistic sampling process in the vertical direction depends on the

current growth condition of the tree in vertical direction. At most time, μ2 = nv. Naturally, sampling
nodes around the treetop are very beneficial for the growth of this tree. According to the property
of the Gaussian distribution, we know that 99.73% nodes will be located in the range (−3σ2, 3σ2).
The reason why we do that includes: (1) Sampling in the backward direction of μ2 solves the “False
Treetop” problem, which means that current treetop cannot continuously grow and the true treetop
does not grow faster than the false one at this moment. (2) Sampling in the forward direction of μ2

can make sure the treetop get enough space to grow. (3) Continuously increasing value of σ2 can help
find the initial feasible solution quickly.

4.3. Analysis of probabilistic completeness and asymptotic optimality
The probabilistic completeness is naturally guaranteed. According to the property of the Gaussian
distribution, each point can be selected with different probability in theory. The points close to center
are more likely to be selected, while the points far away from center are less likely to be selected.
In addition, as a meta-algorithm, when the initial solution is found, it does not have an effect on the
main algorithm any more. In the following process, the probabilistic completeness depends on the
algorithm that our meta-algorithm is embedded in.
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Fig. 3. Demonstration of experimental results in three scenarios with four algorithms. The RRTJ and the RRT*J
represent improved RRT and RRT* with our meta-algorithm. The small triangle in the left represents the start
position, the big circle in the right represents the goal region, the rectangle represents the obstacle and the bold
line represents the initial solution. The ENR means the effective node rate, reflecting the utilization of sampled
nodes. Time is the execution time of the whole algorithm and Node is the number of node of the tree at last.

Obviously, the asymptotic optimality depends on the algorithm that our meta-algorithm is
embedded in because our algorithm only aims to find a high-quality initial solution.

5. Experiments and Results
In this paper, we adopt Windows 10.0 on an Intel i5-4590 with 8GB of RAM as our experimental plat-
form. We use Visual Studio 2015 with openFrameworks as the Integrated Development Environment
(IDE). As shown in Fig. 3, the goal region is a circle with the radius of 35 pixels. The home envi-
ronment (shown in Fig. 3) is designed according to some general house floor plans. We intend to
see the performance of our algorithm in such a practical environment. Different start and goal posi-
tions (Scenario A→ B, Scenario C→D and Scenario E→ F) are selected to test the efficiency and
robustness (the performance under different configurations). In scenario A→ B, the tree needs to
make a complex turn and grows backward when approaching the goal region. In scenario C→D,
the tree needs to make simple turns at the beginning and at the end. In scenario E→ F, the tree is
required to grow backward to escape from a small trap at first. The maze environment (shown in
Fig. 1) is used to test the generality of our algorithm.

Except for the aforementioned evaluations, we further analyze the algorithm based on the funda-
mental tasks that a path planner is required to do: exploration and exploitation. The RRTs algorithms
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Fig. 4. Experimental results on finding the initial solution. The RRTJ and the RRT*J represent improved RRT
and RRT* with our meta-algorithm. (d) and (h) show the results on maze environment, and the others show the
results in the home environment with different configurations. For any scenario, the time cost and the number
of node are provided. In each figure, we use a box plot to describe the distribution of the experimental results.

sample many nodes in the exploration process, some of which make up the initial solution in the
exploitation process. However, many nodes contribute a little or nothing to the solution. It is a key
issue to balance the exploration and the exploitation. In order to explain this issue more clearly, we
define a new evaluation metric, Effective Node Rate, notated as ENR.

Definition 4 (Effective Node Rate) When an initial solution is found, suppose the tree contains
M nodes in total and the initial solution is composed of m nodes, the ENR is defined as

ENR = m

M
(15)

The ENR can reflect the utilization of nodes sampled in the exploration process. If a large number
of nodes are sampled and the initial solution only contains a few nodes, we can say that the utiliza-
tion is very low. Herein, we use the ENR to measure the balance between the exploration and the
exploitation. Obviously, a large value of the ENR means a good balance between the exploration and
the exploitation.

We validate our algorithms incorporating with the RRT, the RRT* and the Informed RRT* meth-
ods in simulation environments. First, we compare our algorithm with the RRT and the RRT* on
finding the initial solution in terms of the time cost, the memory usage and the ENR. Second, we apply
our algorithm into the Informed RRT* to see the influence of our proposed algorithm in convergence
rate of finding the optimal solution.

In addition, we also test our algorithm in maze environments where a feasible solution is in a
narrow aisle and with some complex turns. The experiments in the dynamic environment are also
provided.

5.1. Finding the initial solution
In each experiment, we create a map with the size of 800× 800 pixels. We run each path planning
problem 50 times and use box plot (including maximum, the first quartile, median, the third quartile
and minimum) to graphically depict the distribution of experimental data.

The RRT* and the Informed RRT* both use the same sampling method to find an initial solution.
This sampling method may cost much time and memory usage. Our algorithm is also able to find the
initial solution if it exists and can reduce the time cost and the memory usage using the probabilistic
sampling.

Figure 4 shows the experiment results on finding the initial solution, where the RRTJ and
the RRT*J mean that our algorithm, as a meta-algorithm, is applied to the RRT and the RRT*,
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Table I. ENR in four different scenarios.

RRT RRTJ RRT* RRT*J

A→ B 0.030 0.041 0.013 0.019
C→D 0.044 0.107 0.017 0.047
E→ F 0.066 0.126 0.022 0.049

respectively. In home environment (Scenarios A→ B, C→D and E→ F), incorporating with our
algorithm can save 34% and 51% in the time cost, and 49% and 54% in the memory usage on aver-
age compared with the RRT and the RRT*. Here the memory usage is equivalent to the number of
nodes because two pre-processing steps, GriddingProcess(map) and CalGrid(�), only use a very
small number of memory at the beginning and other steps in our algorithm do not use the memory
any more. In addition, in the box plot, the box of the RRTJ and the RRT*J is much smaller than that
of the RRT and the RRT*, especially in Scenarios C→D and E→ F, which means the results from
the RRTJ and the RRT*J have smaller standard deviation and good stability.

The key of our algorithm is that the algorithm can automatically choose the most potentially
beneficial space for the tree’s growth. The “potential” is measured by the probability. Because in
our algorithm, the search process first will focus on the straight line linking xinit and xgoal. When the
growth of the tree is limited by the obstacles between xinit and xgoal, the probabilistic sampling space
will be expanded in the horizontal direction to bypass the obstacles. And in the vertical direction, the
probabilistic sampling space moves with the treetop. Compared to the global sampling of the RRT*,
the probabilistic sampling method can avoid many invalid nodes and shrink the search space, so it
can find a high-quality path using less time cost and less memory usage. Even for some complicated
environments, the probabilistic sampling method can expand the sampling space to the whole map
gradually if the initial solution is hard to be found. The length of the initial solution obtained by
two algorithms is similar because we do a tradeoff between the exploration and the exploitation.
If the probabilistic sampling space expands slowly, the exploration is limited and the probabilistic
completeness is not guaranteed at the beginning stage. So we want to speed the exploration and make
the most of explored space in the exploitation process at the same time. As a result, the sampling
space containing the initial solution is overlarge and the length of the initial solution obtained by our
algorithm is similar to that of the RRT*.

As for Scenario A→ B, the performances of the RRTJ and the RRT*J are not improved signif-
icantly compared with the RRT and the RRT* in the time cost and the memory usage. Because
Scenario A→ B is challenging for our algorithm, where the tree needs a backward growth when
approaching the goal region. However, the probabilistic sampling provides forward and backward
sampling in the vertical direction and the results are still better than that of the RRT and the RRT*.
In our future work, we intend to develop some methods for heuristically biasing the RRT growth9 to
further improve the performance of our algorithm in such challenging environments.

Table I shows the ENR of the RRT, the RRTJ, the RRT* and the RRT*J in three scenarios. In each
scenario, the RRTJ and the RRT*J have a higher ENR than the RRT and the RRT*. As we all know,
the RRT and the RRT* may sample many unnecessary nodes due to their randomness, and these
nodes contribute a little to the initial solution and take much computational resource and memory
usage. So a high ENR indicates that the algorithm maintains a better balance between the exploration
and the exploitation, and more information from the exploration is utilized by the exploitation. Under
this condition, the algorithm’s performance is improved naturally. In other words, the high ENR of
the RRTJ and the RRT*J proves that our probabilistic sampling method is effective in balancing the
exploration and the exploitation, which are two fundamental work in path planning algorithms.

As mentioned before, we also test our algorithm in maze environments, as shown in Fig. 1. In
such maze environments, an initial solution is hard to be found in that it needs to pass through the
environment’s border, grow backward and make some complex turns.

We first compare the RRTJ with the RRT, and two examples are shown in Fig. 1(a) and (b).
Without any rewiring process, the initial solutions obtained by the RRT and the RRTJ, red line in
Fig. 1(a) and (b) linking the start position and the goal region, both seem far from optimal. The
statistical experimental results in Fig. 4(d) and (h) show that the RRTJ can save 31% in the time
cost and 39% in the memory usage compared with the RRT. By observing the data distribution,
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Table II. The experimental results of the IRRT* and the IRRT*J.

Scenario Planner Time (s) Node Length

IRRT* 0.890± 0.231 5483± 1041 986± 12
A→ B IRRT*J 0.700 ± 0.223 4718 ± 1174 990 ± 9

IRRT* 0.521± 0.157 3486± 695 795± 3
C→D IRRT*J 0.314 ± 0.067 2208 ± 281 795 ± 4

IRRT* 0.425± 0.080 2958± 554 710± 8
E→ F IRRT*J 0.378 ± 0.165 2475 ± 1015 701 ± 16

(a) (b) (c) (d)

Fig. 5. Demonstration of RT-RRT* and RT-RRT*J. The triangle in the left top denotes a holonomic robot, the
big green disk denotes the goal region and the small yellow disk denotes dynamic obstacle moving from right
to left with the velocity v= 2 pixel/frame. The red and blue path represent the initial path founded by the path
planner and the final path which the robot goes through, respectively.

we see that the mean value in the number of node of the RRTJ is much smaller than that of the
RRT. Probabilistic sampling focuses on the “potential” region containing a feasible solution and this
advantage is more obvious in complex environments like the maze environment. In fact, after so
many iterations (14,122 iterations for the RRTJ and 16,237 iterations for the RRT on average), the
area used for CoverageDetection(μ, �) is nearly equal to the whole map and the execution speed of
our algorithm is still fast. It proves that our algorithm scales well even in complex environments.

Secondly, we compare the RRT* with the RRT*J, and two examples are shown in Fig. 1(c) and
(d). The biggest difference between the RRT* and the RRT is that the RRT* has a rewiring process,
and we see the initial solutions in Fig. 1(c) and (d) from the RRT* and the RRT*J are better than
that from the RRT and the RRTJ shown in Fig. 1(a) and (b). However, the time cost of the RRT*
and the RRT*J is higher, as shown in Fig. 4(d). As illustrated in Fig. 4(d) and (h), compared with the
RRT*, the RRT*J can save 57% in the time cost and 45% in the memory usage. This improvement
is larger than the improvement from the RRT to the RRTJ. It is worth mentioning that the standard
deviations of the RRT*J both in the time cost and in the memory usage are much smaller than that of
the RRT*. This is because the probabilistic sampling of our algorithm does not change too much for
the same map and the results of different experiments are close. It further proves that our algorithm
can help those algorithms with the property of asymptotic optimality improve much better. To test
the generality, we apply our algorithm to another state-of-art algorithm, the Informed RRT*, to see
the performance in the following section.

5.2. Applied to the informed RRT*
In each experiment, we create a map with the size of 800× 800 pixels. We run each path planning
problem 50 times and use a data table to show the experimental results.

As a meta-algorithm to find a high-quality initial path, our algorithm can be embedded into the
post-processing methods like the Informed RRT*. Table II shows the experimental results of the
Informed RRT* (notated as IRRT*) and the Informed RRT* incorporating our algorithm (notated
as IRRT*J). In the home environment, the IRRT*J can save 24% in the time cost and 22% in the
memory usage on average.
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Table III. The experimental results of the RT-RRT* and the RT-RRT*J.

Scenario Planner Time (s) Node Length

RT-RRT* 20226± 932 2776± 219 932± 21
RT-RRT*J 14358 ± 1476 2153 ± 111 903 ± 7
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Fig. 6. Time cost on finding the initial solution in home environments with four different sizes. The RRTJ and
the RRT*J represent improved RRT and RRT* with our meta-algorithm. In each figure, the time cost varies with
the size of map, and the mean value and the standard deviation of corresponding statistics data are provided.

Through these experiments, we see that a high-quality initial solution has a big impact on the
final optimal solution. Using our algorithm to search the initial solution, the planner has a priority to
search the potential area that contains the solutions. Due to a focused exploration in these potential
areas, the following exploitation process can be improved intuitively because it pays more attention
to the aforementioned potential areas instead of treating any place of the map equally.

5.3. Simulation experiments in the dynamic environment
In the dynamic environment, a famous variant of the RRTs algorithm is Real-time RRT* (RT-
RRT*).31 The RT-RRT* uses the RRT* to find the initial solution. On the basis of the RT-RRT*,
the RT-RRT*J uses our proposed algorithm to find the initial solution and other settings are the same
with the RT-RRT*. Then, we carry on two sets of experiments with respect to moving obstacles in
the dynamic environment to evaluate the performance of our algorithm. For each algorithm, 50 trials
are conducted.

The map size is 800× 800 pixels. The maximum velocity of the robot is 3 pixel/frame. As shown
in Fig. 5, when the robot begins to move, its position changes and the path planner needs to update
the path simultaneously. We use the time cost, the number of node and final path length as the metric
to evaluate the performance of each algorithm, as shown in Table III.
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Fig. 7. The number of node on finding the initial solution in home environments with four different sizes. The
RRTJ and the RRT*J represent improved RRT and RRT* with our meta-algorithm. In each figure, the number
of node varies with the size of map, and the mean value and the standard deviation of corresponding statistics
data are provided.

In the time cost, the number of node and final path length, the RT-RRT*J has a significant improve-
ment compared with the RT-RRT*. Meanwhile, the RT-RRT*J has a smaller standard deviation,
which shows the stability of the RT-RRT*J. Therefore, we can say that the RT-RRT*J achieves a
better performance in the dynamic environment than the RT-RRT*.

5.4. Discussion
To further analyze the performance on finding the initial solution of our algorithm and test its scal-
ability and generality, we implement our algorithm in the home environments of four different sizes
(600 × 600, 800 × 800, 1000 × 1000 and 1200 × 1200 pixels). In each scenario, the algorithm
is repeatedly implemented for 50 times. In the home environment, three scenarios represent three
different path planning conditions.

For the experimental settings in the home environments, the size of the obstacle scales with the
size of the map, while other parameters, such as the step size in Steer(xnearest, xrand), the rewire radius
in rewire process and so on, remain unchanged. We apply our algorithm to the RRT and the RRT* to
see the performance including the time cost, the memory usage and the ENR.

Figures 6 and 7 show the experimental results in the four maps with different sizes. In general,
first, the time cost and the number of node increase gradually as the map size increases. It is easily
understood for the increment of the computation on a larger map. Secondly, the time cost of the RRT
is usually less than that of the RRT* while the number of the node of the RRT* is usually less than
that of the RRT, since the RRT* uses NearestNeighbours(T , xnew) instead of a single nearest node
in each iteration and adds a rewiring process to optimize the whole tree. These two processes need
extra time cost and cut off many unnecessary nodes.

In Fig. 6, we see that the time cost of the RRTJ and the RRT*J is always less than that of the RRT
and the RRT*, especially in Scenario C→D shown in Fig. 6(b) and (e), and the standard deviation
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Fig. 8. ENR on finding the initial solution in home environments with four different sizes. The RRTJ and the
RRT*J represent improved RRT and RRT* with our meta-algorithm. In each figure, the ENR varies with the
size of map, and the mean value of corresponding statistics data is provided.

of the RRTJ and the RRT*J is also much smaller in most cases. Further more, as we all know, the
RRT and the RRT* scale well with the map size. By comparison, the RRTJ and the RRT*J also scale
well with the map size, which means that the execution speed of our algorithm does not decrease too
much as the map size increases gradually.

In Fig. 7, the number of node used by the RRTJ and the RRT*J is obviously smaller than that
of the RRT and the RRT*, and the standard deviation of the RRTJ and the RRT*J is still smaller.
Compared to the RRT and the RRT*, the memory usage of the RRTJ and the RRT*J increases more
smoothly and seems less sensitive to the map size.

From the experimental results in different map sizes, we see that the time cost and the number of
nodes both scale well with the map size. This shows that our algorithm can perform better than the
RRT and the RRT* and scale well with the map size when finding the initial solution under different
scenarios. In short, our algorithm has good scalability and generality.

Figure 8 shows the ENR of the RRT, the RRTJ, the RRT* and the RRT*J in three scenarios. In
each scenario, RRTJ and RRT*J have a higher ENR than the RRT and the RRT*, which means that
our algorithm achieves a better balance between the exploration and the exploitation. As the map size
increases, the ENR of the RRTJ and the RRT*J changes a little. Again it shows that our algorithm has
good scalability and generality. Due to the good balance between the exploration and the exploitation,
our algorithm obtains an improved performance in the time cost, the memory usage and the ENR.

6. Conclusions and Future Work
In this paper, a bioinspired path planning algorithm is proposed to find a high-quality initial solution
for the RRTs algorithm on the basis of the RRT method. We modify the sampling process through
controlling the sampling space and using the probabilistic sampling with the two-dimensional
Gaussian mixture model. Using the Gaussian mixture model to imitate the trees’ growth, we can
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quickly obtain an initial path with a small number of nodes. We apply our algorithm to two fun-
damental sampling-based algorithms, the RRT and the RRT*, to see the improvement. We test our
algorithm in different environments, and the experimental results show that our algorithm brings a
significant improvement in the time cost, the memory usage and the ENR. In addition, we implement
our algorithm on the same map with different sizes. The results show that our algorithm scales and
generalizes well. As a meta-algorithm, we apply our algorithm to the Informed-RRT*, and the results
show that the convergence rate is promoted further and much memory usage is saved.

A limitation of our algorithm is that it only applies to 2D environments. In our future work, we
will improve our algorithm to apply 3D or high-dimensional environments. We have verified that
our algorithm scales well in 2D environments (the coverage detection and the probabilistic sampling
are little affected by the problem size), and its variant is also very promising to be applied well in
high-dimensional environments. In fact, the sampling-based path planning algorithms compose of
two primitive operations: the collision detection (CD) and the NN search.32 The CD33 and the NN34

are also considered as the main bottleneck. To an extent, our algorithm improves the NN search by
controlling the sampling space and using the probabilistic sampling. In our future work, we will work
on the further adjustment on the NN to improve the sampling-based algorithms.

Acknowledgement
This project is partially supported by the Hong Kong ITC ITSP Tier 2 grant #ITS/105/18FP and
Hong Kong RGC GRF grant #14200618.

References
1. A. R. Willms and S. X. Yang, “An efficient dynamic system for real-time robot-path planning,” IEEE Trans.

Syst. Man Cybern. B Cybern. 36(4), 755–766 (2006).
2. J. Yang, Z. Qu, J. Wang and K. Conrad, “Comparison of optimal solutions to real-time path planning for a

mobile vehicle,” IEEE Trans. Syst. Man Cybern. A Syst. Hum. 40(4), 721–731 (2010).
3. H. Li, S. X. Yang and M. L. Seto, “Neural-network-based path planning for a multirobot system with

moving obstacles,” IEEE Trans. Syst. Man Cybern. C Appl. Rev. 39(4), 410–419 (2009).
4. O. Khatib, “Real-time obstacle avoidance for manipulators and mobile robots,” Int. J. Rob. Res. 5(1), 90–98

(1986).
5. P. E. Hart, N. J. Nilsson and B. Raphael, “A formal basis for the heuristic determination of minimum cost

paths,” IEEE Trans. Syst. Sci. Cybern. 4(2), 100–107 (1968).
6. A. Stentz, “Optimal and Efficient Path Planning for Partially-known Environments,” Proceedings of the

IEEE International Conference on Robotics and Automation, 1994, IEEE, San Diego, CA, USA (1994)
pp. 3310–3317.

7. S. M. LaValle and J. J. Kuffner Jr., “Randomized kinodynamic planning,” Int. J. Rob. Res. 20(5), 378–400
(2001).

8. L. E. Kavraki, P. Svestka, J.-C. Latombe and M. H. Overmars, “Probabilistic roadmaps for path planning
in high-dimensional configuration spaces,” IEEE Trans. Robot. Autom. 12(4), 566–580 (1996).

9. C. Urmson and R. Simmons, “Approaches for Heuristically Biasing RRT Growth,” Proceedings of the
IEEE/RSJ International Conference on Intelligent Robots and Systems, 2003, IROS 2003, Las Vegas, NV,
USA vol. 2, IEEE (2003) pp. 1178–1183.

10. A. Shkolnik, M. Walter and R. Tedrake, “Reachability-guided Sampling for Planning Under Differential
Constraints,” IEEE International Conference on Robotics and Automation, 2009, ICRA’09, IEEE, Kobe,
Japan (2009) pp. 2859–2865.

11. J. Wang, X. Li and M. Q.-H. Meng, “An Improved RRT Algorithm Incorporating Obstacle Boundary
Information,” Proceedings of the IEEE International Conference on Robotics and Biomimetics (ROBIO),
IEEE, Qingdao, China (2016) pp. 625–630.

12. S. Kiesel, E. Burns and W. Ruml, “Abstraction-guided Sampling for Motion Planning,” Proceedings of the
Fifth Annual Symposium on Combinatorial Search, SoCS, Ontario, Canada (2012).

13. N. A. Wedge and M. S. Branicky, “On Heavy-tailed Runtimes and Restarts in Rapidly-exploring Random
Trees,” Twenty-Third AAAI Conference on Artificial Intelligence, Chicago, IL, USA (2008) pp. 127–133.

14. J. D. Gammell, S. S. Srinivasa and T. D. Barfoot, “Informed RRT*: Optimal Sampling-based Path Planning
Focused via Direct Sampling of an Admissible Ellipsoidal Heuristic,” Proceedings of the IEEE/RSJ
International Conference on Intelligent Robots and Systems, (IROS 2014), IEEE, Chicago, IL, USA (2014)
pp. 2997–3004.

15. R. Geraerts and M. H. Overmars, “Creating high-quality paths for motion planning,” Int. J. Rob. Res. 26(8),
845–863 (2007).

16. M. Brunner, B. Brüggemann and D. Schulz, “Hierarchical Rough Terrain Motion Planning Using an
Optimal Sampling-based Method,” Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA), IEEE, Karlsruhe, Germany (2013) pp. 5539–5544.

https://doi.org/10.1017/S0263574719000195 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574719000195


1694 Finding a high-quality initial solution for the RRTs algorithms

17. L. Palmieri, S. Koenig and K. O. Arras, “RRT-based Nonholonomic Motion Planning Using Any-angle
Path Biasing,” Proceedings of the IEEE International Conference on Robotics and Automation (ICRA),
IEEE, Stockholm, Sweden (2016) pp. 2775–2781.

18. B. Raveh, A. Enosh and D. Halperin, “A little more, a lot better: Improving path quality by a path-merging
algorithm,” IEEE Trans. Rob. 27(2), 365–371 (2011).

19. O. Arslan and P. Tsiotras, “Use of Relaxation Methods in Sampling-based Algorithms for Optimal Motion
Planning,” IEEE International Conference on Robotics and Automation (ICRA), IEEE, Karlsruhe, Germany
(2013) pp. 2421–2428.

20. M. Dorigo and L. M. Gambardella, “Ant colony system: A cooperative learning approach to the traveling
salesman problem,” IEEE Trans Evol Comput 1(1), 53–66 (1997).

21. J. Grefenstette, R. Gopal, B. Rosmaita and D. Van Gucht, “Genetic Algorithms for the Traveling Salesman
Problem,” Proceedings of the first International Conference on Genetic Algorithms and their Applications
Pittsburgh, PA, USA (1985) pp. 160–168.

22. E. Ferrante, A. E. Turgut, C. Huepe, A. Stranieri, C. Pinciroli and M. Dorigo, “Self-organized flocking with
a mobile robot swarm: A novel motion control method,” Adapt. Behav. 20(6), 460–477 (2012).

23. M. S. Güzel, M. Kara and M. S. Beyazkılıç, “An adaptive framework for mobile robot navigation,” Adapt.
Behav. 25(1), 30–39 (2017).

24. T. Dean, K. Basye and J. Shewchuk, “Reinforcement Learning for Planning and Control,” In: Machine
Learning Methods for Planning, S. Minton (ed.) (Elsevier, San Francisco, CA, USA, 1993) pp. 67–92.

25. H. Kretzschmar, M. Spies, C. Sprunk and W. Burgard, “Socially compliant mobile robot navigation via
inverse reinforcement learning,” Int. J. Rob. Res. 35(11), 1289–1307 (2016).

26. S. Karaman and E. Frazzoli, “Sampling-based algorithms for optimal motion planning,” Int. J. Rob.
Res. 30(7), 846–894 (2011).

27. L. Janson, E. Schmerling, A. Clark and M. Pavone, “Fast marching tree: A fast marching sampling-based
method for optimal motion planning in many dimensions,” Int. J. Rob. Res. 34(7), 883–921 (2015).

28. Y. Li, Z. Littlefield and K. E. Bekris, “Sparse Methods for Efficient Asymptotically Optimal Kinodynamic
Planning,” In: Algorithmic Foundations of Robotics XI H. L. Akin, N. M. Amato, V. Isler, A. F. van der
Stappen (eds.) (Springer, Istanbul, Turkey, 2015) pp. 263–282.

29. O. Salzman and D. Halperin, “Asymptotically near-optimal RRT for fast, high-quality motion planning,”
IEEE Trans. Rob. 32(3), 473–483 (2016).

30. D. Ferguson and A. Stentz, “Anytime RRTs,” IEEE/RSJ International Conference on Intelligent Robots
and Systems, IEEE, Beijing, China (2006) pp. 5369–5375.

31. K. Naderi, J. Rajamäki and P. Hämäläinen, “RT-RRT*: A Real-time Path Planning Algorithm Based on
RRT,” Proceedings of the 8th ACM SIGGRAPH Conference on Motion in Games, ACM, New York, NY,
USA (2015), pp. 113–118.

32. M. Kleinbort, O. Salzman and D. Halperin, “Efficient High-quality Motion Planning by Fast All-pairs
r-nearest-neighbors,” IEEE International Conference on Robotics and Automation (ICRA), IEEE, Seattle,
WA, USA (2015) pp. 2985–2990.

33. S. M. LaValle, Planning Algorithms (Cambridge University Press, New York, NY, USA, 2006).
34. J. Bialkowski, S. Karaman, M. Otte and E. Frazzoli, “Efficient Collision Checking in Sampling-based

Motion Planning,” In: Algorithmic Foundations of Robotics X (Springer, Boston, MA, USA, 2013)
pp. 365–380.

https://doi.org/10.1017/S0263574719000195 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574719000195

	Finding a High-Quality Initial Solution for the RRTs Algorithms in 2D Environments
	Introduction
	Related Work
	Sample biasing
	Post-processing methods
	Hybridization methods
	Asymptotically optimal and near-optimal methods
	Anytime RRTs

	Preliminaries
	Problem formulation
	Inspiration: tropism of plants

	Algorithm
	Coverage detection
	Probabilistic sampling
	Analysis of probabilistic completeness and asymptotic optimality

	Experiments and Results
	Finding the initial solution
	Applied to the informed RRT*
	Simulation experiments in the dynamic environment
	Discussion

	Conclusions and Future Work



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


