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Abstract

Saturation effects in laser-induced breakdown spectroscopy in water for elemental analysis have been investigated. Existing
theoretical model of laser-induced plasma in solids has been applied to liquid phase under some simplifying assumptions
to take account of the laser pulse energy dependence of atomic emissions from Na and Cu in aqueous solution. The theory
was found to explain the emission process for laser energies up to but below the saturation level. The saturation limit of the
emission with laser pulse energy corresponds well with that of the plasma temperature deduced from blackbody emission
considerations. The saturation energies for atomic emissions were found to be lower for bulk excitations compared to water
jet excitations. The dependence of signal strength on sample concentration indicated that the concentration values at
saturation are lower at higher laser energies, as is expected from the theoretical model.
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INTRODUCTION

High-power lasers are now widely used for a variety of
applications (Abdallah et al., 2007; Bashir et al., 2007;
Schaumann et al., 2005; Schollmeier et al., 2006;
Wolowski et al., 2007). Due to the technological develop-
ment they are used as atomization tools in atomic spec-
troscopy of solid samples for elemental analysis (Ciucci
et al., 1999; Schade et al., 2006; Thareja & Sharma, 2006).
The use of lasers in place of other thermal sources allows
in situ, non-invasive and remote monitoring, and analysis
of species in inaccessible or hazardous locations
(Whitehouse et al., 2001). However, the prospect of using
a laser-based atomic spectrometer for in situ elemental analy-
sis in water environment without the need for any sample
preparation protocol, and an expert operator has prompted
a spate of research initiatives in recent time. The scope of
such research has been quite diverse and the main emphasis
has been put on signal-to-noise ratio (S/N) improvement, the
noise being contributed primarily by the shot noise com-
ponent of the white Brehmsstrahlung emission from the
plasma of the host water molecules. Effects of laser par-
ameters such as wavelength (Whitehouse et al., 2001) and

pulse energy (Cabalin & Laserna, 1998), and experimental
conditions such as double-pulse excitation (St-Onge et al.,
2002), signal detection methodology (Detalle et al., 2001),
and sample presentation geometry (Samek et al., 2000) on
the S/N have been reported. Despite the diversity of exper-
imental parameters and conditions, there is a general consen-
sus as to the feasibility of monitoring trace elements in water
using laser induced breakdown spectroscopy (LIBS),
although the optimum experimental parameters for this tech-
nique are yet to be defined.

The saturation of atomic emission intensity in plasma
inherently limits the laser fluence that can be used for opti-
mizing detection sensitivity. The saturation phenomenon is
well documented (Bauerle, 1996) for solid samples and is
explained in terms of a dynamic equilibrium between laser
energy absorption and plasma expansion and consequent
cooling. In water, this dynamic process will depend on
both the environment of the plasma as well as laser and
material parameters. While fluence dependence of Na emis-
sion intensity in water jet (air being the plasma environment)
has been studied (Charfi & Harith, 2002), no comparison of
the saturation limit of plasma emission in the bulk (water
environment) and on surface (or jet) excitations has so far
been reported in the literature.

Although theoretical models for dynamical processes of
laser interaction in solids, leading to a state of saturation do
exist, such models are not strictly applicable for liquid
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samples. A rigorous theoretical analysis of the dynamics of
high-power laser interaction process in liquid is beyond the
scope of this paper. However, a phenomenological approach,
based on the model developed for solid-phase interaction and
some simplifying assumption, may give a plausible expla-
nation of the observed results on saturation of emission at
relatively high laser fluence and the concentration of the
atomic species.

THEORETICAL BASIS

The intensity of an emission line, Inm, due to an electronic
transition between two states, m! n (n . m) is governed
primarily by the plasma temperature dependence through
the Boltzman factor (Bauerle, 1996) and is expressed as
follows:

Inm ¼ G(hc=lnm)(giAi=Z)Ns Exp(�En=kT), (1)

where G is the instrumental constant, h is the Plank’s con-
stant, c is the speed of light, lnm is the wavelength value of
the emission line, gi is the statistical weighting factor, Ai is
the Einstein’s spontaneous emission coefficient, Z is the par-
tition factor, Ns is the population of the target species within
the plasma volume, En is the energy of the upper state (n), k is
the Boltzman constant, and T is the plasma temperature.

The theory assumes a local thermodynamic equilibrium.
In this, the dissipation of laser deposited energy within the
duration of a short laser pulse is neglected. For the evaluation
of a general trend on the dependence of emission intensity on
the plasma temperature, the contribution of temperature
dependence of the partition function could be ignored
(Bassiotis et al., 2001), so that Eq. 1 could be expressed in
terms of plasma temperature dependent parameters only as:

Inm ¼ K1Exp(�En=kT), (2)

where the assumed temperature independent term, K1 ¼

G(hc/lnm)(giAi/Z ) Ns.
The modeling of temporal temperature profile in solids due

to pulsed laser heating is a complex procedure, involving
several dynamic and kinetic photo-physical and photochemi-
cal processes. Despite this, modeling currently carried out
using a stochastic approach and drastic simplifying assump-
tions on temperature dependence of optical properties of the
material has given satisfactory results (Houle & Hinsburg,
1998). We may consider the conventional heat equation relat-
ing the temporal evolution of the temperature with the com-
petitive processes of heat input and redistribution within the
heated volume as:

rCp(T)dT=dt ¼ H þr � (K(T)rT), (3)

where T is a function of space (x, y, z) and time (t), H is a heat
source term in units of power per unit volume, K(T ) is the

temperature dependent thermal conductivity, r ¼ n/V is the
density of the material (moles/volume), and Cp(T ) is the
temperature-dependent heat capacity. Volume integral of
the above equation can be written as:

nCpdT=dt ¼ kQþ K(T)T , (4)

where k is the rate constant for energy input and Q is the
energy content within the volume. For nanosecond laser
pulses, the temperature rise to its maximum value, for the
present purposes, could be assumed to be instantaneous, so
that:

nCpTmax ¼ Pabs þ K(T)Tmax, (5)

where Tmax is the maximum temperature, Pabs is the absorbed
power density (J.cm22.s21), and is given by Beer’s law as:

Pabs ¼ Pi(1� R(T))Exp(� a(T)d), (6)

where Pi is the incident power density, R(T ) is the tempera-
ture dependant reflectivity of the laser irradiated volume,
a(T ) is the temperature dependent absorption coefficient
and d is the length parameter of the heated volume.

From Eqs. 5 and 6, a relation between the maximum inci-
dent laser power density and the maximum temperature rise
can be obtained by a phenomenological argument that the
maximum temperature corresponds to the maximum
absorbed power density and is assumed to be instantaneous.
Under the simplifying assumptions, expected to be valid
before the saturation limit, the reflectance, thermal conduc-
tivity, and the absorption coefficient terms could each be
represented by an average value. Therefore, from Eqs. 2,
(5), and (6):

Inm ¼ K1Exp(�En=K2Pi),

that is,

ln (Inm) ¼ (�En=K2)� t=El þ ln (K1), (7)

where the constant K2 ¼ k(nCp 2 K ) ¼ k(NANsVCp2K ),
NA ¼ Avagadro’s number, V is the volume of the sampled
region, Ns is the number of target species within the
plasma volume, t is the laser pulse duration, and El is the
incident laser intensity.

EXPERIMENTAL DETAILS

The experimental setup shown schematically in Figure 1,
consists of a laser source, a sample presentation system, a
monochromator/spectrograph, and the choice of two detec-
tion systems, one based on an intensified diode array/
optical multichannel analyzer, and the other on photomulti-
plier/gated charge integrator. The latter was used in this
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experiment as it allowed suitable variable gate pulse and gate
width to be applied in signal detection, and also this gave
comparatively better S/N ratio.

The laser source is Nd-YAG (Litron 200-UK), operating
at 1064 nm wavelength and capable of delivering a
maximum energy of 200 mJ over a pulse duration of
� 6 ns (FWHM) at a maximum pulse repetition rate of
20 Hz. The beam diameter at the exit is 5 mm and the
quoted beam divergence is ,2 mrad. A 25 mm focal
length lens was used to focus the beam on to the water
sample.

The spectral dispersion was achieved by a high-
resolution (maximum �10 cm21) f/7.8 double monochro-
mator (SPEX 1404). The spectral purity is quoted to be
,10214 at wavelength .0.5 nm from a set wavelength.
The spectral coverage extends from UV to near IR wave-
lengths depending upon the grating type being used. The
plasma source was imaged on to the entrance slit of the
monochromator with a combination of a collecting lens
and a focusing lens, giving an f-number nearly matching
that of the monochromator.

Temporal scans of the emission from plasma and
the laser were recorded using a digital oscilloscope
(Digiscope-HP5411D-HP). The bandwidth of the instrument
was 500 MHz, thus enabling it to faithfully reproduce signals
with rise time of �2 ns. The gated charge integrator elec-
tronic system (EG&G Model 4420) allowed detection of
signals from the plasma through a time gate of width,

variable between 2 ns to 2 ms after a time delay from the
laser pulse, variable from a minimum of 50 ns (even at
zero setting) to 10 ms. The photomultiplier (electron
Tube-9214B) has a rise time of 2 ns and a spectral window
for good response of 300–600 nm.

For sample presentation, a water jet system incorporating a
pump and an interchangeable nozzle attachment was used.
The nozzle was tapered to give a laminar flow of water
having a cross section of approximately 0.5 mm � 2 mm.
The sample was circulated through the system at a flow rate
of 0.5 l/min. Because of the problem of water contamination
on the surface of the focusing lens it was necessary to confine
the jet within a metal container with a hole for focusing the
laser beam on to the jet.

RESULTS AND ANALYSIS

Laser Pulse Energy Dependence

The laser pulse energy values were selected by varying
the high voltage to the flash lamp at the control panel
of the laser power supply. For aqueous samples of
sodium (Na) at a concentration of 10 ppm and copper
(Cu) at 300 ppm, the signal intensities of atomic emission
from laser induced plasmas at 589 nm and 324.7 nm and
the background noise were measured respectively and the
signal-to-noise ratios (S/N) against exciting laser energy
are shown in Figure 2. Each data point is an average of

Fig. 1. Schematic of apparatus for laser induced breakdown spectroscopy experiments in water for elemental analysis.
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80 laser shots at a pulse repetition rate of 20 Hz and the
time gate width and delay were set as 10 ms and 2 ms,
respectively, for the water jet sample presentation con-
figuration. The signal intensity was found to increase
exponentially with laser pulse energy until saturation
level. The contribution from the broadband noise was
found to increase relatively slowly with the laser energy
up to and beyond the signal saturation level. These

combined effects gave well-defined values of maximum
laser energy for optimum S/N as �95 mJ for Na and
�100 mJ for Cu. Similar measurements were also
carried out, where the sample was irradiated with a
focused laser beam in to the bulk of the sample, and
the spectral signals were acquired with the time gate
width and delay of 2 ms and 0.2 ms, respectively. The
plasma thus created within the water bulk gave

Fig. 2. Plots of S/N versus laser pulse energy for Na (589 nm) and Cu (324.7 nm) lines in a water jet sample presentation configuration.

Fig. 3. Plots of S/N versus laser pulse energy for Na line (589 nm) when the plasma was produced in water bulk and on jet surface.
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comparatively much lower saturation values, e. g. �20 mJ
and �30 mJ for the Na and Cu lines, respectively, but
with S/N lower than that for the water jet sample presen-
tation configuration. The results obtained by bulk exci-
tation and water jet excitation for Na is shown in
Figure 3 for comparison.

To validate the theoretical model relating the depen-
dence of emitted intensity from the target species on
laser energy, as given in Eq/ (7), ln (Ie) was plotted

against 1/El, where Ie is the background corrected
emitted intensity and El is the laser energy, as shown in
Figure 4. The experimental conditions such as time gate
delay and width were the same as those for Figure 2. It
is reasonable to expect that the derivation of Eq. 7 may
be valid at least for values of laser energies below the sat-
uration level. On this basis, a straight line was fitted to the
data points. This appears to deviate from the linearity
above 40+ 10 mJ for both Na (at 589 nm) and Cu

Fig. 4. Plot of logarithm of the emitted intensity of the Na line (589 nm) versus inverse laser pulse energy (see Eq. 7).

Fig. 5. Plot of emitted signal intensity of Na line (589 nm) versus its concentration in water with laser pulse energy as a parameter.
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(at 324.7 nm) lines, indicating that the model is valid for
the lower values of laser energies, at least for the region
of exponential rise of the intensity.

Species Concentration Dependence

The intensities of the emitted Na line were measured for
different concentrations of Na atoms in an aqueous solution
of NaCl salt, over a range of 3–180 ppm. Similar measure-
ments were carried out for four different values of the laser
energy, keeping all experimental parameters the same. The

signal intensities (in arbitrary units) were plotted against con-
centration as shown in Figure 5. For lower values of concen-
trations, the data points fit straight lines and exhibit
non-linearity at higher values of target species concen-
trations. From the fitted straight lines, values of saturation
limits for laser pulse energy could be estimated.

DISCUSSION AND CONCLUSIONS

In the literature (Charfi & Harith, 2002), the laser pulse
energy at saturation for the S/N for the detection of Na

Fig. 6. Plot of plasma temperature deduced from the blackbody emission concept versus laser pulse energy.

Fig. 7. Temporal profiles of the laser pulse and the corresponding plasma emission pulse.
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lines (589 nm and 589.6 nm) was �96 mJ. Under similar
experimental conditions (laser wavelength, sample presen-
tation configuration, etc.) but at a different Na concentration
and focused volume, the saturation energy obtained in the
present measurement was found to be 93 mJ. A similar
observation has been made for the emission from Cu
having a saturation value of �105 mJ i.e., the same as that
for the Na line. It is to be noted that the saturation level is
also strongly dependent on the nature of emission, i.e.,
atomic or ionic, as well as on the wavelength of emission.

The temperature rise and the formation of plasma due to
electron-ion collision in water medium is a dynamic process.
It involves evaporation, atomization/ionization (plasma for-
mation), plasma expansion, plasma heating, and the sub-
sequent emission from the target atoms and ions as well as
Brehmsstrahlung emission, plasma expansion and the conse-
quent cooling. The process has not yet been fully understood
or modeled satisfactorily. From phenomenological consider-
ations, it can be argued that the emission intensity from the
target species and the electron density in the plasma will be
functions of the plasma temperature. However, at higher elec-
tron densities proportionately increased absorption of the
emitted signal from the target species (self absorption) will
take place, thus giving rise to a saturation level. Assuming a
local thermodynamic equilibrium during the fast laser
heating, the plasma can be considered to be a blackbody radia-
tor. From the spectral signatures of the water plasma emission,
the maximum wavelength of emission was evaluated and the
plasma temperature was calculated from the Wein’s displace-
ment law (Plank’s radiation law). The plasma temperatures,
thus determined, were plotted against laser pulse energy as
shown in Figure 6. It is noted that the gated integrator used
for the present experiment had an inherent gate delay (as men-
tioned above) of �50 ns. Therefore, the temperature that is
estimated is not the maximum value corresponding to the
peak of the laser pulse, but a value after �50 ns from the
maximum value. At this delay, the plasma temperature may
drop down to approximately half of its initial value. This
may be inferred from temporal profiles of the laser pulse
and the plasma emission pulse simultaneously as shown in
Figure 7, and assuming that the emission decay will faithfully
follow the decrease in plasma temperature. Plasma tempera-
ture, calculated from the emission lines of Ca and the Saha’s
equation, has also been found (Knop et al., 1996) to show a
trend similar to that observed in the temporal history of the
plasma decay in Figure 7, albeit at an excitation wavelength
of 308 nm.

The inherent saturation of atomic emission in laser-
induced plasma imposes an upper limit of the laser energy
that can be used for maximum S/N. The saturation value
depends on the emission wavelength, being higher for
shorter wavelengths, on the environment of the plasma,
i.e., lower for water (bulk excitation) compared to air ( jet
excitation), in addition to its dependence on the nature of
emission, i.e., ionic or atomic. The theoretical model of
laser initiated temperature rise in solids can be applied,

under some simplifying assumptions, to account for the
temperature rise in liquid only up to the saturation level.
The concentration term, Ns, appears in the wavelength inde-
pendent constant terms, K1 and K2 (Eq. 7), one showing a
direct dependence and the other providing an exponential
decrease. The laser energy term appears within the exponen-
tial term and the saturation level is expected at lower concen-
trations at higher laser energies. However, the theory, at this
stage, could not be applied to deduce quantitative infor-
mation or validation of the model.
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