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Abstract

The variety of quasi-Nelson algebras (QNAs) has been recently introduced and characterised in several
equivalent ways: among others, as (1) the class of bounded commutative integral (but non-necessarily
involutive) residuated lattices satisfying the Nelson identity, as well as (2) the class of (0, 1)-congruence
orderable commutative integral residuated lattices. Logically, QNAs are the algebraic counterpart of quasi-
Nelson logic, which is the (algebraisable) extension of the substructural logic .%.%,,, (Full Lambek calculus
with Exchange and Weakening) by the Nelson axiom. In the present paper, we collect virtually all the
results that are currently known on QNAs, including solutions to certain questions left open in earlier
publications. Furthermore, we extend our study to some subreducts of QNAs, that is, classes of algebras
corresponding to fragments of the algebraic language obtained by eliding either the implication or the
lattice operations.
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1. Introduction

Constructive logic with strong negation ./ is a well-known system of non-classical logic that was
introduced by Nelson (1949) more than 70 years ago and has been studied from an algebraic point
of view for more than four decades (see Rasiowa 1974). As the name suggests, one of the salient
features of ./ is the strong negation connective ( ~ ), which satisfies the De Morgan laws as well
as the double negation axiom (~ ~ ¢ = ¢). Another one is the Nelson axiom:

(p=@p=)A(~q=(~q=>~p))={P=9q) (Nelson-Ax)
whose algebraic counterpart is the Nelson identity':
=@ )A(~y=(~y=>~x)Rx=y. (Nelson-Id)

It is well known that .4#” can be viewed either (1) as a conservative language expansion (by
the strong negation connective) of the negation-free fragment of intuitionistic logic, or (2) as
an axiomatic strengthening of the substructural logic .., that is, the Full Lambek Calculus
(.7 ) enriched with the rules of exchange (e) and weakening (w). From an algebraic point of view,
F £ e can be viewed as the logic of all commutative integral bounded residuated lattices (abbre-
viated CIBRLs; see the next section for all unexplained terminology). Adding the double negation
axiom to .#.Z,,,, one obtains the logic of all involutive CIBRLs. Further adding (Nelson-Ax) to
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involutive . %, one obtains precisely ./". One may thus ask: what logic/algebraic models result
from adding to .# Z,,, just (Nelson-Ax)?

The above question has been considered in some depth only very recently, in the
papers Rivieccio and Spinks (2019, 2020). The corresponding logic has been dubbed quasi-Nelson
logic (2.4"), and its algebraic counterpart has been characterised in several equivalent ways;
namely, as:

(1) Quasi-Nelson residuated lattices (QNRLs), that is, precisely, models of .#.Z,, plus
(Nelson-Ax);

(2) Non-involutive twist-algebras, that is, special binary products of Heyting algebras which
generalise the well-known Vakarelov-Fidel-Sendlewski twist-algebra construction for rep-
resenting Nelson algebras;

(3) Quasi-Nelson algebras (QNAs), that is, a non-involutive weakening of Nelson algebras,
presented a la Rasiowa (Rasiowa, 1974, Section V.1);

(4) (0, 1)-congruence orderable CIBRLs.

Regarding (1), it is worth noting that, as a class of (commutative, integral and bounded) resid-
uated lattices, QNRL is quite specific. In particular, every quasi-Nelson residuated lattice has a
distributive lattice reduct and is three-potent. All these properties are implied (in the setting of
CIBRLs) by just (Nelson-Ax).

(2) mirrors a distinctive feature of Nelson algebras, which can be stated as follows: every Nelson
algebra is uniquely determined by a pair (H, V), where H is a Heyting algebra and V a (special)
lattice filter of H. It was proved in Rivieccio and Spinks (2019, 2020) that this result generalises to
QNAs, though in this case one needs to consider not one but two Heyting algebras, related by two
back-and-forth maps (see Subsection 2.3 for details). This representation, as we shall illustrate, is
very powerful and allows one to import a number of useful results from the structure theory of
Heyting algebras.

(3) refers to another peculiarity of algebras of Nelson logic: as observed earlier, they can be sin-
gled out either as a subvariety of residuated lattices (this insight being, however, relatively recent:
see Spinks and Veroff 2008a,b) or as a variety of Kleene algebras (see Definition 15) enriched
with a (non-residuated) implication (known as weak implication) with a similar behaviour to
that of some relevance logic implications. This result, too, carries over to the non-involutive set-
ting: QNAs may be viewed as ‘non-involutive Kleene algebras’ (see Definition 15) enriched with a
relevance-type weak implication.

The property mentioned in (4) was introduced in Spinks et al. (2019) as a generalisation of the
congruence orderability property of Idziak et al. (2009); see Subsection 2.2 for the technical defini-
tions. As observed in Spinks et al. (2019), among involutive CIBRLs, Nelson residuated lattices are
precisely the (0, 1)-congruence orderable ones. Thus, in the context of involutive CIBRLs, (0, 1)-
congruence orderability may be regarded as an abstract congruence-theoretic counterpart of the
identity (Nelson-Id). This result was generalised in Rivieccio and Spinks (2020) showing that the
class of (0, 1)-congruence orderable (non-necessarily involutive) CIBRLs is precisely the variety
of QNRLs.

The above considerations should have given the reader an idea of the interest (intrinsic and
extrinsic) in the class of QNAs/QNRLs, and of the motivations that led us to study them. The
present paper is a further contribution towards a more satisfactory understanding of this class of
algebras. We shall give a survey of the main results from Rivieccio and Spinks (2019, 2020), as
well as some from Rivieccio (2020a,b), which deal with subreducts of QNAs obtained by eliding
the implications from the algebraic language. We shall then focus on a fragment of the language
that has not been considered before, corresponding to the ‘algebraisable core’ of quasi-Nelson
logic; the results on this fragment and the corresponding algebras are entirely new.
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2. Quasi-Nelson Logic, Algebras and Residuated Lattices

Let us begin by introducing QNAs, the algebras in the full language (we refer the reader
to Rivieccio and Spinks 2019, 2020 for further details and proofs; see also Galatos et al. 2007 for
all unexplained algebraic and logical terminology). The most convenient way to do so is to take
the substructural logic point of view, starting from the notion of residuated lattice.

Definition 1. A CIBRL is an algebra A = (A; A, V, %, =,0, 1) of type (2,2, 2,2,0,0) such that:

(i) (A; *,1) is a commutative monoid, (Mon)
(ii) (A; A, V, 0, 1) is a bounded lattice (with order <), (Lat)
(iii) axb<c iff a<b=c foralla, b, c € A. (Res)

The class of CIBRLs is equationally definable (a variety). A slightly more general class (that we
will not need much in the present context) is that of (non-necessarily lower-bounded) commuta-
tive integral residuated lattices (CIRLs), which differ from CIBRLs because the constant 0 is not
included in the algebraic signature. CIRLs are the algebraic counterpart of the logic called .# .2,
which is the extension of the Full Lambek Calculus .# .# obtained by adding the rules of exchange
(e) and weakening (w). This entails that CIBRLs are the algebraic counterpart of the expansion of
F £ o by a propositional constant (usually denoted by L or 0) which is interpreted as the least
element on the algebras.

If the logical/algebraic signature includes a constant symbol 0 (as will always be assumed in
the present paper), then one can define a negation connective by ~ p := p = 0, to which corre-
sponds a similarly defined negation operator on every algebraic model. This allows us to write the
axiom (Nelson-Ax) mentioned in the Introduction as well as its alter ego on algebraic models, the
identity (Nelson-Id).

The papers Rivieccio and Spinks (2019, 2020) and Liang and Nascimento (2019) concern the
logic obtained by extending .#.Z,,, (including a 0 constant) with the addition of the Nelson
axiom. We dubbed this logic quasi-Nelson logic (2.4"), and the corresponding algebras QNAs
or QNRLs. Further adding the double negation axiom (~ ~ p = p) to Z.47, one obtains Nelson’s
logic .#", whose algebraic counterpart is the variety of Nelson algebras.

2.1 QNRLs and QNAs

Definition 2. A quasi-Nelson residuated lattice is a CIBRL that satisfies the identity (Nelson-Id).
A Nelson residuated lattice (or Nelson algebra) is a quasi-Nelson residuated lattice that also satisfies
the involutive identity ~ ~ x ~ x.

Every Heyting algebra satisfies the identity (Nelson-Id) and is therefore an example of a quasi-
Nelson residuated lattice (by contrast, the only examples of Heyting algebras which are also
Nelson algebras are the Boolean algebras). The class of QNRLSs can thus be viewed as a common
generalisation of Heyting algebras and Nelson residuated lattices.

An observation that is central to the present study is that, within (quasi-)Nelson logic, the
second implication connective — can be defined by p — q:=p = (p = ¢q). This is indeed the
implication connective originally taken as primitive by D. Nelson (followed by H. Rasiowa) in
defining his logic. Traditionally, — is called weak implication, while = is the strong one. Taking
the former as primitive, the strong implication can be recovered by defining p = q:=(p — q) A
(~q— ~ p); the monoid connective x is also definable as p * g :=~ (p = ~ g). Indeed, one of
the main results in the theory of Nelson logic/algebras (which, as shown in Rivieccio and Spinks
2019, 2020, extends to quasi-Nelson without drastic changes) is that the presentation over the
language {A, Vv, %, =, ~, 0, 1} of Definition 2 (‘Nelson residuated lattices’) is equivalent, on the
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level of both logic and algebras, to the one over the language {A, V, —, ~, 0, 1}, corresponding to
the original denomination of ‘Nelson algebras’.

Definition 3. A QNA is an algebra A = (A; A, Vv, —,~,0, 1) of type (2, 2,2, 1,0, 0) satisfying the
following properties:

(QN1) The reduct (A; A, V, 0, 1) is a bounded distributive lattice (with order <).
(QN2) The relation < on A defined for alla,b € A by a < biffa— b=1is a quasi-order on A.
(QN3) The relation =:==<N(<)1isa congruence on the reduct (A; A,V,—,0,1) and the
quotient algebra A, = (A; A, V, —, 0, 1) /= is a Heyting algebra.
(QN4) Foralla,b € A, it holds that ~ (a— b)=~ ~ (a A~ D).
(QN5) Foralla,b e A, it holds thata <biffa<band ~b < ~a.
(QN6) Foralla,b € A,
(QN6.1) ~~(~a—>~b)=~a—~b
(QN6.2) ~(avb)=~an~b
(QN6.3) ~~aAn~~b=~~(aAnb)
(QN6.4) ~a=~~~a
(QN6.5) a<~~a
(QN6.6) aA~a=<0.

The above definition is obviously a generalisation of Rasiowa’s presentation of Nelson algebras
(Rasiowa 1974, Chapter V, p. 68) as well as of Odintsov’s definition of N3-lattices (Odintsov 2003,
Definition 5.1). Like these classes of algebras, QNAs also form a variety (this is a consequence of
the term equivalence with QNRLs: see Subsection 2.3).

Let A= (A; A, V,—,~,0, 1) be a QNA. Upon defining the operations:

x=y=x—=>yYA(~y—>~x) Xky:=xAYyA~(x=>~Y)

one verifies that (A;A,V,%,=,0,1) is a Nelson residuated lattice in the sense of
Definition 2 (Rivieccio and Spinks 2019, Proposition 2.5); notice that the term for the monoid
operation * does not coincide but generalises the corresponding one for Nelson algebras.
Conversely, to every quasi-Nelson residuated lattice A = (A; A, V, %, =,0, 1), one can associate
a QNA (A; A, V,—,~,0,1) by defining x — y :=x = (x = y); see Rivieccio and Spinks (2019,
Theorem 2.6). These constructions yield a term equivalence between the class of QNRLs and the
class of QNAs.

The above results summarise the equivalence mentioned earlier between (1) QNRLs and (3)
QNAs. We next look at the equivalence of either of these presentations with (4), leaving (2) for
the last part of the section.

2.2 (0, 1)-congruence orderable CIBRLs

Given an arbitrary algebra A and elements a, b € A, we denote by ®4(a, b) the principal con-
gruence generated by {a, b} in A. Following Idziak et al. (2009), we say that an algebra A with a
constant term c is c-congruence orderable if, for all a, b € A,

OA(c,a) = ©A(c, b) implies a=20.

A class of algebras K with a constant term ¢ is c-congruence orderable if every member of K is
c-congruence orderable. Boolean and Heyting algebras are 1-congruence orderable, as are all
their subreducts that include 1 in the language. Boolean algebras, in fact, are simultaneously
c-congruence orderable for ¢ € {0, 1}.

https://doi.org/10.1017/50960129521000049 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129521000049

Mathematical Structures in Computer Science 261

Nelson algebras (thus, a fortiori, QNAs) are as a class neither 1-congruence orderable nor
0-congruence orderable. Indeed, a Nelson algebra A is 1-congruence orderable iff A is
0-congruence orderable iff A is a Boolean algebra (Rivieccio and Spinks 2019, Corollary 5.10).
This observation led us to introduce in Spinks et al. (2019) the following more relaxed congruence
condition.

Recall that for an algebra A, the elements a, b € A are residually distinct if ©4(a,b) = A x A.
We say that an algebra A with constant terms c, d realising residually distinct elements ¢, d € A is
(¢, d)-congruence orderable if, for all a, b € A,

OA(c, a) = ©A(c, b) and ©A(d, a) = ©A(d, b) implies a=0.

Likewise, a class K with constant terms ¢, d is said to be (c, d)-congruence orderable if every
member of K is (¢, d)-congruence orderable.

Nelson algebras are (0, 1)-congruence orderable in the above sense: in fact, Nelson algebras
are precisely the (0, 1)-congruence orderable compatibly involutive CIBRLs (Spinks et al. 2019,
Corollary 7.2). Moving to the setting of non-necessarily involutive CIBRLs, we have the following:

Proposition 4 (Spinks et al. 2019, Propositions 5.8 and 5.9). Let A be a quasi-Nelson residuated
lattice.

(i) A is 1-congruence orderable iff A is a Heyting algebra.
(ii) A is 0-congruence orderable iff A is a Boolean algebra.

Proposition 5 (Rivieccio and Spinks 2020, Propositions 16). A CIBRL A is (0, 1)-congruence
orderable if and only if A is a quasi-Nelson residuated lattice.

2.3 Twist-algebras

We conclude the section with the fourth equivalent presentation of QNAs/QNRLs as twist-
algebras. Recall that a Heyting algebra H = (H;A, v, —, 0, 1) is a CIBRL in which every element
is idempotent, that is, a * a = a for all a € H. Thus, the monoid operation coincides with the lat-
tice meet and is usually omitted from the algebraic signature. The set D(H) of dense elements of a
Heyting algebra H can be defined in any of the following ways:

DH):={aVv~a:aecH}={aeH:~a=0}={aVv(a— b):a,be H}.
A lattice filter F of H is dense if D(H) C F.

Definition 6. Let Hy = (Hy; Ay, V4, — 4,04, 1) and H_. = (H_; A_,vV_,—_,0_,1_) be
Heyting algebras (with orders < and <_), let V. C H be a dense filter, and let n: H;. — H_ and
p: H_ — H, be maps satisfying the following conditions®:

(i) nis a bounded lattice homomorphism,
(ii) p preserves finite meets and both lattice bounds,
(iii) nop=1Idy_andldy,_<ipon.
The quasi-Nelson twist-algebra Tw(Hy, H_, n, p, V) = (A; A, V, ~, —, 0, 1) has universe:
A:={{(ay,a_yeHy xH_:ayVvipla_)eV, ar Appla_)=04}
and operations defined as follows. For all {(ay,a_), (by,b_) e Hy x H_,
L:=(14,0-),
0:=(04,1-),
~(ay, a-) = (p(a-),n(ay)),
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(ll+,tl_> A (b+, b_> = (a+ Ay b+,tl_ V_ b_>,
(ay,a_) VvV (by,b_):=(apx Vyby,a_ A_b_),
(at,a-) > (by,b-) :=(ay =4 by, n(ay) A-b-).

In what follows we shall sometimes, for short, use the expression ‘QN twist-algebra’ instead
of ‘quasi-Nelson twist-algebra’. It is not obvious that the set A is closed under the above-defined
operations (see Rivieccio and Spinks 2020, Proposition 9 for a proof). On the other hand, checking
that every QN twist-algebra Tw(H,, H_, n,p, V) is a QNA is straightforward. This entails that
Tw(Hy,H_, n, p, V) can also be viewed as a quasi-Nelson residuated lattice; one can then check
that the residuated operations are given, for all (ay,a_), (b4, b_) € Hy x H_, by:

(ay,a-) = (by,b_)=((ay =4 by) Ay (p(b-) = pla_)),n(ay) A-b_)
(a4,a—) * (by,b) =(ay Ay by, (n(ay) > - b_) A (n(by) —>—a-)).

Also observe that the lattice order < on Tw(H4, H_, n, p, V) is given, for all {(ay,a_), (b4, b_) €
Hi x H_,by(a4,a_) <(by,b_)ifandonlyif (a4 <4 by andb_ <_a_).

We proceed to show that every QNA arises in the above-described way. Recall that, for every
QNA A= (4; A, V,—,~,0, 1), the relation = introduced in Definition 3 is a congruence on
the reduct (4; A, vV, —,0, 1), and the quotient A := (A; A, V,—,0, 1)/= is a Heyting algebra.
Consider the set F(A) :={a € A: ~ a < a}. Defining:

Va :={[a] :a=bfor some b € F(A)},

where [a] is the equivalence class of a by =, we have that V, is a lattice filter of A} such that
D(A;)C V.

To obtain the second Heyting algebra factor, consider the set ~ A = {~ a:a € A}. Notice that,
for all a,be A, if ~a=b, then b e ~ A. Indeed, recall that, by item (QN3.4), we have ~a=
~ ~~gq and likewise ~ b=~ ~ ~b. Then, assuming ~ a= b, we have ~~~a=~~b (see
Lemma 22.viii). Hence, b = ~ a = ~ ~ ~ a = ~ ~ b. By transitivity, b = ~ ~ b. We can then use
item (QN3) of Definition 3 to conclude b=~ ~ b. Hence, b € ~ A, as claimed. This means that
{beA:~a=bj={be~A:~a=0b} forall ace A. We define A_ as the set ~A/=:={[~a]:
a € A}, having then that A_ C A . The set A_ is closed under all the operations of A except,
potentially, the join. We then have a quotient (A_; A_, —_,0_, 1_) that we can enrich with a
join given, for all a,be A, by [~a]v_[~b]:=[~(aAb)]. Welet A_:=(A_; A_,V_,—>_,
0_, 1_). Lastly, we define maps na: Ay — A_ and pa: A_ — Ay as follows: na([a]) =[~ ~a]
and pa([ ~ a]) =[ ~ a]. Then the tuple (A4, A_, na, pa, Va) satisfies the required properties for
defining a QN twist-algebra Tw(A, A_, na, pa, Va).

Proposition 7 (Rivieccio and Spinks 2020, Proposition 10). Every QNA A is isomorphic to the
quasi-Nelson twist-algebra Tw(A, A_, na, pa, Va) through the map \ given by \(a) = ([a], [ ~ a])
forallaeA.

We have thus established the announced equivalence of the four presentations, which we
summarise below.

Theorem 1 (Rivieccio and Spinks 2020, Theorem 4). The following classes of algebras are
equivalent in the sense discussed above.?

(i) QNRLs (Definition 2).

(ii)) Quasi-Nelson twist-algebras (Definition 6).
(iii)) QNAs (Definition 3).
(iv) (0, 1)-congruence orderable CIBRLs.
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3. Subvarieties and Fragments of Quasi-Nelson
3.1 Subvarieties

One of the advantages of twist constructions of the type of Definition 6 is that one can eas-
ily strengthen/relax the conditions (on algebras or maps), obtaining more special/more general
classes of algebras. For instance, the involutive QNAs (i.e. Nelson algebras) correspond precisely
to twist-algebras Tw(A4, A_, n, p, V) such that Ay = A_ through the mutually inverse maps n
and p. Other subvarieties of QNAs can be characterised in a similar way, as shown below.

Proposition 8 (Rivieccio and Spinks 2020, Proposition 11). Let A= Tw(H,H_,n,p, V) be a
quasi-Nelson twist-algebra.

(i) AE~~x<x (i.e. Ais a Nelson algebra) iff Hi =H_ via mutually inverse Heyting
algebra isomorphisms n and p.
(ii) AEx— ~~y <K ~~(x—y) iff npreserves the Heyting implication.
(iii) AEXA~x=0iffAEXA~XAY)RxA~Yiffn[V]={1_}iff (A AV, —,~,0,1) =
(A; A, V,=,~,0,1) is a Heyting algebra iff h: Hy = A, where h(ay) := (a4, n(ay) —_—
0_) forallay e Hy.
(iv) AE~xVv~~x=1 iff p(n(as)) V4 pla=) =14 forall (ay,a_) € A.
v) AE~E&Ay)=~xV~yiff AE~(xAy) K ~xV ~y iff ppreserves finite joins.
(vi) AExvV~x=1iff A= (A AV, —,~,0,1) = (A; A, V,=,~,0, 1) is a Boolean algebra
iff V={1.}.
(vii) AEx A~ (~x— 0)~0 iff H_ is a Boolean algebra.
(viii) AE(x=y) VvV (y=x)~1 iff Hy and H_ are Godel algebras; see Rivieccio et al. (20204a,
Proposition 4.2).

In the preceding proposition (and henceforth), the expression o < B is an abbreviation of the
identity o A B ~ «. The second identity on item (iii) is precisely saying that the {— }-free reduct of
A is a pseudo-complemented lattice (more on this below), while item (iv) is saying that it is a Stone
algebra; both varieties are well-known generalisations of Boolean algebras (see e.g. Sankappanavar
1987, Definition 2.1 for further background and more fine-grained classifications).

The identity on item (viii) corresponds to the the so-called pre-linearity property, which is well
known in the fuzzy logic literature. A preliminary study of pre-linearity in the context of QNAs is
contained in the recent paper Rivieccio et al. (2020a), from which we wish to cite three results. (1)
Pre-linear Nelson algebras can be shown to coincide with a variety known in the fuzzy literature as
nilpotent minimum algebras. (2) Pre-linear QNAs can be viewed as a subvariety of weak nilpotent
minimum algebras (see Esteva and Godo 2001, where these classes of algebras are introduced as
the algebraic counterparts of axiomatic extensions of the well-known monoidal t-norm logic). (3)
In the setting of non-necessarily involutive CIBRLs, the identity (x * x) V (x A ~ x) & x is implied
but does not imply (Nelson-Id): this solves a conjecture formulated in the concluding section
of Rivieccio and Spinks (2020).

Another subvariety of QNAs, which has not been singled out before, arises from another ques-
tion left open in Rivieccio and Spinks (2020, Remark 5). Given that Heyting algebras and Nelson
algebras are both special subclasses of QNAs, one may ask whether the latter class is the least
(quasi)variety that contains both. The logical counterpart to this question is the following: is
quasi-Nelson logic (viewed as a consequence relation) the intersection of intuitionistic and Nelson
logic?

The answer is negative, as we now proceed to show. Consider the identity:

x=xxx)V(~~y=ypy)~1. (HN)

Observe that every Heyting algebra H satisfies (HN), because a = (axa) =1 for all a € A.
Similarly, every Nelson algebra N satisfies (HN), because ~~a=a=1foralla e N.
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Proposition 9. Let A be a subdirectly irreducible QNA. The following are equivalent:

(i) A satisfies (HHN).
(ii) A is either a Heyting or a Nelson algebra.

Proof. In the light of the above considerations, the only non-trivial implication is from (i)
to (ii). Let then A be a subdirectly irreducible QNA. By contraposition, suppose A is neither
Heyting nor Nelson. Then there must be elements a, b € A such that a #a*a (thus a*a <a)
and b # ~ ~ b (thus b < ~ ~ b). This means thata = a*a <1 and ~ ~ b= b < 1. By Rivieccio
and Spinks (2020, Corollary 3)., A has a unique co-atom ¢ < 1. Thus, the preceding consid-
erations imply a = a*a <c and ~~ b= b <, therefore (a= (a*xa))v(~~b=b)<c. So
(a=(axa))V(~~b=b)#1. O

Let us denote by H the variety of Heyting algebras and by N the variety of Nelson algebras. Then
H v N denotes the join of these two varieties, that is, the variety generated by H U N. Obviously
H v N C QN, and the preceding result entails that the inclusion is proper.*

Corollary 10. H Vv N is the subvariety of QN axiomatised (relatively to QN) by (HN).

Before we proceed to illustrate how the twist construction can be used to consider more
general classes of algebras (corresponding to fragments of the algebraic language of QNAs),
let us see another application of the strategy mentioned in the preceding section: namely,
the possibility of importing results from the theory of Heyting algebras into the quasi-Nelson
setting.

3.2 Congruences, subdirectly irreducibles and directly indecomposables

Proposition 11 (Rivieccio and Spinks 2020, Proposition 8). Let A= Tw(Hy,H_,n,p, V) be
a quasi-Nelson twist-algebra. The lattice Con(A) of congruences of A is isomorphic to the lattice
Con(H.) of congruences of H. via the maps ()4 and (.)™ defined as follows:

(i) For 0 € Con(A) and a,by € Hy, (a, by) € 01 if and only if there are a_,b_ € H_ such
that (a4 — 4+ by,a_),{(by >4 a4,b_)eA and ((ayr =>4+ by, a_),(14,0-)), ((by —+
ay, b7>, (1+, 0_)) €6.

(ii)) For ne Con(Hy) and (ay,a_), (by,b_) €A, ({(a4,a—),(by,b_)) en™ if and only if
(a4, b1), (pla-), p(b-)) €n.

Proposition 12. Let A= Tw(H,H_, n, p, V) be a quasi-Nelson twist-algebra.

(i) A is subdirectly irreducible iff H, is a subdirectly irreducible Heyting algebra.
(ii) A is directly indecomposable iff H is a directly indecomposable Heyting algebra.

Proof. Item (i) is just an application of Proposition 11. Regarding (ii), observe that A is not
directly indecomposable iff there are non-trivial factor congruences 6,60’ € Con(A). If this is the
case, then 6, 9-/i- € Con(H ) are non-trivial factor congruences of H, . Indeed, this follows from
Proposition 11 together with the observation that H, as a residuated lattice, is congruence-
permutable (Galatos et al. 2007, p. 94). By the same token, A is congruence-permutable as
well. Then, if 11,7, € Con(H,) are non-trivial factor congruences, then 77", 75" € Con(A) are
non-trivial factor congruences. O
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3.3 Fragments as twist-algebras

As mentioned earlier, it is easy to relax some of the conditions in Definition 6 so as to
obtain classes of twist-algebras in a more reduced algebraic language. For instance, one can
consider structures Tw(Ly, L_, n, p, V) where Ly and L_ are ‘implication-free Heyting algebras’
(i.e. pseudo-complemented distributive lattices). What is interesting is that the twist construction
actually allows us to characterise certain subreducts of QNAs, as we now proceed to explain.

Let A= (A; A, V, %,=,0, 1) be a quasi-Nelson residuated lattice. Recall that the negation ~
can be defined by ~ x :=x = 0, and the weak implication — by x — y :=x = (x = y). In turn,
the weak implication can be used to introduce a second negation operation (denoted —) given
by —x:=x— 0. Thus, one obtains an enriched algebra (4; A, V, %, =, —,~,—,0, 1), which is
obviously term equivalent to the original A. If we now elide the monoid operation as well as both
implications from the algebraic signature, we obtain an algebra (A; A, v, ~, —=,0, 1) which may
not allow us to recover all the original operations of A. Abstractly, we can consider the class of all
(A, V,~, =, 0, 1)-subalgebras of QNRLSs: is this class a quasivariety or even a variety, and if so can
we give a (quasi-)equational presentation for it?

In the involutive case, the above question was addressed by Sendlewski (1991), who showed
that the class of (A, Vv, ~, =, 0, 1)-subreducts of Nelson algebras is indeed a variety; he dubbed
its members weakly pseudo-complemented Kleene algebras. The recent paper Rivieccio (2020a)
shows that Sendlewski’s techniques can be extended without essential changes so as to obtain
a characterisation of the (A, Vv, ~, —,0, 1)-subreducts of QNAs. This class of algebras (dubbed
weakly pseudo-complemented quasi-Kleene algebras) is also a variety, and its members are precisely
the twist-algebras over pseudo-complemented distributive lattices, as we now proceed to explain.

Recall that pseudo-complemented distributive lattices (also called distributive p-algebras or
simply p-lattices) are algebras L= (L; A,V,—,0,1) of type (2,2,1,0,0) that are precisely
the {A,V,—,0,1}-subreducts of Heyting algebras; see Balbes and Dwinger (1974, Chapter
VIII), Sankappanavar (1987). One can axiomatise p-lattices by requiring (L; A, V, 0, 1) to be a
bounded distributive lattice (with order <, bottom 0 and top 1) satisfying the following property:
foralla,belL,

(P) a<-b ifandonlyif anb=0. (pseudo-complement)

We shall refer to (P) as to the property of the pseudo-complement. On every distributive lattice
L, the pseudo-complement —b of each b € L (if it exists) is uniquely determined by the lattice
structure in the following way:

—'b:\/{aGA:a/\bzo}.

Thus, one can consider the question whether a given distributive lattice has (an implicitly defin-
able) pseudo-complement operation, as we will do below. The set of dense elements D(L) of a
p-lattice L is defined as for Heyting algebras:

D(L):={av—-a:ael}={aeL:—a=0}.

As before, we say that a lattice filter F of L is dense if D(L) € F. We thus have all the ingredients
for adapting the twist-algebra construction of Definition 6, as follows.

Definition 13. Let L, = (Ly; A4, V4, 74, 04, 14) be a p-lattice (with order <), V C Ly a dense
filter, L. = (L_; A_,Vv_,0_,1_) a bounded distributive lattice (with order <_), and let n: L, —
L_andp: L_ — L be maps satisfying the following properties:

(i) nis a bounded lattice homomorphism,
(ii) p preserves finite meets and both lattice bounds,

(iii) nop=1d;_andld;, <, pon.
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The weakly pseudo-complemented quasi-Kleene twist-algebra (WPQK twist-algebra)
Tw(Ls,L_,n,p, V) =(A; A, V,~,—,0, 1) has universe:

A:={(ay,a_)ely xL_:arvipla_)eV, ar Ay pla_) =04}

and operations A, V,~,0, 1 given as the corresponding ones in Definition 6. Furthermore, we let
—(ay,a-):=(—yay,n(ay)) forall {ay,a_),(by,b_) €Ly X L_.

As shown in Rivieccio (2020a, Proposition 6.1), the above-defined set A is closed under the
twist-algebra operations. Moreover, the conditions of Definition 13 jointly entail that the lattice
L_ is also pseudo-complemented, the pseudo-complement operation —_ being given by —_a_ =
n(—yp(a_)) forall a_ € A_. If we now view L_ as a p-lattice, we may further observe that both
maps n and p preserve the pseudo-complement (Rivieccio 2020a, Proposition 3.4). The following
result motivates our interest in WPQK twist-algebras.

Theorem 2 (Rivieccio 2020a, Theorem 5.4). Every WPQK twist-algebra is embeddable into a
quasi-Nelson twist-algebra.

The embedding of Theorem 2 is constructed as follows. Given a pair of p-lattices L4, L_ as
per Definition 13, one considers the respective canonical extensions L, L%, which are (com-
plete) Heyting algebras into which L and L_ embed (see Gehrke and Harding 2001). One then
shows that the maps #, p relating Ly and L_ can be extended to maps n?, p° between LY and
L? that meet the requirements of Definition 6 (Rivieccio 2020a, Proposition 5.3). It is then easy
to verify that Tw(Ly, L, n, p, V) embeds into Tw(L5, L%, n?, p?, V), where V7 = L].. We note
that, while the maximal choice (V7 = L) certainly gives us the desired result, it is possible that
Tw(Ls,L_, n,p, V) may also embed into a smaller QNA Tw(L?,L%,n°,p%, V') with V' C V°,
which will be a proper subalgebra of Tw(L‘_{_, L%, n%, p%, V7).

Theorem 2 entails that WPQK twist-algebras are precisely the (A, V, ~, =, 0, 1)-subreducts of
quasi-Nelson twist-algebras (and therefore of QNAs). We proceed to show (in three steps) that
this class of algebras can be axiomatised by means of identities.

Definition 14 (Sankappanavar 1987). A semi-De Morgan algebra is an algebra A=
(A5 A, Vv, ~,0,1) of type (2,2, 1,0, 0) satisfying the following properties:

(SD1) (A; A, V, 0, 1) is a bounded distributive lattice,
(SD2) ~0~1land~1~0,

(SD3) ~(xVy)x~xA~y,

(SD4) ~~ (X Ay) R~ ~xA~~y,

(SD5) ~x~ ~~~x.

A lower quasi-De Morgan algebra is a semi-De Morgan algebra that satisfies
(QD) x K ~ ~ x.

A De Morgan algebra can be defined as a semi-De Morgan algebra that satisfies the involutive
identity ~ ~ x ~ x.

Semi-De Morgan algebras, introduced by Sankappanavar (1987), have been subsequently stud-

ied by several authors. The following subvariety is instead quite recent and has been introduced
with the aim (among others) of characterising a fragment of QNAs.

https://doi.org/10.1017/50960129521000049 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129521000049

Mathematical Structures in Computer Science 267

Definition 15 (Rivieccio 2020b). A quasi-Kleene algebra is a lower quasi-De Morgan algebra that
additionally satisfies the following identities:

(QKI) x A~xLyV ~y. (the Kleene identity)
(QK2) ~~xA~(xAy) LK ~xV ~y.
(QK3) ~~xA~x <KX

A Kleene algebra can be defined as a quasi-Kleene algebra that satisfies the involutive identity:

~NXRX.

Given a semi-De Morgan algebra A, we write

a=<b asashorthandfor a<~avb

a=b asashorthandfor (a=<bandb=<a).

The choice of overloading the symbols < and = (already introduced in Definition 3) is due to the
observation that, for every QNA A and alla,b € A,wehavea—b=1iffa<~aVb.

Definition 16. A weakly pseudo-complemented quasi-Kleene algebra (WPQK-algebra) is an
algebra A = (A; A, Vv, ~,—,0, 1) of type (2,2, 1, 1,0, 0) such that:

(i) (A; A, V,~,0,1) is a quasi-Kleene algebra.
(ii) Foralla,b,c,d € A,

(1) =1=0,

2) =(an~a)=1,

(3) an—=(anb)=aAn—b.

The preceding definition joins Rivieccio (2020a, Definition 4.2 and Proposition 4.12) in order
to make it immediately evident that WPQK-algebras form a variety. The term ‘weakly pseudo-
complemented’ is obviously derived from Sendlewski (1991, p. 22), who dubs Kleene algebras with
a weak pseudo-complementation (wp-Kleene algebras) those Kleene algebras A that have an extra
operation — such that, foralla, b € A,

(i) a<—-b iff anb=<~b.
(i) =(anb)=1 iff ——a<-—b.

As shown in Rivieccio (2020a, Lemma 3.5), the above properties (i) and (ii) hold on every WPQK-
algebra. One can easily check that, as expected, every QNA (upon defining —x := x — 0) gives rise
to a WPQK-algebra (Rivieccio, 2020a, Proposition 4.4). It is also easy to verify that every p-lattice
(A; A, Vv, —,0, 1) forms a WPQK-algebra if we let ~ x := —x (cf. Sankappanavar 1987, Corollary
2.8). Sendlewski’s wp-Kleene algebras are precisely the WPQK-algebras that satisfy the involutive
identity ~ ~ x ~ x.

For every WPQK-algebra A = (A; A, V,~,—,0,1), the reduct (4; A,V,~,0,1) is a quasi-
Kleene algebra. Then the above-introduced relation = is a congruence of the lattice reduct of
A (Rivieccio, 2020b, Corollary 3.4) and it is, moreover, compatible with the — operation (Rivieccio,
2020a, Corollary 4.7). Hence, we have a quotient algebra A, = (A/=; A, V,—,0, 1), which is a
p-lattice (Rivieccio, 2020a, Proposition 4.8). The second quotient A_ with universe ~ A /= can be
defined in the same way as for QNAs. We can view A_ either as a bounded distributive lattice or
as a p-lattice on which the pseudo-complement is given by —=_[ ~ a] := [— ~ a] for all a € A; since
[-~a]=[~~—~a] for all a e A (Rivieccio, 2020a, Proposition 4.9), we have —=_[~a] € A_
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as expected. The maps na, pa and the filter V, are defined as in the case of QNAs, giving us the
following result.

Proposition 17 (Rivieccio 2020a, Theorem 10). Every WPQK-algebra A is isomorphic to the
WPQK twist-algebra Tw(A 1, A_, na, pa, VA) through the map 1 given by 1(a) = ([a], [ ~ a]) for all
aeA.

As for QNAs (cf. Proposition 11), the above twist representation allows us to obtain further
information on the congruence lattices of WPQK-algebras. In general, for an arbitrary WPQK
twist-algebra A, it is not the case that Con(A) = Con(A.); see Rivieccio (2020a, Section 7) for a
counter-example. One can, however, establish an isomorphism between Con(A) and a sub-meet-
semilattice of Con(A ) having the following set as universe:

Con*(A4):={0 € Con(A}) : (a4, by) € 0 implies (pn(ay), pn(by)) €6, forallay, by € Ay}
Proposition 18. Let A be a WPQK-algebra.

(i) Con(A) = Con™(A4) (Rivieccio 2020a, Theorem 7.8).
(ii) If A is involutive (i.e. if A is a wp-Kleene lattice), then Con(A) = Con(A) (cf. Sendlewski
1991, Theorem 5.2).
(iii) Con(A_) is isomorphic to a sub-meet-semilattice of Con(A) (Rivieccio 2020a,
Corollary 7.14).
(iv) If Ay is a subdirectly irreducible p-lattice, then A is subdirectly irreducible (Rivieccio 20204,
Corollary 7.9).

We note that the converse of item (iv) also need not hold in general (Rivieccio 2020a, Section 7).
An inspection of the proofs leading to Propositions 5 and 17 points at one of the difficulties that
may arise when working with fragments of the quasi-Nelson language: namely, that the alge-
braic operations needed to define the relation = may no longer be available. The example of
WPQK-algebras shows, however, that the weak implication (employed e.g. in Definition 3) is not
essential. In fact, from the definition of a < b as a < ~a V b, one may further speculate that the
weak pseudo-complement negation — could also be dispensed with. This is indeed the case, as we
now proceed to explain.

Observe that, for every quasi-Kleene algebra A = (A; A, V,~,0,1), we can define the rela-
tion = and quotients Ay, A_ as for WPQK-algebras. In this case, Ay and A_ need not be
pseudo-complemented but will still be bounded distributive lattices.” The maps na: Ay — A_,
pa: A_ — A4 may also be defined as before and will be seen to satisfy properties (i) to (iii) of
Definition 13. This allows us to define operations A, V, ~,0,1 on the product set Ay x A_ as
prescribed by Definition 13. The filter V4 can also be defined as before, and one can show that
the set:

Tw(Ay, A, na, pa, Va) :={{[al, [b]) € Ay x A_: [a] V4 p([b]) € Va, [a] A4 p((b]) =04}

is closed under the quasi-Kleene operations. Thus, we can define a quasi-Kleene twist-algebra
Tw(A1,A_,na,pa, Va) as per Definition 13 and check that the map ¢ of Proposition 17 is an
embedding of A into the twist-algebra Tw(A, A_, na, pa, Va). However, we do not (as yet) know
whether in this case the map ¢ needs to be surjective. This is currently an open question, and
a close inspection of the proof of Rivieccio (2020a, Theorem 6.2.iv) or the corresponding result
for QNAs (Rivieccio and Spinks 2020, Proposition 10.iv) suggests that the surjectivity of ¢ may
rely essentially on the presence of the additional operations (the weak implication or the weak
pseudo-complement). These observations motivate the following definition and result.
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Definition 19 (Rivieccio 2020b, Definition 4.2). Let Ly = (L4, A4,V4,04) and L_ =
(L, A=, V_,0_) be distributive lattices having a least element. Let n: L — L_andp: L_ — Ly
be maps satisfying the following properties:

(i) n preserves finite meets, finite joins, the least element, and (if present) the greatest element;
(ii) p preserves finite meets, the least element and (if present) the greatest element;
(iii) nop=1d;_andld;, <, pon.

The algebra Ly < L_ = (Ly X L_, A, V, ~) has operations defined as per Definition 6. A quasi-
Kleene twist-algebra A over (Ly,L_, n, p) is a {A, V, ~}-subalgebra of L < L_ with carrier set A
satisfying: m1[A] = Ly and ay A4 p(a—) =04 forall (at,a_) € A.

In the light of the previous considerations, we have dropped the filter V altogether and intro-
duced the requirement 7; [A] = L, in order to ensure that each A embeds into a minimal algebra
L e<L_. We note that a quasi-Kleene twist-algebra (as a lattice) need not be bounded. This
reflects the observation that the constants 0 and 1 are not definable in the {A, Vv, ~}-fragment
of the language of QNAs (they become definable if one adds the weak pseudo-complement,
as Definition 16.ii.2 shows). Non-necessarily bounded quasi-Kleene algebras have been dubbed
quasi-Kleene lattices in Rivieccio (2020b).

Proposition 20 (Rivieccio 2020b, Proposition 4.7). Every (bounded) quasi-Kleene twist-algebra
is a quasi-Kleene lattice (algebra).

Theorem 3 (Rivieccio 2020b, Theorem 4.1). For every quasi-Kleene lattice (algebra) A, the map
11 A— Ay x A_ defined by (a) := ([a], [ ~ a]) is an embedding of A into Ay < A_.

We do not have as yet a description of the congruence lattice of a quasi-Kleene lattice A in
terms of those of its factors A;, A_, and this may indeed be one of those issues in which the
missing algebraic operations (implication(s), weak pseudo-complement) turn out to be essential.
It is, however, still possible to use Theorem 3 and canonical extensions to show that every quasi-
Kleene lattice can be embedded into a QNA. The proof strategy is essentially the same as for
WPQK-algebras.

Given a quasi-Kleene lattice A that embeds into A > A_, one considers the canonical exten-
sions A%, A%, which are (complete) Heyting algebras into which A, and A_ embed. One then
shows that the maps na, pa can be extended to maps n%, p{ between A and A? that meet
the requirements of Definition 19 (Rivieccio 2020b, Proposition 6.5). Finally, one shows that A
embeds into Tw(AY%, A%, n{, p, V), where V = A9

Theorem 4 (Rivieccio 2020b, Theorem 6.1). Every quasi-Kleene algebra is embeddable
into a QNA.

4. The Algebraisable Fragment

We now turn our attention to the {—,~}-fragment of the quasi-Nelson algebraic language,
which has not been considered in any earlier paper. We dub it the ‘algebraisable fragment’
because the negation and the weak implication are the two connectives that witness the alge-
braisability (in the sense of Blok and Pigozzi 1989) of quasi-Nelson logic as presented in Liang
and Nascimento (2019).° We begin with a quasi-equational presentation of the abstract class of
algebras corresponding to this fragment.
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Given an algebra A = (A; —,~, 0, 1) of type (2, 1,0, 0) and elements a, b € A, we shall write, as
before, a < b instead of a — b =1, and a = b instead of a — b = b — a = 1. We shall also employ
the following new abbreviations: a ©® b := ~ (a — ~ b) and

q(a,b,c):==(a—b)—->(b—a)—> (~a—~b)— (~b— ~a)—0))).

Definition 21. An algebra A = (A; —,~,0,1) of type (2,1,0,0) is a quasi-Nelson implication
algebra (QNI-algebra) if the following properties are satisfied for all a, b, c, d € A:

(i)1—>a=a
(ii)a— (b—-a)=a—>a=0—>a=1
(iii) a— (b—>c¢)=b—>(a—>c)=(a—>b)— (a—¢)
(iv) ~a—> (~b—>c)=(~a®~b)—>c
(v) q(a, b, ) = q(a, b, b)
(vi) if~a<~b then~a<~a®~b
(vii) a© (b0 )=(@0Ob)Oc
(viii) aOb=bQa
(ix) ifa=bandc=d, thena—c=b—>dandaOc=b0Od
(x) ~a=~~~a
(xi) ~1=0and~0=1
(xii)) (a—b)— (~~a—>~~b)=1.
(xiii) a<~~a
(xiv) ifa<b, thena®c<bOcandcOa=<cOb
(xv) a®(a—b)=a®b
(xvi) aOb=~~a®O~~b
(xvii) ~(a—>b)=~(~~a—> ~~Db).

We observe that the constants 0,1 could be obviously introduced as the following abbrevi-
ations: 1:=a — a and 0:=~ 1. This reflects the observation that, since every QNA satisfies
x—>x~1 and ~1~0, the class of {—, ~}-subreducts of QNAs coincides with the class of
{—,~,0, 1}-subreducts.

As a sanity check, one can verify that every quasi-Nelson (twist-)algebra satisfies all the prop-
erties listed in Definition 21. Regarding the new connective ©, it may be helpful to keep in mind
that, on a quasi-Nelson twist-algebra Tw(H., H_, n, p, V), one has, for all (a4, by) € Hy and all
(a_,b_YeH_,

(at,a-) © (by, b-) = (p(n(as) A— n(by)), nlar —4 p(b-))).
Our next goal is to show that every QNI-algebra embeds into a twist-algebra.
Lemma 22. Let A be a QNI-algebra and a, b, c € A.

(i) a—1=1.

(i) a=bifand onlyifa— c=b— c forall c € A.
(iii) ~a®~b=<~aand~a®O~b=<~b.

(iv) Ifa<band b=<c¢, thena <c.

(v) a=1lifandonlyifa=1.

(vi) ~a<~bifandonlyif~a<~a®~Db.
(vii) a®@ ~a=0.
(viii) Ifa < b, then ~~a <~ ~b.

(ix) aa=~~a@®O~~a=~~a.
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(x) The relation < defined by a <b iff (a<b and ~b <~ a) is a partial order on A, with
minimum 0 and maximum 1.

Proof. (i). Using Definition 21.ii, we havea - 1=a— (a — a) = L.
(ii). Assume a = b, thatisa — b=b — a = 1. Then, we have

a—c=1— (a— c) Definition 21.i
=(a—>b)— (a— ¢) hypothesis
=b— (a—¢) Definition 21.iii
=b-—=a)— (b— ) Definition 21.iii
=1—(b—o) hypothesis
=b—c Definition 21.i

Conversely, assume a — ¢ = b — c for all ¢ € A. Using Definition 21.ii, we havea - b=b— b=
l=a—a=b—a.

(iii). Using the identities (iii) and (i) in Definition 21, we have (~a® ~b) > ~a=~a—
(~b— ~a)=1. This gives us ~a ® ~ b < ~ g, and the same proof (with an extra application
of item (ii)) allows us to obtain ~a ® ~ b <~ b.

(iv). Assume a <b and b <, that is, a— b=0b— ¢=1. By Definition 21.i, we have a —
c=1— (a— c). Using the first assumption we then have 1 — (a — ¢) = (a — b) - (a — ¢). By
Definition 21.iii and the second assumption, we have (a - b) > (a > ¢)=a— (b—>c)=a— 1.
Lastly, by item (i) above, we have a — 1 = 1. Joining the previous equalities, a - c=1— (a —
o=(a—>b)—>(a—c)=a— (b—c)=a— 1=1.Hence,a— c=1and so a < ¢, as required.

(v). It is clear (by Definition 21.ii) that a =1 entails a = 1. Conversely, assume a = 1. Then
1 — a=1. By Definition 21.i, we have 1 — a = a. Hence, a = 1, as required.

(vi). The rightward direction of the implication is Definition 21.vi. For the converse, assume
~a=~a@® ~ b. By item (iii) above, we have ~ a ® ~ b < ~ b. Then, using the transitivity of <
(item (v) above), we have ~ a < ~ b, as required.

(vii). By definition, a © ~a =~ (a — ~ ~ a). By Definition 21.xiii, we have a > ~~a=1,
and by Definition 21.xi we have ~ 1 =0. Thus,a© ~a=~(@— ~~a)=~1=0.

(viii). Assume a < b, that is a — b=1. Then, using items (i) and (ii) in Definition 21,
we have ~~a—>~~b=1—->(~~a—>~~b)y=(a—>b)—>(~~a—>~~b)=1. Thus,
~~q=<~~b,asrequired.

(ix). Observe that a®@a=~~a® ~~a is an instance of Definition 21.xvi We proceed
to show ~~aQ®~~a=~~gq, from which (by the transitivity of =) we will also obtain
a ® a =~ ~ a. Using points (iv) and (ii) of Definition 21, we have (~~a® ~~a) > ~~a=
~~ag— (~~a—~~a)=~~a— 1,and by item (i) above we have ~~a — 1 = 1. Hence,
~~aQ®~~a=~~a. Conversely, using Definition 21.vi, from ~ ~ a <~ ~ g we can obtain
~~ag=X~~agQ®~~a,asrequired.

(x). That < is reflexive follows from Definition 21.ii. Transitivity follows from item (iv)
above. Antisymmetry is a consequence of items (i) and (v) of Definition 21. Indeed, a <
band b<a give usa—b=b—>a=~a—~b=~b— ~a=1. Then, by Definition 21.i,
we have (a—>b)—> (b—a)— (~a—>~b)— (~b—>~a)—a)=1-1—->(1—(1—
a)))=a and (a—>b)—>(b—>a)—>((~a—>~b)—>((~b—>~a)—>b)=1->(1—-> (1~
(1 — b))) = b. So Definition 21.v gives us a = b. Recall that, by Definition 21.xi, we have 0 =~ 1
and 1 =~ 0. Then Definition 21.ii together with item (i) above imply that 0 < g and a <1 for all
acA. ]

Let A=(A; —,~,0,1) be a QNI algebra. Observe that the relation < is reflexive (by
Definition 21.ii) and transitive (by Lemma 22.v). Hence, = is an equivalence relation on A. Letting
A, 1= A/=, we can thus obtain (by Definition 21.ix) a quotient algebra Ay = (Ay; — 4,04, 14).
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We proceed to take a closer look at this structure; to be able to do so, we shall need some additional
terminology.

Recall that Hilbert algebras are algebras (A; —, 1) of type (2, 0) that are precisely the {—, 1}-
subreducts of Heyting algebras. It is well known that (A; —, 1) is a Hilbert algebra if and only if
the following properties are satisfied: for all a, b, c € A,

H1) a—» (b—a)=1
H2) (a— b—>¢c)—> (a—>b)—>(a—>c)=1
(H3) ifa—b=b—>a=1, thena=V>.

Every Hilbert algebra has a natural order < (not necessarily forming a lattice or even a semi-
lattice) given by a < b iff a — b= 1. The top element of < is 1. If the natural order also has a
minimum element (denoted 0), then we speak of a bounded Hilbert algebra. Every Hilbert algebra
satisfies the commutative identity x — (y — z) & y — (x — z). Furthermore, the implication — is
order-reversing in the first argument and order-preserving in the second. These observations can
be used to show that every Hilbert algebra satisfies the stronger identity (H2’): (x — (y — 2)) =~
(x = y) = (x> 2)).

Proposition 23. For each QNI algebra A, the quotient A = (A4, —4,04,14) is a bounded
Hilbert algebra.

Proof. Definition 21.ii clearly entails (H1) and also that A is bounded. Definition 21.ii and .iii
easily give us (H2). Lastly, (H3) simply follows from the definition of the quotient A /= in terms
of the relation <. O

Let A_:={[~a]l:ae A} CA;. We endow A_ with operations defined as follows. For all
a,beA,let
[~alA_[~bl:i=[~aO®~b]l=[~(~a—>~~Db)]
0_:=[~1]=[0] =04
1_ Z[NO]=[1]=1+

Proposition 24. For each QNI-algebra A, the quotient A_ = (A_, A_,0_,1_) is a bounded
semilattice.

Proof. Let us check that A_ is a semilattice operation. Associativity and commutativity are
guaranteed by Definition 21.vii and .viii. To verify idempotency, observe that from ~a<~a
we obtain, using Definition 21.vi, ~a <~a ® ~a. The converse ~a® ~a <~ a is a conse-
quence of Lemma 22.iii. Thus, ~a=~a® ~ g, which entails [~a] A_ [~a]=[~a® ~a]
as required. Lastly, let us check that A_ behaves as expected with respect to the bounds. Using
Lemma 22.i,wehave [~a]lA_O0_=[~a]lA_[~1]=[~(~a—>~~1)]=[~(~a—>1)]=
[ ~ 1] =0_. By Lemma 22.iii, we have ~ a © ~ 0 < ~ a. Also, from ~ a < ~ 0 (Lemma 22.i), using
Definition 21.vi, we obtain ~a<~a®~0. Thus, [~a]A_1_=[~a]A_[~0]=[~a®
~0]=[~a]. O

As in the previous section, we can define maps pa: A_ — Ay and np: Ay — A_ as follows:
pa is the identity map on A_ and na[a] := [~ ~a] foralla € A.

Proposition 25. Let A= (A; —,~,0,1) be a QNI-algebra, with corresponding quotient alge-

brasAL =(Ay; —4,04,10), AL=(A;A_,0_,1_)and mapsna: Ay — A_,pa: A_ — Ay
defined as before.
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(i) na and pa are monotone and preserve the bounds,
(i) npaopa =1Ida_andlda, < pa ona.
(iii) na(as) A—na(by) =nalay) A-nalay —4 by), forallay, by € Ay,
(iv) pala— A_b_) >4 cy =pala_) =>4 (pa(b-) >4 cq), foralla_,b_ € A_andcy € Ay.

Proof. (i).Itis clear that py preserves the bounds. To check monotonicity of pa, we need to ensure
that [~a] <_[~b] (ie. [~a®~Db]=[~a]) entails ps[ ~ a] <4 pal ~b], thatis, [ ~a] -
[~b]=[~a— ~b]=][1]. Suppose then [ ~a ® ~ b] = [ ~ a], which implies~a <~a® ~b.
By Lemma 22.iii, we have ~ a ® ~ b < ~ b. Therefore, by the transitivity of < (Lemma 22.v), we
have ~a <~ band so ~a— ~ b =1, which gives us the desired result.

To check that n4 also preserves the bounds, it is sufficient to use Definition 21.xi. For mono-
tonicity, assuming [a] <4 [b], that is, [a — b] = [1], we need to check that npla] =[~~a] <_
[~~b] =na[b], thatis, [~~a®~~Db]=[~~a]. In fact, since ~~a@O~~b<~~aqais
true in general (Lemma 22.iii), it suffices to check ~~a <~ ~a® ~ ~ b. By Lemma 22.v, the
assumption [a — b] = [1] is equivalent to a — b =1, that is, a < b. Then, using Lemma 22.viii,
we obtain ~~a <~ ~b. From this, using Lemma 22.vi, we have ~~a<~~a®~~b, as
required.

(ii). Let us check that npops=Ida_ and Ids <y paons. As to the former, by
Definition 21.x, we have napa[ ~ a] =np[ ~a] = [~ ~~a] =[~a]. As to the latter, we need
to check that [a] <4 panala] = [~ ~ a], thatis, [a — ~ ~ a] = [1]. This is Definition 21.xiii.

(iii). We need to check that na[a] A_ na[b] = nala]l A— na([a] — 4 [b]). On the one hand,
we have npla] A_nalbl=[~~a]lA_[~~bl=[~~a®~~Db]. On the other, nala] A_
na(lal] -+ b)) =[~~alAa_[~~(@a—>b)]=[~~a®~~(a— b)]. Observe that b <a —
b holds by Definition 21.ii. Then, using Lemma 22.viii, we obtain ~~ b <~ ~ (a — b). From
this, using Definition 21.xiv, we have ~~a®~~b<~~a® ~~ (a— b). To show ~~a ®
~~(a—b)<~~a®~~b,observethata ® (a — b) < a ® bholds by Definition 21.xv. From
this, using Definition 21.xvi, we obtain ~~aO~~(@@a—b)=a®a@a—>b) <a®@b=~~a0®
~ ~ b, as required.

(iv). Lastly, we need to check that pa([ ~ a] A— [~ b_]) =+ [c] =pal ~a] =+ (pal ~b] =+
[c]). We have, on the one hand, pa([~a]lA_[~b_]) >4 [c]=pal~aO~b] >4 [c]=
[(~a® ~b)— c]. On the other, pa[ ~ a] — 4 (pal ~b] =>4+ plc]) =pal~al >4 [~b—c] =
[~a— (~b— c)]. Then Definition 21.iv gives us the desired result. OJ

Propositions 23-26 motivate the following definition.

Definition 26. Let Hy = (Hy;— 4,04, 14) be a bounded Hilbert algebra, let M_ = (M_; A,
0_,1_) be a bounded semilattice, and let n: Hy — M_ and p: M_ — H_. be maps satisfying the
following properties:

(i) n and p are monotone and preserve the bounds,
(ii) nop=1Ids_andIdy, <, pon.
(iii) n(aq) A—n(by) =n(ay) A-n(ay —4 by), forallay, by € Hy.
(iv) pla_ A—b_) >4 cy=pla) =>4 (p(b_) =>4 c4), foralla_,b_ € A_and c, € Hy.

The algebra Hy <~M_ = (Hy x M_; —,~,0, 1) is defined as follows. The operations —, ~ are
given as the corresponding ones in Definition 6. A quasi-Nelson implicative twist-algebra (QNI
twist-algebra) A over (Hy,M_, n, p) is a {—,~, 0, 1}-subalgebra of H <« M_ with carrier set A
satisfying: m1[A] = Hy and n(ay) A—a_ =0_ forall (ay,a_) € A.

To ensure that the notion of twist-algebra is well defined, let us check that the set:

A:={{as,a_)e Hr x M_:n(ayx) A_a_=0_}
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is closed under the algebraic operations and is therefore the universe of the largest twist-
algebra over (Hy, M_, n, p). The case of the constants and of the unary operation ~ are quite
straightforward. Regarding the binary operation —, we need to check that

n(a.,. -4 b+) AN n(a+) A_b_=0_

whenever n(ay) A—a_ =n(by) A_ b_=0_. Applying Definition 26.iii, we have n(ay — 4
by) A n(ay) A- b =nlay) Ao n(by) A~ b =n(ay) A- 0_ =0_, as required.

On every QNI twist-algebra A over (H;,M_, n, p), we introduce the derived connective ©
as before. Therefore, we have (a4, a_) © (b4, b_) = (p(n(ay) A— n(by)), n(ay — p(b-))). We
also define the relation < by:

(ay,a-) =(by,b-) iff (ay,a-)— (by,b-)=(14,0-).
It is easy to check that (a4, a—) < (by, b_) iff a; <4 by. The symmetric relation = is defined by:
(ay,a-)=(by,b_) iff ((ay,a-)=<(by,b_)and (by,b_) =< (ay,a-)).

We then have (ay,a_)=(by,b_) iff ap =by. Also observe that ~(ay,a_) <~(by,b_) iff
a_ <_b_, and therefore ~(ay,a_)=~(bs,b_) iff a_ =b_. Indeed, ~(ay,a_) < ~(by,b_)
means p(a_) <4 p(b—). Then using the monoticity of n and the identity n o p =1Id4 _, we have
npla_)=a_ <_b_=np(b_).

Remark 27. Since n and p are monotone maps and nop <_ Idy and IdH+ <y pon, we
have that n and p form an adjoint pair from the poset (H;, <) to the poset (M_, <_). This
entails that n preserves arbitrary existing joins and p arbitrary existing meets (cf. Definition 6
above). Moreover, in our case, for all a_, b_ € M_, the meet of {p(a_), p(b_)} does exist in Hy
and is p(a_ A_b_). To see this, observe that a_ A_ b_ <_a_,b_ gives us, by monotonicity
of p, that p(a_ A_b_) <y p(a_), p(b-). Thus, p(a_ A_ b_) is a lower bound of {p(a_), p(b_)}.
Suppose ¢4 € Hy is also a lower bound of {p(a_), p(b—)}, that is, c; <4 p(a—), p(b—). Then,
using monotonicity of n and the identity n o p =Id)y; , we have n(cy) <_ np(a—) = a_ and like-
wise n(cy) <_ b_. Hence, n(cy) <_a_ A_ b_. Applying p to both sides of the inequality, we
have pn(cy) <y pla— A_b_). By Idy, <4 pon we have c; <4 pn(cy) <4 pla_ A_b_) and so
¢+ <4 pla— A_b_). Thus, p(a_ A_ b_) is the greatest lower bound of {p(a_), p(b_)}.

Lemma 28. Let (Hi,M_, n, p) be as per Definition 26. Let a4, by, cy € Hy anda_,b_ € M_.

(i) pn(ay — 4 by) — 4 (pnlas) — 4 pn(by)) = 14.
(i) n(ay) < n(by — 4 cy) implies n(ay) A— n(by) <_ n(cy).
(iii) pla—) —4 p(b—) = pn(p(a_) —4 p(b-)).

Proof. (i). From n(ay) A_ n(by) <_ n(by), using the monotonicity of p we have p(n(as) A
n(by)) <4 pn(by), so p(n(ay) A— n(by)) — 4 pn(by) =14 Then:

pn(ay —4 by) >4 (pn(ay) — 4 pn(by))

=pm(as =4 by) A n(ay)) — 4 pn(by) by Definition 26.iv
=p(n(as) A-n(by)) — 4 pn(by) by Definition 26.ii
=1,.

(ii). Assume n(ay) <_ n(by —4 cy). Using the monotonicity of p, this gives us pn(ay) <4
pn(by —4 cy). By item (i) above, we have pn(by — 4 ci) <4 pn(bs) — 4 pn(cy). Hence,
pn(ay) <4 pn(by) — 4 pn(cy), which is equivalent to pn(ay) — 4 (pn(bs) — 4 pu(cy)) =14. By
Definition 26.iv, this gives us 14 = pn(ay) — 4 (pn(bs) — 4+ pn(cy)) = p(nlay) A-n(by)) —+
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pn(c). Thus, p(n(ay) A—n(by)) <4 pn(c4). Using the monotonicity of n and Definition 26.ii,
we then have np(n(ay) A_ n(by)) =n(ay) A—n(by) <_ npn(cy) = n(cy), as required.

(iii). The inequality p(a_) — 4 p(b_) <4 pn(p(a—) — 4+ p(b_)) follows from Definition 26.ii.
As to the converse inequality, using item (i) above and Definition 26.ii, we have pn(p(a_) — 4

p(b-)) <4 prp(a) — 4 prp(b_) = pla_) —4 p(b-). 0

Proposition 29. Let (Hy, M_, n, p) be as per Definition 26. For all a_, b_ € M_, define the oper-
ation >_asa_ —_b_:=n(pla_) -4 p(b_)). Then M_ = (M_; A_, —_,0_,1_) is a bounded
implicative semilattice’. Moreover, the map p preserves the implication, that is, p(a_ —_b_) =
pla_) = p(b_) foralla_,b_ e M_.

Proof. Since p(a_ —_b_)=pn(p(a_) —4 p(b_)), the last claim, that is, p(a_ —-_b_)=
pla_) —4 p(b_) for all a_,b_ € M_, has been shown in Lemma 28.ili. We proceed to show
that, forall a_,b_,c_ e M_,onehasa_ A_b_<_c_iffa_ <_b_ —_ c_. Assuming a_ A_
b_ <_ c_, by Definition 26.i we have p(a_ A_ b_) <4 p(c—). Then, using Definition 26.iv,
we have 14 =pla_ A_b_) - p(c_)=pla_) =>4 (p(b—) =>4 p(c_)). So p(a_) <4 p(b_) =4
p(c=). Then (using items (i) and (ii) of Definition 26), we obtain np(a_) =a_ <_ n(p(b_) —4
plc=))=b_ —_ c_, as required. Conversely, assume a_ <_ b_ —_ c¢_. Using Definition 26.,
we have p(a_) <4 p(b— —_ c_) =p(b_) — 1 p(c_), the last equality holding because p preserves
the implication. Hence, p(a—) — 4+ (p(b—) — 4+ p(c—)) = 14. By Definition 26.iv, we then have
1y =pla) —4 (p(b-) »> 4 p(c)) =pla_ A_ b_) =4 p(c_). Thus p(a_ A_ b_) <4 p(c_) and,
by items (i) and (ii) of Definition 26, we obtain np(a_ A_b_)=a_ A_b_<_c_=mnp(c_). O

Proposition 29 suggests that in Definition 26, we could equivalently have required M_ to be an
implicative semilattice. An interesting consequence of Proposition 29 is that M_ is a distributive
semilattice in the sense of Gratzer (1978, Section I1.5), that is, the lattice of filters of M_ is dis-
tributive. As is well known, the lattice of (implicative) filters of a Hilbert algebra such as H is also
distributive (Celani et al. 2009, p. 477).

We proceed to check that every QNI twist-algebra satisfies the conditions of Definition 21 and
is therefore a QNI-algebra.

Lemma 30. Let A be a QNI twist-algebra over (H,M_, n,p), andleta,, b, e Hi,a_,b_eM_.

(i) If (14+,0-) =(ay,a-), then (14,0-) = (at,a-).
(ii) (14+,0-) = (a4,a-) = (a4, a-).
(iii) (a4,a-) > ((b4,b-) = (ay,a-)) = (a4,a-) > (a4,a-) = (04,1-) > (ay,a_) = 1.
(iv) (a4, a-) = ((by, b-) = (e, c-)) = (by, b-) > ({a4,a-) = {cy,c-)) = ({ay,a-) >
(by,b-)) = ({ay,a-) — (ct, c-)).
(v) ~ay,a-) = (~(by,b-) = (cy,c-)) =(~(at,a-) © ~(by,b-)) = (ct,c-).
(vi) ({(a4,a-) — (b4, b)) = (((by,b-) = (a4, a-)) —> (~(a+,a—) > ~(bs, b)) —
((~{by,b-) > ~(ay,a-)) = (a4, a-)))) =
({ay,a-) > (b4, b-)) = (b4, b—) — (ay,a-)) = ((~(at,a—) > ~(by, b)) >
((~{by,b-) = ~(ay,a—)) — (by, b-)))).
(V”) If~(a+,a_) §N<b+’b—)> then~(a+,a_) _N(a—F’ ) O~ (b+’ b—)
(viii) (at,a—) © ({(b4,b-) O (ct,c-)) =({(a4,a-) © (by,b-)) © (c4,c-).
(ix) (at+,a-) © (b, b_) = (by,b_) O (a4, a-).
(x) If {(ay,a_)=(by,b_) and (c4,c_) =(d4,d_), then (ay,a_) — (cy,c_)= (by,b_) —
(dy,d_)yand (ay,a_) © (c+,c—)=(bs,b_) O (d4,d_).
(xi) ~(at,a—) =~~~(ay,a_).
(xii) ~1=0and ~1=0.
(xiii) (a4 —+ by) =4 (pn(ay) — 4 pn(by)) = 14.
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(xiv) {at,a-) =~ ~(ay,a-).
(xv) If (ay,a—) < (by,b-)), then (at,a—) © (c4,c-) <X (by,b-) O (ct,c-) and
(ctrc-) O {ay,a-) X (cy,c-) O (b, b-).
(xvi) (ay,a—) © ({(ay,a—) — (by, b-)) = (a4, a-) O (by, b-).
(xvii) (ay,a—) © (by,b_) =~~(ay,a_) O ~~(by,b-).
(xviii) ~ ({ay,a—) — (by,b_)) =~ (~~(ay,a_) = ~~(by,b_)).

Proof.

(i) This is a useful lemma for subsequent proofs. Assume (14,0_) <(ay,a_). Then 14 =
a4. Recalling the requirement ay Ay p(a—) =04, we then have ay Ay pla_) =14 Ay
pla—) =p(a—)=04.From p(a_) = 04, applying n to both sides of the equation, and recall-
ing that n preserve the bounds and that nop=1Id4 , we obtain np(a_)=a_=0_=
n(04). Thus (a4,a_) = (14,0_), as claimed.

(ii) This follows from the equation 1 — x =x (which is valid on all Hilbert algebras) and
the fact that n preserves the top element. We have (11,0_) — (aq,a_)= (14 -4
ap,n(lp)A_a)y=(ay,1_A_a_)={ay,a_).

(iii) Recalling item (i) above, we see that the claim easily follows from the correspond-
ing identities x — (y — x) ~ x — x ~ 0 — x ~ 1, which are valid on all bounded Hilbert
algebras.

(iv) We will use the identities x - (y — z) ® y — (x = z) & (x - y) — (x — z), which hold
on every Hilbert algebra (and commutativity of the A_ operation). We have

(at,a-) = ({(by, b-) = (ct,c-)) =

ar = (b =4 cq),n(ag) A-n(by) A

vv

( (
by — (a4 —4 cy), n(by) A n(ag) A
by, bo) = ((ay,a-) = (cq,c-)) =

= (ay >4 cy)ynlby) A-n(ay) Ao co) =
by — (ayr >4 cy),nlayr —> b)) A_n(ay) Aoc) = Definition 26.iii
(a+ =>4 by) =>4 (ay >4 ) nlay > by) A-nlag) Ao co) =
(ay,a-) = (by,b-)) — ((ay,a—) — (cy,c-)).

(v) Recall thatx ® y := ~ (x = ~ y). We then have

=
=
=
= (by
=
=
=

~ag,a-) = (~{by,b) = (c4,c-)) =
= (pla ) >+ (pb)s =1 co)mpla) A mp(b ) A c )=

=(pa=) >+ (p(b_)y >4 c4)ya_ A_b_A_c_)= Definition 26.ii
=({pla_ A"_b_)—>4cr,a_ A_b_A_c_)= Definition 26.iv
= (pnpla_) A b_) =>4 cy,np(npla_) A_b_) A_c_) = Definition 26.ii

=~ (g a) = ~~(by, b)) = (cprc ) =
(~{ag,a-) © ~(by, b)) = (crrco).

(i) We  have  ({ay,a-) = (by, b)) = (bybo) — (ay,a-) — ((~(at,a_)
= ~(by,b-)) = ((~(by,b-) - ~(ay,a-)) > (ay,a-)))) = ((ay =>4 by) >4 (b
=t ay) =4 ((pla-) =4 p(b-)) =4 ((p(b-) — 1 pla-)) =+ ay))), n(ay — 4 by) A
n(by =4 ap) A-n(pla—) -4 p(b-)) A- n(p(b—) >4 p(a_)) A—a_). Using (ii) and
(iii) in Definition 26, the second component of the latter pair can be simplified as fol-
lows:  n(ay — by) A_nlby — 4 ay) A n(p(a—) — p(b_)) A_ n((p(b_) =1 pla_))
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Aoa_=nlay =1 by) Aon(by = ap)A_n(pla_) =4 p(b_))A_ n(p(b-) — 1 p(a_))
A—np(a_) =n(ar— b )A_ n(by—rar)A_ np(b_)A_ n(p(b_) — 4 p(a_))A_ np(a_)
=n(ay =4+ bp) A n((by =4 ay)) Ao np(b-) A_npla_) A_np(a_) =n(ay —4 by)
A_n((by >4 ayp)) A—a_ A_b_. Since ({ay,a—) — (b, b)) = (((by,b_) —
(ag,a-)) = (~{ag,a_) = ~(by, b_)) = (~(by, b_) — ~(as,a_)) — (bs,b_))) =
(a4 = 4by) > (b4 —yaq) =>4+ ((pla-) = 1 p(b-)) = +((p(b-) = +pla-)) = +b4))),
n(a+ -+ b+) N— l’l(b+ —> 4 a+) AN— n(p(a_) — p(b_)) N— n(p(b_) —)+p({,l_)) N— b_),
we can similarly simplify the second component as follows: n(ay —4 by)
A—n(by =4 ap) A-n(pla—) =4 p(b_)A_n(p(b_) =>4 pla_))A_b_=n(ay —4 by)
A—n(by =4 ap) A_npla_) A_np(b_) A_np(b_) A_np(a_) =nlay —4 by) A_n(by
— 4 a4) A— a_ A_ b_. The equality of the second components is thus clear. Concerning
the equality of the first, observe that (x — y) = ((y = x) > x) ® (x > y) = ((y > x) —> ¥)
is valid on every Hilbert algebra (see e.g. Celani et al. 2009, Lemma 1.1.8), which easily
implies the required result.

(vil) We compute only the first components, which are those that matter. The assump-
tion ~(a4,a_) <~(by,b_) is equivalent to p(a_) <4 p(b_). Applying n to both sides
of the inequality (Definition 26.i) and recalling nop=1Ids_ (Definition 26.ii), we
have np(a_)=a_ <_b_=mnp(b_). Then a_ =a_ A_b_ and so p(a_) =pla_ A_b_).
Since ~(a4,a_) <~{at,a_) © ~(bs,b_) reduces to p(a_) <4 p(np(a_) A_ np(b_)) =
pla_ A_ b_), the result follows.

(viii) As before, only the first components matter. Then (ay,a_) ® ((b4,b_) ® (c4,c—))
gives us p(n(as) A— np(n(by) A-n(cy))) =pnlay) A~ n(by) A= n(cy))and ((ay,a—) O
(lz.b )b)_>) O (c4,c—) gives us p(np(n(ay) A— n(by)) A-n(cq)) =p(n(as) A—n(by) A
nicy)).

(ix) Once more only the first components matter, and it is clear that the term p(n(x) A_ n(y))
is commutative.

(x) Follows easily from the component-wise definitions of — and ©, together with the
observation made earlier that (a4, a_) = (b4, b_) holds iff a;. = b.
(xi) Follows from nop=1Id4_(Definition 26.ii).

(xii) Follows from the requirement that n and p preserve the bounds (Definition 26.1).

(xiii) Since Ids, <y pon, we have a; — by <y pn(ay — 1 by). Thus, showing pn(ay —
by) — 4 (pn(as) — 4+ pn(by)) = 14 is sufficient to establish the claim. Recalling that x —
x = 1holds on every Hilbert algebra, we have

prnay —4 by) =4 (pnlay) — 4 pn(by))

=pn(as =4 by) A_n(ay)) — 4 pn(by) Definition 26.iv
=p(n(as) A-n(by)) — 4 pn(by) Definition 26.iii
=pn(ay) — 4 (pn(by) — 4 pn(by)) Definition 26.iv

=pnlay) >4 14

=1,.

(xiv) Follows easily from the two properties postulated in Definiton 26.ii.

(xv) As noted earlier, the assumption (ay,a_) < (b4, b_)) simply means a, <4 b;. By mono-
tonicity of n, from this we obtain n(a;) <_ n(b;). Thus, we have n(ay) A_n(cy) <_
n(by) A_ n(cy) for all ¢y € Ay. Using the monotonicity of p, we thus obtain p(n(ay) A—
n(cy)) <— p(n(by) A— n(cy)), which means (ay,a_) O (cy,c—) < (by,b_) O {cy,c-). A
similar reasoning shows that (ci,c_) © (a4,a_) < {(ct,c—) © (b4, b_).

(xvi) We compute the first component, which is the only one that matters. Using
Definiton 26.iii, (a4, a—) © ({(a4,a—) — (b4, b_)) gives us p(n(ay) A_n(ay —4 by)) =
p(nas) A—n(by)), as desired.
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(xvil) We compute the first component, which is the only one that matters. It is then
sufficient to check that, by Definition 26.ii, ~~(ay,a_)®~~(by,b_) gives us
p(npn(ay) A— npn(ay)) = p(n(as) A- n(ay)).

(xviii) As before, we compute the first component. Then, ~ ({(ay,a_) — (by,b_)) gives us
p(n(as) A— b_) and, recalling Definiton 26.ii, ~ ( ~ ~(a4,a_) — ~ ~(by, b_)) gives us
p(npn(ay) A—b_)=p(n(ay) A_b_).

O

Lemma 30 immediately entails the following.
Proposition 31. Every QNI twist-algebra is a QNI-algebra.

Theorem 5. Every QNI algebra A is isomorphic to a QNI twist-algebra over (A4, A_, na, pa)
through the map 1: A — A4 x A_ given by ((a) := ([a], [ ~ a]) forall a € A.

Proof. It follows from our previous observations that the tuple (A, A_, na, pa) satisfies the con-
ditions postulated in Definition 26 for constructing the algebra A >« A_. Let us check that ¢ is
an embedding of A into A} > A_. Definition 21.i guarantees that ¢ is injective. It is also easy to
check that ¢ preserves ~ and the bounds. Regarding the implication, we have

tla—b)={la— b],[ ~(a— b))
[a—bl,[~(~~a—~~Db)) by Definition 21.xvii
[a—bl,[~~aO~Db])

{
(
(
(la—bl,[~~alA_[~Db])
(
(
ta

[a] =+ [b], nla] A~ [~ b])

[al, [~ al) — ([b], [~ b])

(a) = u(b).

It is clear that m;[A] =A,. Lastly, recalling Lemma 22.vii, we have, for all ([a],[~a]) €
t(A), mnlalA_[~al=[~~alA_[~a]=[~~aO~a]=[0]=0_, as required by
Definition 26. O

The result of Theorem 5 (like that of Theorem 4) is, for the time being, only an embedding and
not an isomorphism. However, the expressive power of the weak implication allows one to obtain
certain results on QNI-algebras analogous to, for example, Proposition 11. We are going to show
how in the next subsection.

4.1 Congruences of QNI-algebras

In this subsection, we take a look at congruences of QNI-algebras. In particular, we are going to
show that this variety is congruence-distributive and has both the strong congruence extension
property and equationally definable principal congruences (see e.g. Blok and Pigozzi 1994 for the
relevant definitions).

Lemma 32. Let (Hy,M_,n,p) be as per Definition 26. Then ay — p(n(ay) A—a_)=ay —4
pla_) foralla, e Hi andalla_ e M_.

Proof. Since n(ay) A— a_ <_a_, we have p(n(ay) A— a_) <4 p(a_). Since the Hilbert implica-
tion is order-preserving in the second argument, this givesus a;. — 4 p(n(ay) A—a_) <y ay —4
pla—). To show the converse inequality, observe that (ay — p(a_)) =4 (a4 — 4 p(n(ay) A—
a_))=ay —4 (pla_) =4 p(n(as) A—a_)) because x — (y — z) = (x — y) = (x — z) holds
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on every Hilbert algebra (Celani et al. 2009, Lemma 1.1.4). Thus, we may show that
ar —4 (pla—) — 4 p(n(ay) A—a_))=14. Using Proposition 29 and the properties of the
implicative semilattice implication, we have
ay =4 (pla) =4 p(n(as) A—a_)) =

=ay —4 pla —>_ (n(ay) A—a_)) (Proposition 29)

=ay =4 plla- —>_nay)) A- (a- —>_a-))

=a, —,pla_ —_nlay)) A_1_)

=ay —>4 pla- —_n(ay))

=a4 —4 (pla—) =4 pnlay)) (Proposition 29)
=pla_) =4 (ay =4 pnlay)) (Celani et al. 2009, Lemma 1.1.3)
=pla_)—>4 14 (Definition 26.ii)
=14. O

As before, for every QNI-algebra A and for all 4, b, c € A, we abbreviate
q(a,b,c):=(a—b)—->(b—a)—> (~a—~b)—> (~b—> ~a)—0)).

Lemma 33. Let A be a QNI-algebra and a, b, ¢, d € A.

(i) q(a,a,b)=b.
(ii) q(a, b,a) = q(a, b, b).
(iii) q(a, b,~c) =q(a, b, ~ q(a, b, ¢)).
(iv) g(a, b,c — d) = q(a, b, q(a, b, ¢) — q(a, b, d)).

Proof.

(i) Using items (i) and (ii) of Definition 21, we have g(a, a,b) =(a — a) — ((a — a) —
(~a—>~a)—> (~a—>~a)—>Db)=1-(1—- 11— (1—Db))=0b.

(ii) This is precisely Definition 21.v.

(iii) Assuming A is a QNI twist-algebra, we let a = (a4,a_), b= (b4, b_) etc. To improve
readability, let us abbreviate o1 :=ay — by, ax:=by - ay, az:=pla_) —4 p(b-),
a4 :=p(b_) =4 p(a_). Then the first component of g(a, b, ~ ¢) isa; = (2 =>4 (@3 >4
(g =4 p(c-)))) and the second one is n(oy) A— n(az) A— n(az) A- n(ag) A— n(cy).
Similarly, we compute the first component of q(a, b, ~ q(a, b, ¢)), which is

a1 =4 (02 =>4 (a3 =>4 (g = p((n(er) A nlaz) A— naz) A- n(ag) A—c-)))))

and the second, which is
n(ay) A— nlaz) A- n(az) A-nlas) A- nlog =>4 (02 =>4 (3 >4 (s =>4 c4)))).

By Lemma 32, we have ay — 4 p((n(a1) A— n(az) A- n(az) A—nlog) A c—) = oy — 4+
p((mlar) A= nloz) A n(az) A— c_), so the first component of g(a, b, ~ q(a, b, ¢)) simplifies
to

o1 =>4 (02 =4 (o3 =4 (og =4 p((nlen) A— ) A n(az) A-c2))))).

Recalling thatx — (y — z) ® y — (x — z) is valid on Hilbert algebras, we see that the latter
is equal to

ap =4 (o2 =4 (ag =4 (@3 = 4 p((nar) A— n(az) A- n(az) A-c)))))

which similarly simplifies to o) —4 (@2 =+ (4 =+ (a3 =4 p((n(a1) A= naa) A
c—))))). By a similar reasoning, the latter is equal to

ap =4 (og =4 (a2 =4 (a3 = 4 p((nog) A n(az) A-c2)))))
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which is equal to o] =4 (0a = 4 (@3 =4 (2 =+ p((n(e1) A— n(az) A= c-))))), which
in turn simplifies to a1 — 4 (@4 — 4 (@3 =>4 (2 =4 p((n(a1) A= ¢_))))). By a similar
reasoning, from the latter, we can obtain o] —4 (a2 =4 (03 =4 (g =4 p(c—)))) as

required. Let us now turn to the second components. Applying repeatedly Definition 26.iii,
we have

n(ar) A- n(an) A- nlaz) A- n(ag) A-n(ay — 4 (02 =4 (03 =>4 (g =>4 ¢4)))) =
= n(az) A~ naz) A= n(ag) A— nlan) A-n(ay =4 (a3 =4 (s =4 ¢4)))

(
=n(a3) A- nlag) A- n(ay n(az) A—nlaz =>4 (04 >4 cy)) =
(
(

3) YA
ayg) A-n(ay) A- n(ag) Ao n(as) A- n(ag — 4+ c+) =
o YA

n
n(
=n(a1) A— n(az) A n(as n(oa) A— ncy)

as required.

(iv) Maintaining the preceding abbreviations, the first component of g(a,b,c— d)
is a; —>4 (@ >4 (@3 >4 (g —>4 (cr —>+dy))) and the second is n(ay) A
n(oz) A— n(az) A n(ag) A-n(cx) A—d—. On the other hand, the first compo-
nent of gq(a,b,q(a,b,¢c)—q(a,b,d) is a1 —>4 (a2 —>4 (03> (s =>4 (@1 >4
(02 >4 (@3 >4 (s =>4 1)) =>4 (01 >4 (@2 >4 (@3 >4 (s >+ d1))))))))  and
the second one is n(ay) A— n(or) A n(as) A- n(ag) A— n(ag — 4 (a2 >4 (@3 =>4+
(g =+ c4)))) A= n(ag) A n(az) A- n(asz) A- n(og) A—d—. Using the lattice prop-
erties and (repeatedly) Definition 26.iii, this last expression can be simplified as
follows: n(ay) A— n(ar) A— n(as) A- n(ayg) A—n(ag — 4 (0 >4 (@3 =>4 (g —> 4+ ¢t))))
A_ nlar) A- n(a) A-n(az) A-n(ag) A-d_ =nloy) A n(az) A_ n(az) A_ n(og) A
n(oy — 4 (a2 =4 (a3 =4 (g =1 ) A-d— =nla) A n(az) A n(ag) A n(og) A
n(ay = 4 (a3 = 4 (og =4 e )DA— d— =nlaz)A— nlag) A n(a)A— nla)A- n((az — 4
(g =4 c)) Ao d_ =n(ag) A-nag) A- n(a)A- n(az)A— nlog — 4 cp)A—d— =n(ay)
A— n(az) A— n(as) A- n(ag) A— n(cy) A— d_, as required.

Regarding the first component, observe that, using (H2) from the definition of Hilbert
algebras, we have

(a1 =4 (@2 >4 (a3 =>4 (s >4 1)) =>4 (1 >4 (02 >4 (@3 >4 (g >4 dy)))) =
=1 >4 (02 >4 (@3 >4 (s >4 1)) >4 (@2 =>4 (a3 >4 (g >4 dy)))) =

=1 —>4 (02 >4 (a3 >4 (s >4 c4)) =>4 (a3 >4 (s >4 dy)) =

=a1 —>4 (=>4 (03 >4 (g =>4 ) >4 (=>4 dy))) =

=a; —>4 (@ >4 (@3 >4 (g —>4 (cr >+ dy).

Thus, a1 =>4 (02 =4 (@3 >4 (@4 =+ (01 >4 (@2 >+ (03 =>4 (@4 =>4 ) =+
(a1 =4 (a2 =+ (a3 =+ (@a =+ d1)))))))) simplifies to
a1 =>4 (02 =>4 (@3 >4 (s >+ (@1 =>4 (@2 =4 (03 =>4 (04 =>4 (4 =+ d1))))))))
which, using again (H2) and the commutative identity x — (y — z) & y — (x — 2), sim-
plifies to o1 — 4 (2 =4 (@3 =>4 (@4 — 4 (c+ =+ dy)))), as required.
O

Lemma 33 allows us to apply (Blok and Pigozzi 1994, Theorem 2.3, Corollary 2.4) to obtain the
following result.

Corollary 34. q(x, y, z) is a (commutative, non-regular) ternary deduction term in the sense of Blok
and Pigozzi (1994). Therefore, the variety of QNI-algebras has equationally definable principal
congruences and the strong congruence extension property (Blok and Pigozzi, 1994, Theorem 2.12).

https://doi.org/10.1017/50960129521000049 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129521000049

Mathematical Structures in Computer Science 281

Corollary 34 applies to the variety of QNAs as well, and more generally to all the subreducts
that include at least the operations ~ and —.

Lemma 35. Let A be a QNI-algebra, a,be€ A and 0 € Con(A). The following conditions are
equivalent:

(i) (a—b,1),(b—a,1)€0.
(ii)) (a—c¢,b—c) €0 forallce A.

Proof. The proof resembles and generalises that of Lemma 22.ii. Assume (a — b, 1), (b —
a,1)€0. Let ceA. From the first assumption (using also Definition 21.i), we have
(a—>b)—(@a—c),1— (a— )= ((a— b)— (a— ¢),a— c) €6. Using Definition 21.iii, we
have(a—>b)—> (a—>c)=a— (b—->c)=b—>(a—c¢)=(b— a)— (b— ¢). Thus, (b — a) >
(b— ¢),a— c) € 0. From the assumption (b — a, 1) € 0, reasoning as before, we get (b — a) —
(b—0c),1—=(b—c)=(b—a)— (b—c),b— c) €. Hence, by symmetry and transitivity of
0, we obtain (a — ¢, b — ¢) €0, as claimed.

Conversely, assume (a — ¢, b — ¢) € 6 for all c € A. Then, using using Definition 21.ii, we have
(a— b,b— b)=(a— b,1) €6 and likewise (b - a,a — a) = (b — a, 1) € 0, as required. O

The following observation is folklore on Hilbert algebras, but we provide a short self-contained
proof.

Lemma 36. Let H= (H; —,1) be a Hilbert algebra, a,b € A and n € Con(H). The following
conditions are equivalent:

(i) {(a,b) €n.
(ii) (a— b,1),(b—>a,1) en.

Proof. Let (a, b) € n. Using the identity x — x ~ x, we have (a - b,b — b) = (a— b, 1) € n and
(b—a,b— b)=(b— a, 1) € n,asrequired. Conversely, consider the quotient H/7. As observed
in Celani et al. (2009, p. 464), the class of Hilbert algebras is a variety (hence closed under
homomorphic images). Thus, H/7 is a Hilbert algebra. Now, assuming (a — b, 1), (b — a,1) € n,
in H/n we have [a], — [b], = [b], — [a], = [1],. Thus, by (H3), we have [a], = [b],, that
is, {a, b) € 1. ]

Proposition 37. Let A be a QNI-algebra, and let A be the corresponding bounded Hilbert algebra
(as per Theorem 5). Let 6 € Con(A) and n € Con(A).

(i) 04 € Con(Ay), where 64 :={([al], [b]) e Ay x AL :{(a—e,b—e) €0 forallec A}.
(ii) n™° € Con(A), where n°~ :={{a, b) € A x A: ([a], [b]), ([ ~al,[ ~D]) € n}.
(iii) (04)™ =0.

(iv) ™)+ =n.

Proof. (i) To check that 6. is well defined, let ([a], [b]) € ;.. Assume [a] = [a] and [b] = [V/]
for some a’, b’ € A. Then, by Lemma 22.ii, we have (' - ¢,b/ > e) =(a—e,b— e) €0,
as required. Let us now check that 64 € Con(A). To this end, assume ([a], [b]), ([c], [d]) €
04, that is, (a —e,b—¢), (c—e,d — e) €6 for all e€ A. We need to prove that ((a —
c)—> e (b—d)—e) €0 for all e € A. Observe that the assumptions imply ((a — ¢) —
(b—d), 1), ((b— d) — (a— ¢), 1) € 6. We prove only the former. Indeed, taking e = c in
the first assumption, (a — ¢, b — ¢) € 0, and using Definition 21.iii, we have ((a — ¢) —
(b—d),b—-c)—>(b—>d)=((a—c)— (b—>d),b— (c— d)) €6. Now, taking e=
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d, from the assumption (c — d, d — d) € 0, recalling Definition 21.i and Lemma 22.i, we
have (b—> (c— d),b—>(d—>d)={(b— (c—>d),b—1)=(b— (c— d),1) €0. Then,
by transitivity of 8, we obtain ((a — ¢) = (b— d),1) €0, as claimed. A similar rea-
soning allows us to get ((b— d) — (a— ¢),1) €0. Recalling Definition 21.i, from
((a—c)—(b—>d),1) €6 we have ((a—c)—> (b—>d))—> ((a—c)—e)1— ((a—
o—e)={(((a—c)— (b—d)— ((a—c)—e),(a— c)— e) €. By Definition 21.iii,
wehave (0 —¢c)—> (b—>d)— (a—>c)—>e)=a—>c)—> (b—d) —e)=(b—d) —
((a—>c)—e)=((b—d)— (a—c))—> ((b—d)—e). Thus, (b —>d)— (a—¢)) —
((b— d)—e), (a— ¢) — e) € 0. Having established earlier that ((b - d) — (a — ¢), 1) €
0, using Definition 21.i we obtain ((b—d)—> (@a—¢)—> (b—>d)—e),1— (b—
d)—e)=((b—>d)— (a— ) — (b—>d)—e),(b— d)— e) € 0. Hence, by symme-
try and transitivity of 0, we get ((a — ¢) — ¢, (b — d) — ¢) € 0, as required.

(ii) Assuming (a,b)en™, we first need to show (~a,~b)en™, that Iis,
([~al,[~b]),{([~~al,[~~b])en, or indeed just ([~ ~al,[~~Db])en. From
the assumption ([a], [b]) €en (and using the equation x— x=1, which holds
on any Hilbert algebra), we get ([a] =4 [b], [b] =>4 [b]) =([a— b],[1]) €n and
([b] >4 [a], [b] >4 [b])=([b—>al,[1]) en. From ([a— b],[1])en, recalling
Definition 21.i and. xi, we have ([a—b]l—> [~~a—>~~b,[1] >4 [~~a—
~~b))=((a—>b)—>(~~a—>~~b)[1>(~~a—>~~b)])=([1],[~~a—
~~bly=(14,[~~a] >4 [~~Db])en. Likewise, from ([b—al,[1])en we
can obtain (14,[~~b]—4[~~al])en. Then, applying Lemma 36, we have
([~ ~al,[~~b]) en, as required. Thus n™ is compatible with ~. Let us check the
compatibility with —.

Assume (a, b), (c,d) € 7, that is, ([a], [b]), ([ ~al, [~ b]), ([c], [d]), ([~ c], [~d]) €n.
We need to check that ([a—c],[b—d]),{[~(a—o)],[~(b—d)])en. From
([al, [b]), ([c], [d]) €en, we immediately have ([a] =4 [c], [b] =4+ [d]) =([a —
cl, [b—d]) en. We proceed to show ([~(a—c)],[~(b—d)])en. Let e A be
an arbitrary element. From the assumption ([~c],[~d])en, we have ([~c]—4+
lel, [~d] =+ [el) =([~c—e],[~d— e]) €n. Also, as proved earlier, the assumption
([al, [b]) € n implies ([ ~ ~ a], [ ~ ~ b]) € n. From this and ([~c—e],[~d—e]) e,
we have ([~~a]l—>i[~c—el,[~~b]—i[~d—e])=([~~a—>(~c—e)],
[~~b— (~d—e)])en. Observe that, by Definition 21.iv, we have
~~ag—(~c—>e)=(~~aO®O~¢c)—>e=~(~~a—>~~¢c)—>e and likewise
~~b—(~d—>e)=~(~~b—~~d)—e. We then have ({(~~a— (~c— ¢)],
[~~b—>(~d—=eo)={(~(~~a—>~~¢c)—e],[~(~~b—>~~d)—e])en.
Using Definition 21.xvi, we have [~(~ ~a — ~ ~¢) — e] = [~(~ ~a—~ ~¢)] > [e] =
[~(@a— )] —+[e], and likewise [~(~~b—>~~d)—e]l=[~(b—d)]—4 [e].
Hence, ([~ (a— ¢)] >+ [e], [~ (b— d)] =+ [e]) € n. Recalling that the element e is
arbitrary, we can let e = ~ (b — d) and we have ([~(a—¢)]— [~ (b—d)], [~(b—d)] -+
[~b—>d)])=([~@— )] >4 [~ (b— d)], [1]) € n. Similarly, letting e=~ (a — ¢),
we obtain ([~ (a = ¢)] >4 [~(a— )], [~(b— d)]—>+[~(a— o)) =([1], [~ (b — d)]
— 4 [~ (a— ¢)]). Thus, we can invoke Lemma 36 to obtain ([ ~ (a — ¢)], [~ (b — d)]) €
1, as was required. Hence, ™ € Con(A).

(iii) By definition, we have (a, b) € (64.)™ ift ([a], [b]), ([ ~al,[~b]) €6 iff (a—e,b—
e),(~a—>e~b—e)ecH for all ecA. It is thus easy to see that 6 C(6,)™".
To show (6+)"C 6, assume (a—e,b—e),(~a—>e~b—e)ch for all ec A. By
Lemma 35, we then have (a — b,1), (b > a, 1), (~a— ~b,1),(~b— ~a, 1) € 6. From
(~b— ~a,l1) €0, using Definition 21.i, we get ((~b— ~a)—a,1—a)=((~b—
~a) — a,a) € 6. Likewise, from ((~b— ~a)—>a,a) €6 and (~a— ~b,1) b, we
have ((~a—~b)— (~b— ~a)—a)l—=a)={(~a—>~b)— (~b—>~a)—
a), a) € 6. Going on in this fashion, we use the two remaining assumptions (a — b, 1), (b —
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a,1) €0 to successively obtain ((b—a)— ((~a— ~b)— (~b— ~a)—a)),a)e
0 and (a—>b)—>(b—a)— ((~a—>~b)— ((~b— ~a)—a))),a) €. A similar
reasoning gives us ((a—b) —> (b—>a)—> ((~a— ~b)—> ((~b— ~a)—b))),b) €
0. By Definition 21.v, (a > b) - (b—a)— ((~a— ~b)—> ((~b—> ~a) —a))) =
(a—=b)—({(b—>a)— (~a— ~b)— ((~b— ~a)— b))). Then, by symmetry and
transitivity of 6, we obtain (g, b) € 0, as required.

(iv) By definition, we have ([a], [b]) € (™)+ iff (a—e,b—e)en™ for all ecA iff
(la—el,[b—e]),{([~(a—e)],[~(b—e)]) en for all ec A. To check that (™) C
n, assume {([a —e], [b—e]), ([~ (a— ¢e)],[~ (b— e)]) €n. Then ([a] — 4 [e], [b] =+
[e]) en. Taking first e=a and then e=b, we obtain ([a] —4 [a], [b] =4 [a]) =
([1], [b] =+ [a]) € n and ([a] — 4 [b], [b] — 4 [b]) = ([a] —+ [b], [1]) € n. Thus, we can
invoke Lemma 36 to obtain ([a], [b]) € 7, as desired.

For the converse inclusion n C (n°)y, assume ([a], [b]) €n and c€ A. Then, we
immediately have ([a] =4 [c], [b] =+ [c])=([a—c],[b—c]) €en. To check that
([~(@—0)],[~(b— ¢)]) €n, we reason in a similar way to item (ii) above. We have
shown there that ([a], [b]) € n implies ([ ~~a], [~ ~ b]) € n. Let d € A be an arbitrary
element. From ([~~al,[~~Db])en and ([~c—d],[~c— d]) €en (which holds
just by reflexivity of n) we have ([~~a] > [~c—d],[~~b] >4 [~c—d]) =
((~~a—(~c—>d)],[~~b— (~c— d)]) €n. Observe that, by Definition 21.iv, we
have ~~a— (~c—d)=(~~a®O~¢c)—>d=~(~~a— ~~¢)— d, and likewise
~~b—>(~c—>d)=~(~~b—>~~¢c)—d. We then have ([~~a— (~c— d)],
[~~b—=>(~c—>dD])=([~(~~a—>~~c)—=>d,[~(~~b—>~~¢c)—=>d]) en.

Using Definition 21.xvi, we have [~(~~a—~~¢)—=d]=[~(~~a—> ~~()]
=4 ldl=[~(@— )] —4[d], and likewise [~(~~b—>~~¢)—>d]=[~(b— ¢)]
— [d]. Hence, {([~(a—c)] =>4+ [d]l,[~(b— c)] >4 [d]) €n. Since the element
d was arbitrary, we can let d=~ (b— ¢) and we have ([~(a—c)] =>4 [~ (b— 0],
[~(b— )] >4 [~(b— ) =([~(a— )] >4+[~(b— )], [1]) €n. Similarly, letting
d=~(a—¢), we obtain ([~(a— ¢)] >4 [~(a— )], [~(b— )] =>4+ [~(a—)])=
(1, [~(b— )] —4+[~(@—c)]). Thus, we can invoke Lemma 36 to obtain
([~(@a— )], [~ (b— o)) €n, as was required. m

Theorem 6. For every QNI-algebra A, one has Con(A) = Con(A).

Proof. It suffices to join together the results of Proposition 37. Observe that the map (.); given
by 6 +— 6, is order-preserving, as is the map (.)" given by n+> 1. Thus, by item (iii) in
Proposition 37, the map (.)+ is also order-reflecting. Hence, (.)+ is an order-embedding of the
lattice Con(A) into Con(A+ ). By item (iv) we also have that (.) . is surjective. Thus, (.)4+ is an
order-isomorphism (and therefore a lattice isomorphism). O

It is well known that the lattice of congruences of every Hilbert algebra A is distributive (see
e.g. Celani et al. 2009, p. 477). Thus Theorem 6 entails the following result.

Corollary 38. QNI-algebras are congruence-distributive.

5. Future Work

We would like to conclude the paper by mentioning a few directions for research to be pursued in
future publications.

1. As observed earlier, the twist constructions for quasi-Kleene and QNI-algebras only yield an
embedding result. A natural question to be addressed next is whether these constructions can be
improved to obtain a full representation. Previous experience (see e.g. Rivieccio 2014) suggests
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that this issue may be a hard one to tackle due to the reduced expressive power or the language of
quasi-Kleene and QNI-algebras. Regarding the latter, we also note that we have not yet established
a result entailing that every QNI-algebra is embeddable into a QNA. This problem appears to
be feasible but will require a deeper study of the notion of canonical extension in the context of
Hilbert algebras.

2. Rivieccio (2020a) introduced a variation of the twist construction that, due to space limi-
tations, we have altogether passed over in the present paper. The idea is quite simple, and not
entirely new in the context of algebras of non-classical logics. Thanks to the properties of the
maps n and p, it is possible to replace (say) a structure of type (A4, A_,n,p, V) by a structure
of type (A4, f, V) where f =pon is a map from A4 to itself satisfying suitable properties. The
algebra A_ can then be recovered by defining algebraic operations on the direct image f[A4 ], and
maps n, p between A1 and A_ can be defined straightforwardly. The properties that characterise
f are reminiscent of certain modal operators, more precisely the operators known in the literature
as nuclei (for further details, see Rivieccio 2020a and the references cited therein). This ‘nuclear
twist construction’ approach can be pursued so as to obtain alternative representations for all the
classes of algebras considered in the present paper (quasi-Nelson, quasi-Kleene, WPQK and QNI-
algebras). Furthermore, as observed by Rivieccio (2020a), this perspective can indeed provide new
insight into the above-mentioned classes of algebras (in particular, concerning congruences and
duality). We plan to work out the details of these representations in a forthcoming publication.

3. The approach outlined in the present paper, and in particular the twist representation, can
be applied to the study of other fragments of the quasi-Nelson language; indeed, as observed
in Rivieccio (2020a, Section 10), the landscape of fragments appears to be much more complex
and interesting in a non-involutive setting than in that of Nelson algebras. The insight gained
thanks to the twist representation can in turn be applied to the study of these classes of algebras
from different standpoints, for example, from the point of view of topological duality. This line
of research is current work in progress (see Rivieccio et al. 2020b) and will be further pursued in
subsequent publications.

4. We conclude with a general question that, we believe, may deserve further investigation. As
illustrated in Subsection 3.1, the twist representation provides a bridge between subvarieties of
QNAs and subvarieties of Heyting algebras, and similar results can be obtained on other classes
of subreducts (e.g. WPQK-algebras). These correspondences can be formulated as categorical
equivalences (as done e.g. in Rivieccio et al. 2020b) between algebraic categories corresponding to
(say) subvarieties of QNAs and categories having objects of type (Hy, H_, n, p, V) with H, H_
Heyting algebras (or, as explained above, objects of type (H, f, V) with H a Heyting algebra and
f anucleus). In this setting, however, it appears that non-equational conditions imposed on #, p
or V (cf. Proposition 8 in Subsection 3.1) correspond to equations in the language of QNAs. The
question then arises of whether it may be possible to define translations between, for example, the
language of (possibly enriched) Heyting algebras and that of, for example, QNAs that would allow
one to place the correspondences mentioned in Subsection 3.1 in a unified and systematic frame-
work. This project will likely entail addressing the issue of how the class operators of universal
algebra (H, S, P, etc.) interact with the twist construction in the non-involutive setting.

Notes

1 We use ~ for the formal equality symbol in the formal languages used to express equations and quasi-equations.

2 In fact, since # and p are monotone maps and nop <_ Idy_ and Idy, <, p o n, we have that n and p form an adjoint pair
from the poset (H,., <; ) to the poset (H_, <_). This entails that n preserves arbitrary existing joins and p preserves arbitrary
existing meets (cf. Remark 27 below).

3 To be more precise, the classes (i) and (iv) coincide, (i) and (iii) are term equivalent, and (iii) is the closure of (ii) under
isomorphic copies.

4 In fact, (the logical counterpart of) this result can also be obtained as an application of Galatos et al. (2007, Lemma 5.25)
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5 Indeed, one may even consider unbounded Kleene algebras, in which case A, A_ will still have a least but not necessarily
the greatest element. See below and Rivieccio (2020b) for further details.

6 There are obviously other fragments of quasi-Nelson logic that are also algebraisable, and in which the connectives — and
~ may not be definable. For example, the {=}-fragment, in which 1 and — are definable but ~ is not. This fragment may
turn out to be beyond the scope of applicability of twist constructions.

7 Bounded implicative semilattices are the (A, —, 0, 1)-subreducts of Heyting algebras and correspond to the conjunction-
implication-negation fragment of intuitionistic logic. Abstractly, an algebra (M; A,—,0,1) is a bounded implicative
semilattice if and only if (i) (M; A, 0, 1) is a bounded semilattice and (ii) — is the residuum of A, thatis,a A b <ciffa<b— ¢
foralla, b, c e M.
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