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communication and pragmatics is significant. In addition, the issue of  
population heterogeneity will be key in considering how to most effectively 
understand, treat, and support older adults. Wright seeks to paint a picture of  
how important this knowledge will be not only currently but also in the future 
as the older population continues to grow.
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Computational Models of  Referring is a book that successfully achieves two 
goals. First, it gets the reader interested in a problem that in a nutshell could 
be stated as “how do we create expressions in natural language to refer to the 
things we want to talk about?” Many could consider the problem of  reference 
generation an easy one, but it actually reveals itself  as more and more faceted 
the more it is explored. Second, the book satiates this newly created curiosity 
by looking at the problem of  reference from different directions. As stated 
clearly in the beginning of the book, van Deemter considers mainly reference in 
natural language from the point of view of the speaker/author. That is, the book 
is a broad discussion about the task known as generat ing  referr ing 
express ion. Referring Expression Generation (REG, in short) is a canonical 
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subtask of  Natural Language Generation, arguably one of  the most important 
ones among them, and definitely a complex problem, as becomes clear as this 
book unfolds. What the book leaves out is, on the one hand, the generation of  
other semantic structures, such as the relations between concepts and the 
structure of  discourse and, on the other hand, the generation subtasks 
that are typically tackled down the line, such as aggregation (“John and 
Mary buy a book” vs. “John buys a book and Mary buys a book”), lexical 
choice, linearization (making sense of  word order), and so on. What is left, 
however, is more than enough, as shown by the vast corpus of  work presented 
in this book.

The book opens with a map (a directed acyclic graph, in fact) of  suggested 
reading strategies. This is not only a nice idea, and a useful tool for the casual 
reader who may be interested in some part of  the work only, but it also gives 
a hint of  the multi-perspective nature of  the book itself. Admittedly, one 
of  the aim of  Computational Models of  Referring is to bring together the 
results from research area that contribute to our understanding of  how the 
generation of  referring expressions work. These areas are essentially three: 
(i) computational linguistics, combining input from both computer science – 
algorithmics in particular – and linguistics; (ii) psycholinguistics and cognitive 
science; and (iii) logic and formal semantics. While these three areas are 
represented in the book, they are in different proportions. Computational 
linguistics takes the lion’s share: the main story of  the book is a succession 
of  algorithms to solve increasingly complex variations of  the REG problem, 
starting from simple solutions and later taking into account different aspects 
to focus on. For instance, in Natural Language Generation, the main goal of  
REG is to produce expressions that refer c orrectly  and c omple tely 
to the intended entity, but humans also use reference in their speech for other 
functions, such as pointing out specific features of  the entities, e.g., the feature 
with the most discriminatory power.

Part II of  the book provides a sequential presentation of  solutions to REG, 
focusing on what van Deemter refers to as the classical REG task. Starting 
from the most basic algorithms, this section works its way up to solutions that 
take more and more aspects of  the problem into account, such as producing 
referring expressions that are concise, respectful of  the preference order of  
properties, or accounting for salience. The algorithms are often little more 
than high-level sketches that abstract over many implementation details, 
hiding their complexity. This is not a criticism though, as the presentation is 
always very precise, thanks to the extensive use of  the notation from predicate 
logic and set theory.

Formal logic, and predicate logic in particular, indeed plays a central role 
in Computational Models of  Referring. Apart from the notation, the whole 
task of  generating a referring expression here is cast as a function that maps 
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some elements of  a given knowledge base to a lo g ical  form. The exact 
characteristics of  the input are not really specified, other than being some 
kind of  formally represented (semantic?) information, but there is no loss of  
generality here. It is a common leitmotiv of  Natural Language Generation to 
have no fixed format for the representation of  input, other than being formally 
defined. These themes are partly discussed in the third part of  the book, in 
particular in relation to REG from knowledge bases.

More interesting than its input, the output of  REG, as framed by van 
Deemter, is a logical form, that is, a structure with little to no linguistic 
content. This consideration may be counterintuitive at first – after all, the 
book is about the generation of  referring express ions, natural language 
utterances. However, the REG problem proves itself  to be so multifaceted 
that it makes sense to restrict its boundaries to the content determination part 
of  the generation process. Unfortunately, the topic of  full natural language 
generation pipelines is not discussed extensively, besides the few elements of  
algorithms presented in Chapter 8 as extensions to the classic REG. Obviously, 
a full treatment of  REG from its abstract input to the natural language 
surface form would result in a completely different book, but perhaps a 
discussion of  the interaction between the generation of  a correct logical form 
and its translation into a fluent surface form could highlight new issues, 
but also ways in which the different tasks can inform each other. In fact, some 
recent approaches to Natural Language Generation explore architectures 
that are alternative to the classic pipeline by Reiter and Dale (2000), such as 
the PhD thesis of  Basile (2015).

Part II of  Computational Models of  Referring is also where the cognitive 
side of  the work is introduced, mainly in the form of  the TUNA experiment 
(van Deemter, van der Sluis, & Gatt, 2006). Van Deemter and colleagues 
at Aberdeen created a corpus of  referring expressions paired with the 
pictures that were shown to the subjects who produced the utterances. 
During and after the process of  collecting the corpus, they were able to 
test a series of  hypotheses about how humans model and produce referring 
expressions in different situations. The resulting dataset has been used to 
test subsequent REG systems in shared tasks, effectively becoming the first 
‘official’ benchmark for NLG. Furthermore, the findings from the TUNA 
experiments help direct the focus of  attention for the future development of  
REG algorithms.

The third part of the book follows naturally from the second part, and presents, 
one by one, four extension to the classic REG task. As for the previous part, 
some of  the research that serves as source material comes from van Deemter 
himself, and from other scholars from the Aberdeen school. This includes 
recent studies on the use of  proper names as referring expressions, another 
case of  a seemingly simple yet subtly tricky phenomenon, as well as models 
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of  reference for fuzzy concepts, sets, and so on. Also in this part, Chapter 10 
deals with a topic that is perhaps given less space than deserved, that is, 
the relationship between REG (and NLG in general) and knowledge bases, 
focusing on those expressed in some Description Logic. The author formalizes 
the description of  a knowledge base that could be used as the starting point 
for the generation of  natural language expressions, and then goes on to show 
how characteristics of  the formalism can be elegantly employed to produce 
sophisticated referring expressions, e.g., those that include a negation (“The 
car that is not blue”). There is an important aspect missing from the selection 
of  topics explored in this book, and especially in this section, namely the 
connection with existing, real-world, large-scale knowledge bases. Since 
the first increase in popularity of  the Web and Web-related technologies, 
an enormous amount of  effort has been made by various communities on 
formalizing, representing, and computationally reasoning about all kinds of  
knowledge. Moreover, the de facto standard formalisms of  the Semantic 
Web are based on Description Logic (RDF/OWL and the like). Although it 
is quite recent, there does exist work on NLG in the framework of the Semantic 
Web, summarized in Bouayad-Agha, Casamayor, and Wanner (2014), and 
in the proceedings of  the two editions of  the WebNLG workshops (https://
webnlg2016.sciencesconf.org/). Although this is not a strong complaint, 
as the book is self-sufficient even without mentioning the Web, completely 
omitting this discussion from the book feels like a missed opportunity to 
include relevant recent research, even if  it were just an addendum to the 
chapter on knowledge bases.

The fourth and last part of  the boo exhibits a similar structure to the 
previous one, that is, a number of  extensions of  the central theme in different 
directions. As opposed to Part III, here the extensions are about different 
and problematic situations where the reference could take place. While in 
the typical manual scenario there is a series of  assumptions that REG 
systems make to simplify the computation, in the real world all kind of  
scenarios regarding information must be accounted for. This part of  the 
book contains more discussion than algorithms and experiments, which is 
expected given its nature, yet still provides interesting pointers to more 
in-depth recent studies.

There are at least a couple of  aspects that make this book good reading 
for students and for readers who are approaching the topic of  REG for the 
first time or from distant research areas. One such aspect is the historical 
perspective underlying the whole book. Far from being a simple sequential 
exposition, the book does a good job of  introducing new extensions to  
the generation problem and then motivating each new solution that is 
introduced, while always maintaining a coherent structure. The writing in 
general is very consistent, allowing the reader to easily cross the boundaries 
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between the different areas such as psychology and computer science.  
The reader who comes from a computing or engineering background,  
in particular, will find the cognitive perspective refreshing, as it really 
gives a sense of  connection between the mechanical algorithms for generating 
referring expressions and what happens inside the human mind when 
speaking.

Computational Models of  Referring is not a practical book for learning 
how to program REG systems. Although many examples are provided as 
pseudo-code algorithms, these are visual hints to aid the comprehension 
of  the approaches that are incrementally showcased, rather than exercises 
to reproduce, and often at a very high level of  abstraction. Regardless of  this, 
I would recommend this book to students, though perhaps more to those 
interested in the cognitive aspects of  the task.

In conclusion, Computational Models of  Referring is a book I would 
recommend to scholars interested in the topic of  producing references in 
natural language, either for applicative purposes or to look into the history 
and the state of  the art of  such a complex problem. The first set of  readers 
will find many algorithmic approaches, each suitable for a different 
specification of  the REG task at hand, while the second set can still find 
the computational perspective an interesting companion to more classical 
cognitive science and psycholinguistic studies. Finally, the book is recommended 
to whoever may be not aware of  the many complexities of  reference, as van 
Deemter’s brilliant narrative does a great job at expanding the horizon of  the 
problem one step at a time.
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