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Abstract. We study smooth local models of families of symmetric and reversible vector
fields near a partially hyperbolic singularity. Special attention is given to the question of
whether the involved changes of variables commute with the symmetry.

1. Introduction
For the investigation of nonlocal bifurcations, such as near a homoclinic orbit, it is not
enough to perform center manifold reduction [12] near a singularity: a simple smooth
model in a full neighborhood is often needed, for example in order to compute Poincar´e
maps. The dependence of the smooth local model on the bifurcation parameter is
important, see [2, 10]. A special case of what we shall present in §2 was used by Rychlik
[14, Theorem 1.1] in the construction of geometric Lorenz attractors within the class of
vector fields onR3 having the involutionR(x1, x2, x3) = (−x1,−x2, x3) as a symmetry.
See also [1, 6, 9, 11, 13] and many others. A particularly motivating example for this paper
has been studied by Champneys and H¨arterich in [6] and concerns a smoothp-parameter
family Xµ of vector fields defined near the origin ofR

4 having a singularity at zero for
all µ near zero such that the eigenvalues of the linearizationdX0(0) of X0 at x = 0
areα,−α, iω and−iω, with α,ω nonzero real numbers. It is, moreover, assumed that
these vector fields have a homoclinic orbit atµ = 0 and are time reversible for the linear
involutionR(x1, x2, x3, x4) = (x2, x1, x4, x3), that is:R∗Xµ = −Xµ for all parametersµ.

We consider ap-parameter family of vector fieldsXµ near a singularityx0 where
(possibly) not all eigenvalues have their real part different from zero for some valueµ = µ0

of the parameter. Such a singularityx0 is called partially hyperbolic [17]. In this paper we
are interested in symmetric and reversible vector fields.

In the case of extra constraints, such as symmetry or reversibility, or in high
codimension, it may be unavoidable that resonances and nonhyperbolicities of the
eigenvalues at an equilibrium point persist. In such circumstances linearizability near the
singularity becomes ungeneric, so a more complicated form is needed [15].
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A first simplification, which we shall not describe as it is widely discussed in the
literature ([5, 7, 8, 11] and many others), is the formal normal form, that is: use successive
polynomial changes of variables in order to simplify the Taylor series of the vector field
at the singularity. The preservation of extra structure in this formal context is also well
understood, using the theory of graded Lie algebras (see the cited references).

The result of the formal normal form procedure is a family of the formXµ(x) =
PN(x,µ) + RN(x,µ) wherePN is a ‘simplified’ polynomial system of degree at most
N and whereRN(x,µ) = O(|(x, µ)|N+1).

The question of simplification of the remainder termRN is of a totally different nature,
especially in the partially hyperbolic case. This is the aspect we want to restrict our
attention to in this paper.

Remark 1.In what follows we will consider ap-parameter family of vector fieldsXµ near
the origin ofRn, withX0(0) = 0, as being a vector fieldX(x,µ) = Xµ(x)∂/∂x+ 0.∂/∂µ
on a neighborhood of(x, µ) = (0,0) ∈ R

n ⊕ R
p having a partially hyperbolic singular

point there; from the methods further on it will follow that all changes of variables respect
this ‘familial character’, and are of the formh(x,µ) = (hµ(x), µ).

So let, in general,X be a smooth vector field on a neighborhood of 0∈ R
n with

X(0) = 0 such that for some linear transformationR of R
n we haveR∗X = X, that

is R ◦ X = X ◦ R. One says thatX is R-symmetric. At a partially hyperbolic fixed
point we consider the so-called quasipolynomial form [15]; we will explain this in the
next section. When there are no resonances on the real parts of the eigenvalues in the
‘hyperbolic’ directions (see further on) this is what Takens [17] called the standard form,
which means: normally linear along the center manifold; see also [3].

A similar subject is that theR-reversible vector fields, that is vector fieldsX satisfying
R∗X = −X; in that caseR is called a time reversing symmetry. Note that this last relation
entails resonances when there are nonzero eigenvalues: ifλ is an eigenvalue then−λ is
also one, giving the relationsλ = (m+ 1)λ+m(−λ),m = 1,2, . . . .

2. The symmetric case
For the simplicity of the exposition we start with aC∞ vector fieldX defined on a
neighborhood of a partially hyperbolic fixed point, although many facts can still be
formulated in theCfinite context.

Notation 1. Let 0 ∈ R
n be a partially hyperbolic singular point of theC∞ vector fieldX

and let its linear part at zero beA := dX(0). LetR be a linear transformation ofRn such
thatR∗X = X. This impliesRA = AR. Up to a linear change of variablesP we can
assume that

A = diagonal[A0, A1, . . . , Au,Au+1, . . . , Au+s ]
(i.e.A consists of the blocksAj on the diagonal; all other blocks are zero), where theAj

are squaredj ⊕ dj matrices such that the spectrum ofA0 lies entirely in the imaginary
axis and such that forj ∈ {1, . . . , u + s} the eigenvalues ofAj have the same real part
λj 6= 0 andλu+1 < · · · < λu+s < 0 < λ1 < · · · < λu. The chosen letters ‘u’ and ‘s’
refer to ‘unstable’ and ‘stable’, respectively. This partition ofA into blocks corresponds to
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a splittingR
n = E0 ⊕E1 ⊕ · · · ⊕Eu+s , where the dimension of the linear subspaceEj is

dj . As mentioned in Remark 1, possible parameter directions lie in a subspace ofE0.

Note that in generalP will not commute withR; we continue our study renaming
PRP−1 againR. Let us perform a corresponding partition forR, that isR = [Rij ]u+si,j=0.
The relationRA = AR yieldsRijAj = AiRij and, together with the spectral assumptions,
this impliesRij = 0 for i 6= j . SoR = diagonal[R00, . . . , Ru+s,u+s].

Let us denoteλ = (λ1, . . . , λu+s ), Eu = E1 ⊕ · · · ⊕ Eu, Es = Eu+1 ⊕ · · · ⊕ Eu+s ,
Eh = Eu ⊕ Es ,

Ru = diagonal[R11, . . . , Ruu],
Rs = diagonal[Ru+1,u+1, . . . , Ru+s,u+s].

Let x, y = (y1, . . . , yu) andz = (yu+1, . . . , yu+s) denote coordinate functions onE0,Eu,
Es , respectively, and write

X(x, y, z) = Xc(x, y, z)
∂

∂x
+Xu(x, y, z)

∂

∂y
+Xs(x, y, z)

∂

∂z
.

We consider the normally linear partNX of X alongE0, that is

NX(x, y, z) = Xc(x,0,0)
∂

∂x
+ ∂Xu

∂y
(x,0,0).y

∂

∂y
+ ∂Xs

∂z
(x,0,0).z

∂

∂z
(1)

which is called the ‘standard form’ in [17]. We developX in the form

X(x, y, z) = NX(x, y, z)+
M∑

|p|+|q|=1

acpq(x)y
pzq

∂

∂x

+
M∑

|α|+|β|=0

auαβ(x)y
αzβ

∂

∂y
+

M∑
|γ |+|δ|=0

asγ δ(x)y
γ zδ

∂

∂z

+ O(|(y, z)|M+1) (2)

for givenM ∈ N, wherep, q, α, β, γ, δ are multi-indices. The quasipolynomial form
procedure consists of eliminating inductively the terms in these three summations by means
of Ck changes of variables, also called conjugacies. In general,k can only be expected to
be finite, due to the ‘central’ behavior: see [4, 15, 17, 18]. We say that a functiona(x) is
N-flat at the origin if it is O(|x|N+1). Using formal normal form theory [5, 7, 8, 11] we
can assume that, up to a polynomial change of variablescommuting withR, the functions
acpq(x) etc. are as flat as needed.

Remark 2.If X is R-symmetric then so is∂ |p|+|q|X/∂yp∂zq(x,0,0).ypzq for all multi-
indices(p, q): we obtain this by taking the derivatives of the equality

R(X(x, y, z)) = X(R00x,R
uy,Rsz)

with respect toy andz. So we may, and do, assume that the terms in the development (2)
areR-symmetric.
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We shall assume that the symmetryR is similar to an orthogonal matrix, that isPRP−1

is orthogonal for some invertibleP ; this includes the, often encountered, case of an
involution.

A first step in the quasipolynomial form procedure is the following.

THEOREM 1. Suppose thatR is similar to an orthogonal matrix. Letr ∈ N be given and
letZ be of the form

Z(x, y, z) = a(x)ypzq
∂

∂x
with 〈λ, (p, q)〉 6= 0 (3)

or

Z(x, y, z) = a(x)ypzq
∂

∂yj
with 〈λ, (p, q)〉 6= λj (4)

with (p, q) ∈ N
u×N

s , j = 1, . . . , u+s and wherea is aCr function defined near0 ∈ E0.
Suppose that bothNX andZ areR-symmetric (cf. Remark 2). Ifa is r-flat at the origin,
then the vector fieldsNX+Z andNX are locallyCr conjugate up to terms of order more
thanO(|y|p|z|q) by means of a change of variablesh commuting withR.

Proof. We want to work with globally defined objects by multiplying the occurring vector
fields with aC∞ ‘cut off’ function ϕ : R

n → [0,1] which is equal to zero outside a given
‘small’ neighborhoodU of the origin and equal to one on a smaller neighborhood. One
has to take care that this does not destroy the symmetry. Using the assumption thatR is
similar to an orthogonal matrixS, sayPRP−1 = S for some invertibleP , we can proceed
as follows.

Let ψ : R → [0,1] be aC∞ function which is zero outside an interval[−δ, δ] and
equal to one on[−ε, ε] for ε < δ. Forv ∈ R

n we defineϕ(v) = ψ(|Pv|). Suppose that a
vector fieldX onR

n isR-symmetric. We check thatY := ϕ.X is alsoR-symmetric using
the fact that|Sw| = |w| for all w ∈ R

n:

R.Y (v) = R.ϕ(v)X(v)

= ψ(|Pv|)R.X(v)
= ψ(|SPv|)X(Rv)
= ϕ(P−1SPv)X(Rv)

= ϕ(Rv)X(Rv)

= Y (Rv).

Using such a cut off function we can replace the locally definedNX andZ by globally
defined vector fields, which we give the same name. Moreover, the flows of (new)NX and
NX + Z are complete, i.e. defined for all timest ∈ R. LetNXt and(NX + Z)t denote
the timet map ofNX andNX + Z, respectively. We remark that these maps commute
with R.

Up to a possible multiplication of both vector fields by−1, we can take care that
〈λ, (p, q)〉 < 0 in case (3), respectively〈λ, (p, q)〉 − λj < 0 in case (4). Consider for
eacht ∈ R the diffeomorphismht = (NX + Z)−t ◦ NXt , which commutes withR.
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Denotejp,qht (x, y, z) = (1/p!q!)∂ |p|+|q|ht/∂yp∂zq(x,0,0).ypzq . As in Remark 2, this
still commutes withR.

From [4] it follows that, provided a suitable cut off function is chosen, the limit

h(x, y, z) := (x, y, z)+ lim
t→∞ jp,qht (x, y, z) (5)

exists for all(x, y, z) ∈ R
n and is aCr diffeomorphism conjugatingNX toNX+Z up to

terms of order more than O(|y|p|z|q); it commutes withR. 2

Terms in the development (2) for which (3) or (4) become equalities cannot be removed
by this method, and we call themunremovable; such equalities are called resonances on the
real parts of the eigenvalues. The process of eliminating terms like (3) or (4) is inductive
and leaves a development with only unremovable terms. This is the quasipolynomial form:

X1(x, y, z) := NX(x, y, z)+
M∑

|p|+|q|=1
(p,q)∈Sc

acpq(x)y
pzq

∂

∂x

+
u+s∑
j=1

M∑
|α|+|β|=0
(α,β,j)∈Shj

ahα,β,j (x)y
αzβ

∂

∂yj
+ T (x, y, z) (6)

where (p, q) ∈ Sc iff 〈λ, (p, q)〉 = 0 and (α, β, j) ∈ Shj iff 〈λ, (α, β)〉 = λj ,

j = 1, . . . , u+ s, and whereT (x, y, z) = O(|(y, z)|M+1). We denoteX0 = X1 − T .
In order to fix the ideas of the reader we give a simple example onR

3.

Example 1.Let Xµ be a family of vector fields defined near 0∈ R
3 with linear part

A(µ) = dXµ(0) = (Aij (µ))0≤i,j≤2 such thatA(0) = diagonal[0, λ,−λ] andλ > 0.
Suppose that the symmetry for eachXµ isR(x, y, z) = (−x, y,−z). The only resonances
here are〈(λ,−λ), (p, q)〉 = 0, 〈(λ,−λ), (p, q)〉 = λ and〈(λ,−λ), (p, q)〉 = −λ, which
are equivalent top = q,p = q+1, andp+1 = q, respectively. Hence the quasipolynomial
form in (6) is, for this example, up to a flat termT :

NXµ(x, y, z)+
M∑
p=1

(yz)p
{
acp(x, µ)

∂

∂x
+ aup(x, µ)y

∂

∂y
+ asp(x, µ)z

∂

∂z

}
. (7)

Note that, by Remark 2, the coefficient functions satisfy certain relations:

acp(−x,µ) = (−1)pacp(x, µ),

aup(−x,µ) = (−1)paup(x, µ),

asp(−x,µ) = (−1)pasp(x, µ).

PROPOSITION1. X0 leavesy = 0 andz = 0 invariant.

Proof. Terms of the forma(x)yp∂/∂yj with u+ 1 ≤ j ≤ u + s satisfy〈λ, (p,0)〉 6= λj ,
since〈λ, (p,0)〉 = λ1p1 + · · · + λupu ≥ 0 andλj < 0 (see Notation 1). Hence they can
be removed by Theorem 1. We can make the same observation for the termsa(x)zq∂/∂yj

with 1 ≤ j ≤ u. 2
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The next step is to ‘cut off the tail’T . We split this tail as a sumT = T1 + T2 with T1

respectivelyT2 sufficiently flat iny respectivelyz, and take care that this does not destroy
the symmetry, i.e. both terms should commute withR. We treat two cases.

Case 1.Suppose that the initial vector fieldX in Notation 1 leaves (at least) one of the
manifoldsy = 0 andz = 0 invariant. Then we can proceed as follows. By the construction
of h in Theorem 1 we can take the (M + 1)th partial derivative ofT with respect to(y, z),
and writeT as

T (x, y, z) = 1

M!
∫ 1

0
(1 − ξ)M dM+1

(y,z) T (x, ξy, ξz) dξ.(y, z)
M+1 (8)

= 1

M!
∫ 1

0
(1 − ξ)M

∑
|p|+|q|=M+1

(
M + 1

p, q

)
∂M+1T

∂yp∂zq
(x, ξy, ξz) dξ.ypzq. (9)

By taking the derivatives of the relationRT = T R we get, for|p| + |q| = M + 1,

R.
∂ |p|+|q|T
∂yp∂zp

= ∂ |p|+|q|T
∂yp∂zq

(R00x,R
uy,Rsz)(Ru)p(Rs)q; (10)

let us denote

Tpq(x, y, z) = 1

M!
∫ 1

0
(1 − ξ)M

(
M + 1

p, q

)
∂M+1T

∂yp∂zq
(x, ξy, ξz) dξ.ypzq, (11)

then T = ∑
|p|+|q|=M+1 Tpq . Using (10) and (11) it is straightforward to check that

RTpq = TpqR. We set

T1 =
∑

|p|≥(M+1)/2

Tpq, T2 =
∑

|p|<(M+1)/2

Tpq (12)

andM1 = (M + 1)/2. One hasT1(x, y, z) = O(|y|M1) andT2(x, y, z) = O(|z|M1).

Let us suppose thatX leavesy = 0 invariant; the case thatX leavesz = 0 invariant is
treated similarly.

THEOREM 2. Suppose thatR is similar to an orthogonal matrix. Letr ∈ N be given. If
M1 is large enough then there exists aCr diffeomorphismh commuting withR conjugating
X0 toX0 + T near the origin, that ish∗X0 = X0 + T .

Proof. We first conjugateX0 toX0 + T2. In the same way as in the proof of Theorem 1,
we use cut off functions and replace the locally defined vector fieldsX0 andX0 + T2

by globally defined vector fields, which we give the same name, and the timet maps
of these new vector fields are defined for allt ∈ R. Moreover, these timet maps
commute withR. Note that, by Proposition 1,z = 0 is invariant for both vector fields.
Hence we can apply [4] and it follows that forM1 large enough the limitg(x, y, z) :=
limt→∞(X0 + T2)−t ◦X0

t (x, y, z) exists for all(x, y, z) ∈ R
n and is aCr diffeomorphism

conjugatingX0 toX0 + T2, i.e.g∗X0 = X0 + T2. Clearlyg commutes withR.
Next we reduce the elimination ofT1 to a completely similar problem. Note that

g−1∗ (X0 + T ) = g−1∗ (X0 + T1 + T2) = X0 + g−1∗ T1. AsX0 andT1 leavey = 0 invariant
and the same is assumed forX, we get thatT2 also leavesy = 0 invariant. Hence alsog
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andg−1∗ T1 leavey = 0 invariant, considering the wayg is defined. It then also follows
thatg−1∗ T1 is O(|y|M1), and by reversing the time we are led back to a problem analogous
to the one we have just solved.

Case 2.Here we do not assume thaty = 0 orz = 0 are invariant for the initial vector field
X. A difficulty is that the usual change of variables making the center-stable and center-
unstable invariant manifolds straight might not commute with the symmetryR. This aspect
is sometimes overlooked when studying structure preserving normal forms.

The following assumption is made about the symmetryR = diagonal[R00, R
u,Rs ].

Assumption A.R00, Ru andRs are similar to an orthogonal matrix.

PROPOSITION2. Suppose that Assumption A is satisfied. There exists aC∞ mapping
λ : Eu × Es → [0,1] with the following properties. For eachM ∈ N and for eachCM

mappingT : R
n → R

n with T (x, y, z) = O(|(y, z)|M+1) near(y, z) = (0,0) one has:
(i) T1(x, y, z) := λ(y, z)T (x, y, z) isCM andλ(y, z)T (x, y, z) = O(|y|M+1);
(ii) T2(x, y, z) := (1 − λ(y, z))T (x, y, z) = O(|z|M+1);
(iii) if RT = T R thenRT1 = T1R andRT2 = T2R.

Proof. Fix aC∞ functionϕ : [0,∞[→ [0,1] that is equal to one on[0,1] and equal to
zero on[2,∞[. By Assumption A we can choose norms onEu andEs such thatRu andRs

are norm-preserving. We defineλ(y, z) = ϕ(|z|/|y|) for y 6= 0 andλ(0, z) = 0. Observe
thatλ(y, z) = λ(αy, αz) for all α ∈ R, α 6= 0.

The facts (i) and (ii) are now checked as in [4, Lemma 3.8]. We check (iii):

λ(Ruy,Rsz) = ϕ(|Rsz|/|Ruy|) = ϕ(|z|/|y|) = λ(y, z). (13)

It follows fromRT = T R and (13) that

R.T1(x, y, z)) = R.λ(y, z)T (x, y, z)

= λ(y, z).T (R(x, y, z))

= λ(Ruy,Rsz).T (R00x,R
uy,Rsz)

= T1(R00x,R
uy,Rsz). (14)

2

We now come to the conjugacy ofX0 toX1 = X0 + T . Using Proposition 2 we write
T = T1 + T2. As X0 andT2 leavez = 0 invariant, the conjugacy ofX0 andX0 + T2

is handled precisely as in the first part of Theorem 2, that is ifM in (6) is large enough
there is aCr diffeomorphismg, commuting withR, such thatg∗X0 = X0 + T2; hence
g−1∗ (X0 + T ) = X0 + g−1∗ T1. By the construction in Proposition 2 the vector fieldT1 is
identically zero in a cone containingy = 0 andM times flat. Henceg−1∗ T1 = O(|y|M+1)

and by reversing the time we are reduced to a problem analogous to the one that we have
just solved. We can summarize this in the following.

THEOREM 3. Suppose that the symmetryR satisfies Assumption A. Letr ∈ N be given. If
M is large enough in (6) then there exists aCr diffeomorphismh commuting withR such
thath∗X0 = X1 near the origin.
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So concerning Example 1 we can conclude that, forM large enough in (7), there exists
a Cr change of variablesh(x, y, z, µ) = (hµ(x, y, z), µ) such thathµ conjugates the
original familyXµ to (7) and such that, moreover,hµ commutes with the symmetryR.

Remark 3.Theorem 3 implies that we can find a change of variables commuting withR

that makes the center-stable and center-unstable manifolds straight.

3. The reversible case
As observed in the introduction, ifR is an invertible linear transformation and ifX is a
vector field satisfyingR∗X = −X then an eigenvalueλ 6= 0 ofA = dX(0) is accompanied
by the eigenvalue−λ. Let us recall quickly some facts from linear algebra. We putA in
a block-diagonal formA = diagonal[A0, A1, . . . , Ap] such thatA0 has eigenvalues with
real part zero andAi has eigenvalues with nonzero real partλi,−λi andλi 6= λj for i 6= j .
We perform a corresponding partitionR = [Rij ]pi,j=0 for R. The relationAR = −RA
yieldsAiRij = −RijAj , and as the spectra ofAi and−Aj are disjoint we getRij = 0
for i 6= j . We write, fori 6= 0,Ai = diagonal[A+

i , A
−
i ], whereA+

i respectivelyA−
i has

eigenvalue with real partλi respectively−λi , and we have a corresponding partition

Rii =
[
R++
ii R+−

ii

R−+
ii R−−

ii

]
.

The relationAiRii = −RiiAi easily impliesR++
ii = R−−

ii = 0 for i 6= 0. According to the
particular Jordan form ofA±

i , one could then further specifyR±±
ii using Toeplitz matrices.

AsR is assumed to be invertible, the Jordan block structures ofA+
i andA−

i are the same.

Remark 4.The often studied case thatR is an involution means here thatR+−
ii =

(R−+
ii )

−1; in this case we can assume, up to the linear change of variables

P = diagonal[I, I, R+−
11 , . . . I, R

+−
pp ],

thatR±∓
ii = I , whereI denotes the appropriate identity.

We conclude thatA = diagonal[A0, A
+
1 , A

−
1 , . . . , A

+
p ,A

−
p ] and thatR has the form

R =




R00 0 0 . . . 0 0
0 0 R+−

11 . . . 0 0
0 R−+

11 0 . . . 0 0
...

...
...

. . .
...

...

0 0 0 . . . 0 R+−
pp

0 0 0 . . . R−+
pp 0



.

This partition corresponds to a splittingRn = E0 ⊕ E+
1 ⊕ E−

1 ⊕ · · · ⊕ E+
p ⊕ E−

p . Let
(x, y) = (x, y+

1 , y
−
1 , . . . , y

+
p , y

−
p ) denote coordinate functions on it. Write

X(x, y) = Xc(x, y)
∂

∂x
+Xh(x, y)

∂

∂y
.

The normally linear part ofX alongE0 is

NX(x, y) = Xc(x,0)
∂

∂x
+ ∂Xh

∂y
(x,0).y

∂

∂y
.
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We developX, abbreviatingy+ = (y+
1 , . . . , y

+
p ) andy− = (y−

1 , . . . , y
−
p ):

X(x, y) = NX(x, y)+
M∑

|α|+|β|=1

acαβ(x)(y
+)α(y−)β ∂

∂x

+
M∑

|γ |+|δ|=0

ahγ δ+(x)(y+)γ (y−)δ ∂

∂y+ +
M∑

|γ |+|δ|=0

ahγ δ−(x)(y+)γ (y−)δ ∂

∂y−

+ O(|y|M+1). (15)

Let us examine whatR-reversibility here means for the terms in this development.
Denote

Xαβ(x, y
+, y−) = ∂ |α|+|β|X

∂(y+)α(y−)β
(x,0,0)(y+)α(y−)β.

The relationR∗X = −X is, in detail,

R.X(x, y+, y−) = −X(R00, R
+−y−, R−+y+)

whereR±∓ = diagonal[R±∓
11 , . . . , R

±∓
pp ]. By taking the derivatives the foregoing relation

with respect toy andz we find

R.
∂ |α|+|β|X

∂(y+)α(y−)β
(x, y+, y−)

= − ∂ |β|+|α|X
∂(y−)α∂(y+)β

(R00x,R
+−y−, R−+y+).(R−+)α(R+−)β (16)

so

R.Xαβ(x, y
+, y−) = −Xβα(R00x,R

+−y−, R−+y+); (17)

we conclude that

R∗Xαβ = −Xβα. (18)

Because of this equality the terms in the development (15) satisfy certain relations. Let us
be more specific in the case whenR is an involution, where by Remark 4 we may, and do,
assume thatR(x, y+, y−) = (R00x, y

−, y+). A straightforward computation shows that

R00a
c
αβ(x) = −acβα(R00x) (19)

ahαβ−(x) = −ahβα+(R00x) (20)

ahαβ+(x) = −ahβα−(R00x). (21)

We try to proceed as in Theorem 1. Writeλ = (λ1, . . . , λp). The equivalent of
condition (3) here is〈(λ,−λ), (α, β)〉 6= 0. This is obviously violated for allα = β.
Condition (4) becomes〈(λ,−λ), (γ, δ)〉 6= ±λi , which is violated whenγj = δj for all
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j 6= i and|γi | = |δi | ± 1. Thus the terms of the form

[M/2]∑
|α|=1

acα(x)(y
+
1 )
α1(y−

1 )
α1 . . . (y+

p )
αp (y−

p )
αp
∂

∂x

+
p∑
i=1

[(M−1)/2]∑
|γ |=0

(y+
1 )

γ1(y−
1 )

γ1 . . . (y+
p )

γp(y−
p )

γp

×
(
ahγ i+(x)y

+
i

∂

∂y+
i

+ ahγ i−(x)y
−
i

∂

∂y−
i

)
(22)

are unremovable in the sense of §2. In the case whenR is an involution, (22) becomes by
(20)

[M/2]∑
|α|=1

acα(x)(y
+
1 )
α1(y−

1 )
α1 . . . (y+

p )
αp (y−

p )
αp
∂

∂x

+
p∑
i=1

[(M−1)/2]∑
|γ |=0

(y+
1 )

γ1(y−
1 )

γ1 . . . (y+
p )

γp(y−
p )

γp

×
(
ahγ i+(x)y

+
i

∂

∂y+
i

− ahγ i+(R00x)y
−
i

∂

∂y−
i

)
. (23)

Assume that these arethe onlyviolations of the ‘nonresonance’ conditions (3) and (4). In
precisely the same way as in the proof of Theorem 1 we can eliminate all the other terms
in the development (15). In this case the quasipolynomial form ofX is NX + (22), and
whenR is an involution it is more specificallyNX + (23); all this up to terms of order
O(|y|M+1).

Question.A question now is whether the changes of variables, obtained by the method
in Theorem 1, and eliminating successively the terms in the development (15) ofX, is
commuting withR. We ignore this. Consider indeed a vector field of the form

Z(x, y+, y−) = a(x)(y+)α(y−)β
∂

∂y+
i

with a 6= 0. This vector field is notR-reversible norR-symmetric. On the other hand, we
could try to eliminate inonestep theR-reversible vector field (for simplicity we describe
the case whenR+− = R−+ = I , but this is not essential)

Z(x, y+, y−) = a(x)(y+)α(y−)β ∂

∂y+
i

− a(R00x)(y
−)α(y+)β ∂

∂y−
i

. (24)

For the first term on the right-hand side of (24), the condition in (4) is

〈(λ,−λ), (α, β)〉 − λi 6= 0, (25)

while for the second term it is

〈(λ,−λ), (β, α)〉 + λi 6= 0. (26)
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As the left-hand sides of the inequalities (25) and (26) have opposite sign, the convergence
of the limit in (5) is problematic (cf. [4]).

We meet a similar question in the ‘cut of the flat tail’ process (cf. Theorems 2 and 3),
even in the simpler case of a ‘purely’ hyperbolic singularity: from the usual methods of
proof of Sternberg-like theorems [2, 15, 16] it does not follow that one can find a change of
variables which eliminates flat terms and which, moreover, commutes with the reversing
symmetry. We did not find literature about this, although recent calculations of G. Belitskii
in a specific case (private communication) indicate that it might be true.
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