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Abstract

An inscribed hexagonal fractal slotted patch antenna with some additional geometry and slots
is proposed for the optimization in this paper. This research work is concerned with the opti-
mization of this slotted fractal antenna with the help of the curve-fitting method in conjunc-
tion with the modified version of Lightning Attachment Procedure Optimization (MLAPO)
technique. The data required for the curve-fitting technique and for the optimization tech-
nique have been obtained by varying some of the parameters of the proposed antenna.
Different equations are developed to know the relations between these parameters of the pro-
posed antenna. The MLAPO technique is applied thereafter to calculate the different opti-
mized geometrical parameters to optimize the bandwidth for the proposed antenna. The
optimized geometrical parameters are verified with the help of a parametric variation to justify
the reliable optimization. The bandwidth obtained by the MLAPO technique has been found
to be better than that obtained by PSO and normal LAPO algorithm. The prototype of the
optimized antenna is fabricated and the experimental results are found to be compatible
with the results obtained by simulation. The proposed optimized antenna may be utilized
in various applications in C and X bands.

Introduction

The application of any optimization technique strives toward the maximization or the mini-
mization of an objective function called fitness function [1]. The main objective of using opti-
mization is to achieve the most satisfactory result for many kinds of problems. The major
objective may be regarded as the fitness function, while the minor objectives may be consid-
ered as constraints while doing optimization. Many of the evolutionary optimization techni-
ques are usually motivated by nature and hence also known as nature-inspired optimization
techniques. They are being extensively applied in various electromagnetic applications.
Some of the most commonly used nature-inspired techniques are Harmony Search (HS)
[2], Firefly Algorithm (FA) [3], Bat Algorithm (BA) [4], Ant Colony Optimization (ACO)
[5], Particle Swarm Optimization (PSO) [6], Genetic Algorithm (GA) [7], Bacterial
Foraging Optimization (BFO) [8], etc.

The interest in the design of fractal antennas [9–14] has been continuously increasing since
the past few years as they are a very good substitute for the large-sized antennas [15, 16]. They
have a very good ratio of electrical size to physical size compared to the traditional antennas.
Novel kinds of fractal shapes are continuously being developed for the antennas in various
bands and hence for numerous applications. These types of shapes are very much useful to
design the compact antennas with wideband/multi-band characteristics [17, 18]. A polygon-
type fractal antenna [19, 20] is the basis of the proposed design in which hexagon is used
as a polygon with various slots inside it. The microstrip feedline is used for feeding the
proposed antenna.

In recent years, various antennas have been reported to be optimized using one or other
techniques. In [21], the authors optimized the return loss and impedance of the microstrip
antenna using space-mapping optimization. In [22], the authors designed an E-shaped micro-
strip antenna with a bandwidth optimized by the fitness function combined with the mind-
evolutionary algorithm. A bow-tie antenna with the shape of a staircase has been optimized
in [23] by enhancing the bandwidth using finite-difference time-domain (FDTD) and PSO
techniques together. In [24], the authors presented an optimized antenna in which the antenna
bandwidth was enhanced by using PSO with a curve-fitting tool. An optimized wide bandwidth
microstrip antenna based on the FDTD method and PSO is also reported in [25].

In [26], an optimization technique called differential evolution (DE) algorithm along with a
numerical electromagnetic code based upon the method of moments (MOM) has been applied
to a yagi-uda antenna to optimize the impedance bandwidth. In [27], the authors obtained out-
standing antenna gains at different bandwidths for a particular inverted F-antenna by using an
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evolutionary programming algorithm. In [28], an inverted
F-antenna loaded with stub has been optimized (in terms of return
loss) by a technique called Wind-Driven Optimization (WDO)
along with an electromagnetic solver FEKO based on MOM. In
[29], another nature-inspired optimization technique Invasive
Weed Optimization (IWO) has been employed to optimize the
patch antenna. The objective was to achieve the bandwidth opti-
mization along with the symmetrical antenna pattern. The
antenna and frequency-selective surface (FSS) ground plane both
have been optimized simultaneously. In [30], a swarm intelligence-
based technique called spider monkey optimization, which may be
modeled on the foraging behavior, has been employed for the opti-
mal E-shaped patch antenna design.

The authors in [31] demonstrated an optimized novel wide-
band fractal antenna by using the curve-fitting method in conjunc-
tion with PSO. This method increased the bandwidth of the
antenna by an appreciable amount. Further, the design of a fractal
monopole antenna and its return loss optimization using a real-
coded genetic algorithm is presented in [32] that shows the opti-
mization in terms of peak resonance and impedance bandwidth.
Another nature-inspired technique bat flower pollination has
been proposed by the authors in [33] for the synthesis of an
array having a non-uniform spacing between the elements. It
has been proved to provide finer results than many other algo-
rithms like GA, PSO, DE, etc. In [18], the authors proposed two
techniques GA and BA for optimizing the return loss characteris-
tics of a specific type of slotted fractal antenna and showed that BA
offers more optimized results than GA. A very robust technique
known as IWO has been applied on a fractal patch antenna in
[34] to optimize the return loss and hence the antenna efficiency.

One more soft computational technique called adaptive bac-
teria foraging optimization (ABFO) has been used to optimize a
coplanar waveguide fed patch antenna in [35]. The antenna
designed using HFSS has been optimized using the curve-fitting
technique and ABFO to convert the dual-band characteristics
into wideband characteristics. In [36], side lobe level (SLL) opti-
mization and steering the major beam have been demonstrated
for all the array elements using PSO combined with cat swarm
optimization. Further, a combined GA-PSO technique has been
demonstrated in [37] to optimize the rhombic-shaped fractal
arrays that may be employed for the various wireless and space
applications. In [38], a circular antenna array has been designed
and optimized using ant lion optimization (ALO) to reduce the
interference. The results obtained show appreciable improvement
in SLL. In [39], the authors designed a square fractal antenna
that has been optimized using an algorithm combining bacteria
foraging optimization and PSO to optimize the bandwidth.
Some modifications have been done in the algorithm to upgrade
the convergence behavior.

The proposed work shows the designing of a novel fractal
slotted microstrip antenna using HFSS software version 17.0 fol-
lowed by the implementation of one of the most recent nature-
inspired meta-heuristic optimization techniques called “Lightning
Attachment Procedure Optimization (LAPO)” [40] combined
with the curve-fitting method to that fractal slotted antenna.
Moreover, this optimization technique has not been applied in
its usual way but after some modification of its exploitation
phase. The result shows that the Modified LAPO (MLAPO) pro-
vides slightly better results than the normal LAPO technique due
to improved exploration search as well as exploitation search and
faster convergence. The dimensions of the optimized antenna
after being optimized by the above mentioned algorithm have

been presented in this paper. The proposed fabricated antenna
works in the frequency range of 5.64–8.63 GHz (except a little
notch) with exceptional resonance characteristics at 5.94 GHz
and has been proven to be quite optimized in terms of impedance
bandwidth. The results obtained have also been validated with the
parametric analysis. Further, the optimized dimensions and opti-
mized results obtained for the MLAPO-implemented design have
been compared with those obtained for the normal LAPO-
implemented design as well as PSO-implemented design. Finally,
the comparison of the proposed optimized simulated antenna
has been done with the fabricated prototype. The results have
been found to be in very close proximity with each other. The pro-
posed antenna has a peak measured gain of 6.92 dB and is quite
useful in various C-band and X-band applications.

Further, the proposed work is organized as follows: In
section “Antenna design/geometry” (next section), the design
and layout of the proposed inscribed hexagonal fractal slotted
microstrip antenna (IHFSMA) are presented. Section “Lightning
Attachment Procedure Optimization” discusses the LAPO algo-
rithm in detail and section “Modified Lightning Attachment
Procedure Optimization” discusses MLAPO algorithm that is
used for the optimization of impedance bandwidth of IHFSMA
in this paper. Section “Optimization of IHFSMA using MLAPO”
explains the steps used for the MLAPO optimization of
IHFSMA. The optimized results along with their validation are
presented in section “Results and discussion” that also shows the
comparison of the optimized results with the results obtained by
applying LAPO and PSO techniques on the design. The simulated
results are also compared with their measured counterparts. At
last, a brief conclusion is drawn.

Antenna design/geometry

The design of the proposed antenna is shown in Fig. 1. The brown
portion represents the copper part and the white portion repre-
sents the substrate (etched) part.

This antenna consists of inscribed hexagonal fractal slotted
rectangular patch (with the outer hexagonal geometry used as a
basic fractal geometry), FR4 substrate, rectangular ground plane,
probe, and SMA connector. The different fractals and slots
increase the bandwidth and improve the impedance matching
[41–43]. This whole patch is designed on a 40 × 40 mm2 FR-4
epoxy dielectric substrate having a depth of 3.2 mm and a dielec-
tric constant of 4.28 with a loss tangent of 0.01 and a port chosen
as the lumped port. The ground plane having same length and
width as the substrate is used here. The microstrip feedline with
50Ω characteristic impedance is used for providing the feed
and excitation to the antenna. All of these slotted recurrent
coils tend to provide the enhancement of radiation pattern, gain
as well as impedance bandwidth to this proposed antenna [44].

The different dimesions of the proposed antenna are shown in
Fig. 1 and Table 1.

Some geometric parameters that will be considered for the
optimization are width of the outermost rectangular patch
(W1), length of the outermost rectangular patch (L1), width of
feedline (W2), and distance (gap) between two hexagonal para-
sitic patches or slots (Δ1).

Lightning Attachment Procedure Optimization

LAPO [40] is one of the latest meta-heuristic techniques. It is
motivated by the process of lightning through the cloud. The
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lightning procedure includes the air breakdown on the surface of
cloud, movement of light downwards, upward inception of the
leader, and final jump. The air breakdown on the cloud surface
is due to the breakdown between a large negative charge or a
small positive charge at the bottom of the cloud and a large posi-
tive charge at the top of the cloud. The breakdown of air occurs at
the edge of the cloud that is followed by the movement of light-
ning toward the ground using random direction steps. The next
step of lightning toward the ground is decided on the basis of
higher electrical field available at that point. If two points have
same electrical field, then lightning breaks down into two
branches. This process is followed until the lightning reaches
the ground or the charge becomes less than a threshold value.
At the same time, the upward leader moves from the ground
toward the cloud due to a positive charge beneath the ground
and a huge negative charge on the cloud. In this way, the upward
leader approaches the downward leader and finally both strike at a
striking point to neutralize the charge of the cloud [45]. The com-
plete process can be easily understood by the LAPO algorithm
described below.

LAPO Algorithm (N, B, Miter)
Here, N is the population size and B indicates the bounds (lower
as well as upper) for each variable. B(i,0) and B(i,1) give the lower
and upper bounds of the ith parameter, respectively. Miter is the
maximum number of iterations.

1. Initiate the population and compute fitness value
for i = 1:n

rpi = B(i, 0) + rand × (B(i, 1) − B(i, 0))
frpi = fitness(rpi)

end for
2. Count = 0;
3. Compute Next point of jump for each point

rpaverage =
∑n

i=1
rpi

n

frpaverage =
∑n

i=1
frpi

n

For i = 1:n
j = random(1:n)
while(i! = j)

j = random(1:n)
end while
if( frpj>frpaverage)

rpnewi = rpi + rand

× (rpaverage + rand × rpj)

Fig. 1. Geometry of the proposed antenna (with dimensions).

Table 1. Dimensions of the proposed antenna

Notation Dimension (mm)

L 40

W 40

L1 27

W1 25

L2 8.5

W2 3.1

S1 1.5

L31 8.5

Δ1 1

L32 11.5

L4 5.5

W4 11

Δ2 0.75

Δ3 0.25

Δ4 0.50

S2 0.75

S3 0.65

Δ5 0.25

Δ6 0.25

L5 1

W5 1

S4 0.5
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else

rpnewi = rpi − rand

× (rpaverage + rand × rpj)

end if
if (rpnewi , B(i, 0))

rpnewi = B(i, 0)
end if
if (rpnewi . B(i, 1))

rpnewi = B(i, 1)
end if

rpi = rpnewi
rpnewi = rpi

∣∣∣∣ fitness(rp
new
i ) , frpi

otherwise

( )

end for
4. Upward movement

MC = 1− count
Miter × e−(count/Miter)

for i = 1:n
rpnewi = rpi + rand ×MC × (B(i, 0)− B(i, 1))

if (rpnewi , B(i, 0))
rpnewi = B(i, 0)

end if
if (rpnewi . B(i, 1))

rpnewi = B(i, 1)
end if

rpi = rpnewi
rpnewi = rpi

∣∣∣∣ fitness(rp
new
i ) , frpi

otherwise

( )

end for
5. min = 1

for i = 2:n
if ( fitness(rpmin) > fitness(rpi))

min = i
end if

end for
6. return rpmin

The LAPO procedure initiates with the population generation and
computes the fitness value for each point. The process is contin-
ued with a search of next jumping point for each point and
upward movement of leaders to produce the best points. This pro-
cedure can be applied to any particular fitness function to opti-
mize the corresponding process. This process is modified for
the improved performance (discussed in the next section).

Modified Lightning Attachment Procedure Optimization

LAPO algorithm as described in the previous section is a metaheur-
istic technique that balances the exploration and exploitation phase
[40, 45]. LAPO algorithm is modified in this section by improving
the exploitation phasewhich indirectly also improves the exploration
phase.Themodification in the explorationand the exploitationphase
to explore the search space improves the capability of algorithm.
MLAPO selects a point that moves toward the best point while
going away from the worst point. This is done by using equation (1).

rpnewi = rpi + rand × rpbest − rand × rpworst , (1)

where rpbest and rpworst are the best and worst reference points,
respectively. This new point is accepted only if it is better than the
existing point. The resultant point is used to calculate the average
in the next iteration which improves the exploration capability of

the algorithm. The complete process of the MLAPO is described in
the following algorithm.

MLAPO Algorithm (N, B, Miter)
Here, N is the population size and B indicates the bounds

(lower as well as upper) for each variable. B(i,0) and B(i,1) give
the lower and upper bounds of th ith parameter, respectively.
Miter is the maximum number of iterations.

1. Initiate the population and compute fitness value
for i = 1:n

rpi = B(i, 0) + rand × (B(i, 1) − B(i, 0))
frpi = fitness(rpi)

end for
2. Count = 0;
3. Compute Next point of jump for each point

rpaverage =
∑n

i=1
rpi

n

frpaverage =
∑n

i=1
frpi

n
For i = 1:n

j = random(1:n)
while(i! = j)

j = random(1:n)
end while
if (frpj > frpaverage)

rpnewi = rpi + rand

× (rpaverage + rand × rpj)

else

rpnewi = rpi − rand

× (rpaverage + rand × rpj)

end if
if (rpnewi , B(i, 0))

rpnewi = B(i, 0)
end if
if (rpnewi . B(i, 1))

rpnewi = B(i, 1)
end if

rpi = rpnewi
rpnewi = rpi

∣∣∣∣ fitness(rp
new
i ) , frpi

otherwise

( )

end for
4. Upward movement

MC = 1− count
Miter × e−(count/Miter)

for i = 1:n
rpnewi = rpi + rand ×MC × (B(i, 0)− B(i, 1))

if (rpnewi , B(i, 0))
rpnewi = B(i, 0)

end if
if (rpnewi . B(i, 1))

rpnewi = B(i, 1)
end if

rpi = rpnewi
rpnewi = rpi

∣∣∣∣ fitness(rp
new
i ) , frpi

otherwise

( )

end for
5. Movement toward the best point and forward from the worst

point
for i = 1:n
rpnewi = rpi + rand × rpbest − rand × rpworst
if (rpnewi , B(i, 0))
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rpnewi = B(i, 0)
end if
if (rpnewi . B(i, 1))
rpnewi = B(i, 1)
end if
rpi = rpnewi
rpnewi = rpi

∣∣∣∣ fitness(rp
new
i ) , frpi

otherwise

( )

end for
6. min = 1

for i = 2:n
if ( fitness(rpmin) > fitness(rpi))

min = i
end if

end for
7. return rpmin

MLAPO algorithm described above generates a population that
moves toward the ground in the next step and upward movement
of the leader at the same time. This is followed by the movement
of point toward the best point and away from the worst point. The
complete process is followed to search the best reference point in
the search space. The next section discusses the optimization of
the antenna using the MLAPO algorithm.

Optimization of IHFSMA using MLAPO

The performance of any antenna depends upon the geometry of
the antenna. This paper discusses an IHFSMA shown in Fig. 1.
The dimensions of the antenna shown in Table 1 are selected
on the experimental basis with hit-&-trial approach for the effi-
cient performance of the antenna. However, the experimental
benchmark does not cover the complete state-space resulting in
the availability of better point. Moreover, it requires a lot of
time for iterative simulations. The optimization technique dis-
cussed above is automatic and hence superior to hit-&-trial
approach. The best thing about applying optimization technique
is that much better design performance is achieved than the con-
ventional iterative simulations. This paper applies the LAPO and
the MLAPO algorithm on IHFSMA to determine the optimized
value of L1, W1, W2, and Δ1 to improve the bandwidth. The
complete flow of the optimization process is shown in Fig. 2.

Figure 2 shows the steps to optimize the IHFSMA. The process
starts with population generation by the parametric variation.
This step includes the generation of reflection coefficient values
at different values of L1, W1, W2, and Δ1. For creating a dataset,
L1 is varied by 0.5 mm in each step within its bounds, W1 is var-
ied by 1 mm in each step within its bounds, W2 is varied by 0.1
mm in each step within its bounds, and Δ1 is varied by 0.1 mm
within its bounds. The lower and upper bound values for L1,
W1, W2, and Δ1 are shown in Table 2. Hence, all the variations
for each of the four parameters within their bounds at 226 values
of frequency (from 5 to 9.5 GHz) resulted in the overall 12 656
points to serve as complete population.

In the next step, these 12 656 points are preprocessed using
equations (2) and (3).

S11 = S11
−10

∣∣∣∣ S11 ≥ −10
otherwise

{ }
, (2)

X =
∑N

i=1 S11
N

. (3)

Equation (2) pre-processes the population by replacing the reflec-
tion coefficient values lower than −10 dB with −10 as bandwidth
may be calculated through the reflection coefficient values falling
lower than −10 dB. Then, the average of all the frequencies
(denoted as N ) is taken to generate one point for each variation
by using equation (3). The pre-processing by equation (3) gener-
ates 12, 19, 15, and 10 points for parameters L1, W1, W2, and Δ1,
respectively. These points are used by the curve-fitting tool in
MATLAB to generate the equation for each parameter. Here,
the equations of degree 5 are generated for each parameter
expressed by equations (4–7).

X1 =− 0.004282× L15 + 0.5417× L14 − 27.33

× L13 + 687.2× L12 − 8612× L1− 43030
(4)

Fig. 2. Flow of the IHFSMA optimization.

Table 2. Bounds for each parameter

Parameter Lower bound (mm) Upper bound (mm)

L1 26 31.5

W1 21 30

W2 2.6 4.0

Δ1 0.6 1.5
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X2 =− 0.003303×W15 + 4.659×W14 − 262.5

×W13 + 7388×W12 − 103800×W1+ 583000
(5)

X3 = 13.56×W25 − 219.7×W24 + 1416

×W23 − 4538×W22 + 7234×W2− 4592
(6)

X4 = 144.7× D15 − 710.2× D14 + 1372

× D13 − 1304× D12 + 608.9× D1− 117.6
(7)

Equations (4–7) express the relation of impedance bandwidth X
with L1, W1, W2, and Δ1 values, respectively. In a similar way
(5–7) are generated. Then the optimized value of these parameters
is generated by MLAPO with the fitness function given by (8).

F = min 10− (L1+W1+W2+ D1)
4

( )2

(8)

The complete process of MLAPO as defined in the previous sec-
tion is repeated until the stopping criterion is satisfied by para-
meters (L1, W1, W2, and Δ1) using the fitness function F
(given by (8)). The MLAPO gives the optimized values of the
parameters L1, W1, W2, and Δ1. The implementation of
IHFSMA over the resulting dimensions to analyze the perform-
ance of the antenna is discussed in the next section.

Results and discussion

It is seen from the above section that the optimization of imped-
ance bandwidth for IHSFMA is done by optimizing the geometry
of antenna using the MLAPO technique with curve fitting. This
section discusses the reflection coefficient and the impedance band-
width results of the design obtained using the MLAPO technique
along with those obtained using the actual design. FEM-based
HFSS 17.0 is used for designing both the actual as well as the opti-
mized antenna. Also, the MLAPO optimized results are compared
with the LAPO optimized results as well as the PSO optimized
results to indicate the superiority of the MLAPO technique over
the other techniques. Further, the validation of the optimized
geometry is done by using a parametric variation. At last, the com-
parison of the simulated results with the measured results obtained
with the prototype is done in the last sub-section.

Analysis of impedance bandwidth optimization

The actual design shown in Fig. 1 marks the dual-band behavior at
resonant frequencies 6.06 and 7.97 GHz with the corresponding fre-
quency bands 5.92–6.45 GHz and 7.28–8.35 GHz as shown by a
black solid curve in Fig. 3. As discussed earlier, there are four para-
meters considered for optimization – L1, W1, W2, and Δ1. The
optimized geometrical parameters after applying the curve-fitting
and MLAPO technique in MATLAB are shown in Table 3. Rest
of the geometrical parameters are the same as shown in Table 1.

The optimized antenna bandwidth analysis is focussed on the
values of reflection coefficient from 5 to 9.5 GHz. The return loss
after the implementation of curve fitting along with the MLAPO
is shown by a red solid curve in Fig. 3. It is evident that after
applying the optimization technique, the return loss is drastically
changed from −29.40 to −44.92 dB and the impedance

bandwidth is also increased from the overall 1600MHz dual
band (i.e. 530 MHz for band 1 and 1070MHz for band 2) to a
single band of a much wider bandwidth 2480MHz.

Comparison of optimization techniques

In Fig. 4, the comparison of return loss characteristics for the actual
or unoptimized design (black curve), PSO optimized design (red
curve), LAPO optimized design (green curve), and MLAPO opti-
mized design (blue curve) is shown. The improved values of the
reflection coefficient and the impedance bandwidth are due to
the better exploration search performed in the complete search
space to find the better values of designing parameters. The better
exploration is due to the movement away from the worst solution. It
proves the greatness of the MLAPO technique over the other tech-
niques in terms of return loss and 10 dB impedance bandwidth.

Table 4 illustrates the comparison of actual design with all the
three optimized designs. It may be observed that the optimized
geometrical parameters come out to be different in each opti-
mized design. Further, the optimized dimensions in case of the
MLAPO technique yield the value of return loss as −44.92 dB
that is much better than the other three designs. The impedance
bandwidth obtained in case of the MLAPO design is 2480MHz
that is higher than its counterparts in case of other designs. It
indicates that the impedance bandwidth obtained in the
MLAPO design is 55% higher than that in the actual design.
This is due to the selection of better parameter values within
the given range of the parameters by the MLAPO technique.
The better values are selected due to the balanced exploration
and exploitation search due to three-time update in one iteration.

Fig. 3. Reflection coefficient for the actual (unoptimized) antenna and the MLAPO
optimized antenna.

Table 3. Optimized parameters of the proposed design

Optimized parameter Dimension (mm)

L1 29.4

W1 25.7

W2 3.7

Δ1 1.3
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Also, the peak gain in the MLAPO design is highest among all the
designs.

Figure 5 shows the variation of the peak gain with respect to
frequency. The peak gain for the MLAPO design is 6.77 dB for
the corresponding band of 5.71–8.19 GHz. This peak gain is
higher than all the other designs discussed (although the main
objective is to optimize the return loss but the peak gain
obtained is also appreciable). The increased peak gain is due
to the exploitation search performed by the MLAPO to find
the optimized parameter values for the antenna. The better
exploitation search is due to the movement toward the optimum
solution.

Parametric validation

The corroboration of the optimized geometric values may be done
with the help of a parametric variation (i.e. one parameter out of
the four parameters shown in Table 3 is varied keeping all others
constant).

Figure 6 shows the variation of the reflection coefficient for
the values of W1. This effect may also be observed from the
data values shown in Table 5. By choosing the value of W1 as
25.7 mm, the optimized antenna presents the exceptional value
of reflection coefficient (i.e. −44.92 dB) and the highest value of
bandwidth (i.e. 2480MHz), while the other values of W1 (i.e.
24.1 and 27.3 mm) yield much lesser values of impedance

bandwidth and reflection coefficient. The variation in the reson-
ant frequencies may also be observed from the graph.

Figure 7 shows the plot of the reflection coefficient for the
various values of L1. A deep insight has been provided in
Table 6. By choosing the value of L1 as 29.4 mm, the optimized
design shows the maximum reflection coefficient and the highest
value of bandwidth. Taking L1 as 27.5 mm, the maximum

Fig. 4. Comparison of the reflection coefficient plot for the actual, PSO, LAPO, and
MLAPO optimized designs.

Fig. 5. Peak gain for the actual design and optimized designs.

Fig. 6. Validation of the optimized “W1” by different values.

Table 4. Comparison of the actual, PSO, LAPO, and MLAPO optimized designs

Design

Optimized dimensions (mm)

Reflection coefficient
(dB)

Frequency band
(GHz) Bandwidth (MHz)

Peak gain
(dBi)W1 L1 FW Δ1

Actual design 25.0 27.0 3.1 1.0 −29.40 5.92–6.45
7.28–8.35

530
1070 (Overall

1600)

5.13
5.94

PSO optimized 25.7 27.5 4.1 1.3 −31.53 5.85–8.20 2350 6.50

LAPO optimized 25.7 30.3 3.7 1.3 −42.20 5.67–8.00 2330 6.64

Modified LAPO
optimized

25.7 29.4 3.7 1.3 −44.92 5.71–8.19 2480 6.77
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reflection coefficient is quite lesser than the optimized one while
taking L1 as 31.2 mm, the impedance bandwidth is quite lesser
than the optimized one. There is some shift in the resonant fre-
quencies too with the variation in L1.

Figure 8 shows the effect of feedline width W2 on the
reflection coefficient of the proposed antenna. Table 7 also
indicates the effect of varying W2. The feedline width taken
as 3.7 mm refers to the best reflection coefficient variation as
well as the impedance bandwidth, while the feedline width
taken as 3.4 and 4.0 mm refer to lesser values of the reflection
coefficient and the impedance bandwidth. It may be seen that
the variation in feeedline width by a small margin does not
affect the bandwidth and reflection coefficient by an appre-
ciable amount.

It may be observed from Fig. 9 and Table 8 that choosing the
value of Δ1 also affects the reflection coefficient. The blue solid
line shows the best impedance bandwidth and the reflection coef-
ficient for Δ1 = 1.3 mm, while the corresponding values for Δ1
equal to 1.1 and 1.5 mm are shown by dotted black and dotted
red lines, respectively. The feedline of width 1.1 mm provides
the reflection coefficient of −24.70 dB and the impedance

Table 5. Corroboration of the optimized “W1” by parametric variation

W1 (mm)
Frequency
band (GHz)

Maximum
reflection
coefficient

(dB)

Corresponding
resonant

frequency (GHz)
Bandwidth

(MHz)

24.1 5.97–8.12 −25.26 6.24 2150

25.7
(Optimized)

5.71–8.19 −44.92 5.92 2480

27.3 5.52–6.76
6.94–7.82
7.96–8.04

−21.41 5.64 2200

Fig. 7. Validation of the optimized “L1” by its different values.

Table 6. Corroboration of the optimized “L1” by parametric variation

L (mm)
Frequency
band (GHz)

Maximum
reflection
coefficient

(dB)

Corresponding
resonant

frequency (GHz)
Bandwidth

(MHz)

27.5 5.85–8.19 −19.36 7.14 2340

29.4
(Optimized)

5.71–8.19 −44.92 5.92 2480

31.2 5.69–7.85 −36.57 5.98 2160

Fig. 8. Validation of the optimized “W2” by its different values.

Table 7. Corroboration of the optimized “W2” by parametric variation

FW (mm)
Frequency
band (GHz)

Maximum
reflection
coefficient

(dB)

Corresponding
resonant

frequency (GHz)
Bandwidth

(MHz)

3.4 5.72–8.10 −36.61 5.88 2380

3.7
(Optimized)

5.71–8.19 −44.92 5.92 2480

4.0 5.74–8.15 −33.69 5.92 2410

Fig. 9. Validation of the optimized “Δ1” by its different values.
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bandwidth of 1960MHz, while the feedline of width 1.5 mm
yields the reflection coefficient of −28.32 dB and the impedance
bandwidth of 2030MHz.

It may be concluded that all the parameters obtained by curve
fitting in conjunction with the MLAPO algorithm are the opti-
mized parameters in the true sense.

Experimental results and analysis

The proposed geometrically optimized antenna is fabricated on
the FR4 substrate of a thickness 3.2 mm, a dielectric constant
4.28, and a loss tangent 0.01 (as specified on the specification
sheets) with the microstrip feedline. Its top view and side
view are shown in Fig. 10. Here, a 50Ω SMA connector is

used for connecting the feedline to the Vector Network
Analyzer (VNA).

Figure 11 shows the variation of the experimental reflection
coefficient (S11) in dB for the fabricated prototype. The measure-
ment is taken with the ANRITSU VNA model MS 2038C as
shown.

Figure 12 shows that the measured results (dotted red curve)
obtained with VNA are in very much agreement with the simu-
lated results (solid blue curve). A small difference between the
practical and simulated values is because of the lossy nature of
FR4, soldering temperature, and soldering tolerances. Table 9
also depicts the simulated and measured readings corresponding
to resonant frequencies, impedance bandwidth, and S11. There
are four resonant frequencies observed in each of the readings.
It may be observed that the measured bandwidth (2760MHz) is

Table 8. Corroboration of the optimized “Δ1” by parametric variation

Δ1 (mm) Frequency band (GHz) Maximum reflection coefficient (dB) Corresponding resonant frequency (GHz) Bandwidth (MHz)

1.1 5.66–6.66
7.07–8.03

−24.70 5.90 1960

1.3 (Optimized) 5.71–8.19 −44.92 5.92 2480

1.5 5.75–7.78 −28.32 6.02 2030

Fig. 10. (a) Top view and (b) side view of the optimized
fabricated antenna.

Fig. 11. Experimental set-up of the fabricated proposed
antenna connected with the Vector Network Analyzer.
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even higher than the simulated bandwidth (2480MHz). The max-
imum value of the reflection coefficient (−46.10 dB) for the fab-
ricated optimized design also coincides with the corresponding

value (−44.92 dB) for the simulated optimized design, and the
peak resonant frequency (i.e. 5.94 GHz) corresponding to the
maximum reflection coefficient for the measured results and
that (5.92 GHz) for the simulated results are also in very much
agreement. The other three resonant frequencies for the measured
results and the simulated results have also been shown.

Figure 13 shows the set-up inside the anechoic chamber that is
properly calibrated before the measurement of radiation pattern
and gain, to make any kind of losses negligible. The broadband
antenna named AMITECH DRH-20 Dual Ridge Horn Antenna
having high gain 8.5 dBi, very small value of Voltage Standing
Wave Ratio (VSWR), and frequency range dc to 18 GHz is used
as a transmitting antenna, while the fabricated antenna is used
as a receiving antenna at the Fraunhofer region. The power meas-
urement set-up consists of ANRITSU MS 2038C VNA used in the
Spectrum Analyzer Mode and Rohde & Schwarz SMF-100A
Signal Generator (100 KHz–22 GHz).

Figure 14 shows the measured radiation pattern (red dotted
curve) and the simulated radiation pattern (solid blue curve) for
the peak resonant frequency 5.94 GHz for the values of azimuth
angle varying from −180° to 180° (with 5° increment) in both
XY and XZ plane. The simulated radiation pattern is directly plot-
ted in HFSS 17.0, while the measured radiation pattern is plotted
using the received power values obtained in VNA (used in spec-
trum analyzer mode). The measured radiation patterns are less
smooth because of some tolerance of the measuring device. It is

Fig. 12. Simulated and measured reflection coefficient for the optimized proposed
design.

Table 9. Comparison of the reflection coefficient between the simulated and
measured values

Reading
Frequency band

(GHz)

Resonant
frequency
(GHz)

Maximum
reflection
coefficient

(dB)
Bandwidth

(MHz)

Measured 5.64–8.63
(except a notch
of 7.83–8.06)

5.94
6.96
7.54
8.28

−46.10
−15.10
−13.70
−23.70

2760
(= 2990−230)

Simulated 5.71–8.19 5.92
7.30
7.62
8.06

−44.92
−13.40
−17.26
−14.62

2480

Fig. 13. Antenna set-up inside the anechoic chamber.

Fig. 14. Radiation pattern at 5.94 GHz for (a) Phi = 0° (XZ plane) (b) Phi = 90° (YZ plane).
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evident from the graph that the measured results very closely fol-
low the simulated results.

Gain is one of the most important parameters to know about
the directivity of the antenna. The comparison of the simulated
gain and the measured gain in Fig. 15 through the frequency
band 5–9.5 GHz shows that they are also in very close agreement
with each other. The simulated peak gain is 6.77 dB for the simu-
lated 10 dB frequency band, while the measured value of peak
gain is 6.92 dB for the measured 10 dB frequency band. This
comparison has been shown in Table 10 that indicates that
both measured peak gain and simulated peak gain are corre-
sponding to 7.4 GHz frequency. It may be concluded that the
gain of the proposed optimized antenna is also quite appreciable.

Conclusion

An IHFSMA with some additional geometry and inside slots has
been used for the optimization in this paper. The curve-fitting
method with the MLAPO technique has been used for the opti-
mization of impedance bandwidth. The optimized geometrical
parameters are validated with the parametric variation method
to verify the reliable optimization. The impedance bandwidth
obtained by the MLAPO technique has been found to be better
than that obtained by the PSO and normal LAPO algorithm.
The measured results obtained by the prototype of the optimized
antenna have been found to be in very good agreement with
the simulated results. The proposed optimized antenna is
suitable for the point-to-point high speed wireless applications
(6.2 and 7.1 GHz). Besides, it finds the applications in WLAN

(5.725–5.825 GHz), ISM (5.725–5.875 GHz), RTTT (5.795–
5.815 GHz), Amateur satellite (5.83–5.85 GHz), WAVE (5.85–
5.925 GHz), Uplink satellite communication (5.9–6.4 GHz), FSS
(6.725–7.025 GHz), MSS feeder links (6.925–7.075 GHz), Mobile
satellite applications (7.25–7.375 GHz), ITU assigned X-band
(7.25–7.75 GHz and 7.90–8.40 GHz), Mobile applications
(8.025–8.20 GHz), Space research (8.4–8.45 GHz), and Level
Probing Radar applications (6–8.5 GHz).
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