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Abstract
Recent surveys of the literature on climate change and migration emphasize the important
diversity of outcomes and approaches of the empirical studies. In this paper, we conduct a
meta-analysis in order to investigate the role of the methodological choices of these
empirical studies in finding some particular results concerning the role of climatic
factors as drivers of human mobility. We code 51 papers representative of the literature
in terms of methodological approaches. This results in the coding of more than 85
variables capturing the methodology of the main dimensions of the analysis at the
regression level. These dimensions include authors’ reputation, type of mobility,
measures of mobility, type of data, context of the study, econometric methods, and last
but not least measures of the climatic factors. We look at the influence of these
characteristics on the probability of finding any effect of climate change, a displacement
effect, an increase in immobility, and evidence in favor of a direct vs. an indirect effect.
Our results highlight the role of some important methodological choices, such as the
frequency of the data on mobility, the level of development, the measures of human
mobility and of the climatic factors as well as the econometric methodology.
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1. Introduction

There is some increasing scientific evidence that our climate is changing and that more
adverse climatic conditions will affect human activity over the world in the future.
Besides this, social scientists have paid attention to the way individuals can cope with
these adverse developments. The Stern report in 2007 looked at the global
consequences of climate change, suggesting that many countries could suffer from
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the adverse developments related to changing climatic conditions. The first United
Nations intergovernmental report on climate change emphasized that human
migration might be the most important consequence of climate change, especially in
developing countries.

A noticeable prediction of climate change on human mobility was of Myers (2002)
who predicted that by 2050, climate change would displace more than 200 million
individuals. While such a prediction did not rely mainly on scientific calculations, it
reflected that human mobility was already seen as one of the most obvious
adjustment mechanisms to cope with the adverse consequences of this evolution of
climatic conditions.1 Early views on the topic started from the idea that a large
number of people would be forced to move. In order to refine these dire predictions
and give credit to these early views, social scientists have over the subsequent years
attempted to look at the possible relationships between climate change and human
mobility. These scientific attempts have been facilitated by the growing availability of
data needed to investigate the complex nexus between these two phenomena. On the
one hand, data on climatic factors have become more available. As reported by
Berlemann and Steinhardt (2017), this holds both for data concerning slow onset
climatic factors such as warming and rain precipitations and for measures of the
climate-related extreme shocks, i.e., the natural disasters. On the other hand, the
scientific literature has also taken advantage of the growing availability of data on
human migration, both at the macro and the micro levels.

The key question raised in this literature is quite simple: to what extent do climatic
conditions lead to the displacement of people from their initial location? While the
basic question is quite simple, the answers provided by the set of empirical studies in
this area are much more complex. It is not straightforward to summarize the main
finding of that extensive literature given the significant degree of heterogeneity, both
in terms of results and in terms of approaches. Recent surveys [see Millock (2015),
Berlemann and Steinhardt (2017), Cattaneo et al. (2019), and Piguet et al. (2011)
among others] have tried to summarize the whole literature. They all emphasize the
diversity in terms of findings and methods used in this literature. While a substantial
proportion of papers find some evidence that climatic shocks tend to displace
people, a significant number of findings reach different conclusions. A number of
papers find that the connection between climate shocks at origin and movement of
people initially located in this area is very weak. Also, the recent literature has also
emphasized that in a number of cases, the occurrence of adverse climatic
developments reduces rather than enhances the mobility of the affected population.
These findings are in line with the concept of trapped population put forward by a
number of contributions [see among others Black et al. (2012)].2 This conclusion in
turn drew the attention of important institutions devoted to development issues such
as the United Nations and the European Commission and has been advanced as one
of major current and future issues related to climate change.

1In a similar perspective, in a more recent study, Missirian and Schlenker (2017) predict a strong
increase in the number of applications from climatic refugees as a result of increasing temperatures in
developing countries. The forecasted increase would imply a number of annual applications to the
European Union ranging from 400,000 to 1 million at the 2,100 horizon.

2Noy (2017) documents this phenomenon of immobile populations in the specific case of Tuvalu. Koubi
et al. (2018) find negative econometric effects of slow (droughts and salinity) and extreme vent (floods and
storms) factors for a subset of individuals in five developing countries.
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A further complication of this empirical literature is the diversity of outcomes that
are considered in the various analyses. While a lot of papers simply look at the mere
displacement effect, other studies make a clear distinction between direct and
indirect influences of climatic shocks [see Cattaneo et al. (2019) e.g., for a
discussion]. An additional distinction concerns the difference between partial and
total effects of climatic factors on mobility.3 The surveys of the literature report the
significant diversity in terms of outcomes. This diversity is not totally surprising
since one can reasonably expect that the effect of climatic shocks on the propensity
to move from individuals might be context dependent. The way these shocks operate
might depend on the level of development of the area, the type of economic activity,
the various possible adaptation mechanisms, and last but not least the availability of
external options.

A complementary explanation of the observed heterogeneity is that findings might
also depend on the methodology adopted in the empirical strategy of each paper.
Recent surveys of the literature also emphasize this important source of
heterogeneity. A specific paper in this literature is at the crossroad of a myriad of
methodological choices underlying the empirical analysis. These methodological
options concern many dimensions, including the type of country covered, the type of
the key data that are used, the period of investigation, the measurement of human
mobility and of the climatic shocks, or the adopted econometric methodology. While
most recent surveys of the literature emphasize the heterogeneity of its results, they
do not look, at least explicitly, at the relationship between the results and the
methodology adopted. This paper tries to fill this important gap.

In order to highlight the links between the various dimensions of the adopted
methodologies and the findings of climate shocks on mobility, we conduct a
meta-analysis of the literature. We understand the term methodology in a broad
sense since we include not only in that concept the choice of data or statistical
methods but also the context in which the studies were conducted. This for instance
includes whether the area is located in a developing country or not, whether the type
of mobility is within a country or across different countries or the type of climatic
conditions under investigation. We also give details about the exact structure of each
regression used to generate the findings. Therefore, our paper aims at providing
guidelines for the authors in that literature but also answers to more general
questions. One of these important questions is whether there is more evidence of a
displacement effect of climatic shocks within a country than across countries.
Another one is whether the evidence of displacement effects is specific to developing
countries.

In terms of details, we include in the meta-analysis 51 empirical papers that are
representative of the existing literature on climate change and migration. We include
published and unpublished papers, but restrict our attention to papers using
econometric methods looking at the potential displacements effects exerted by
climate shocks. These 51 papers give rise to 1,355 regression results that we code
along a large number of dimensions. These dimensions include the context of the

3Beine and Parsons (2017) emphasize this distinction, arguing that failure to find some significant
displacement effects might be due to the fact that some papers look at the partial effects of climatic
shocks on top of those on other determinants of mobility. In the same spirit, Berlemann and Steinhardt
(2017) emphasize the risks faced by some parts of the literature of over-controlling for determinants of
mobility that could be affected by climatic conditions.
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study, the adopted methods, the type of data, and measures of the key variables as well
as the exact types of outcomes that the study tries to capture. The coding of these
dimensions results in more than 85 different variables that are used subsequently as
potential explanatory variables in our regressions. We look in particular at the
impact of these dimensions on the probability that a regression concludes in favor or
not of a particular effect of climate change on human mobility. To that aim, we
adopt a range of econometric models suited to limited dependent variable such as
the pooled logit model, the panel logit model with random individual effects, and
the (pooled) order logit model.

Our results show that, in general, results of the literature depend on a large variety of
dimensions in terms of methodology and context of the study. The results depend on
variables belonging to each broad category in terms of methodology. To illustrate, we
find that results tend to depend on the context since there is more evidence of an
effect of climatic factors in an area located in a developing country. In contrast, we
do not find that studies looking at internal displacement effects find systematically
more effects than those looking at international mobility. Results depend on the way
mobility is measured in the sense that papers using direct measures of migration
find on average more evidence of an effect. Measures of climatic factors tend also to
influence the results, albeit in a complex way. For instance, while we find little
evidence that a specific type of natural disaster is more associated with a
displacement effect, we find that the way slow onset factors and the climate-related
extreme events are actually measured has an influence on the results. A final
illustration concerns the choice of the econometric method, as we find that papers
using panel data and accounting for measurement errors through instrumental
variables tend to find more evidence of an effect on mobility. Another important
finding is that papers allowing for conditional effects of climate shocks, i.e., effects
depending on a specific condition, find also more evidence of an impact.

The paper is organized as follows. Section 2 gives a detailed description of how we
code the literature and provides descriptive statistics gaging the representativeness of
our sample. Section 3 explains how we carry out meta-analysis and gives the results
of our regressions with respect to the various outcomes of the literature. Section 4
summarizes the implications of our results and provides some concluding remarks.

2. Coding the literature

Our dataset consists of 1,355 regression results extracted from 51 papers. These
regression results represent our unit of analysis in the subsequent evaluation of the
impact of the methodology on the findings. We provide here a short description of
all the variables used in the meta-analysis. The codebook of all coded variables,
including those which are not used in this paper is provided in Appendix B.

2.1 Coding the evidence of an effect of climate on migration

An important piece of information that we extract from each regression is whether there
is evidence of an effect of climate change on migration. The existence of an effect is
coded when a coefficient relative to a specific climatic factor is significant at least at
the 10% level in the regression involving mobility and these climatic factors. This
outcome can be then further decomposed into various categories depending on
whether the effect is direct or not and whether the effect is positive or negative.
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Direct effect is a binary variable equal to 1 if we find a significant direct effect of
climate on migration in the regression. A direct effect is found if there is a direct
causal link between a climate variable and migration in the regression, for example, a
wave of extreme temperature leading to emigration. Nevertheless, there might be also
evidence of an indirect effect of climate on migration, which is captured by the
binary variable Indirect effect. We identified two scenarios of an indirect effect in the
literature. The first one is when the authors do additional regressions to highlight
one specific channel through which climate impacts migration. For example, rainfall
variability might impact mobility through its effect on GDP per capita [e.g., Coniglio
and Pesce (2015)]. The second one is when the authors use climate variables as
instruments in a two-stage regression. An example is provided by Feng et al. (2010)
who use climate variables to instrument the effect of crop yields on migration.

Direct and indirect effects can be further decomposed either into a positive effect
(evidence of a displacement effect) or a negative effect (evidence of increased
immobility) using binary variables. To code if an indirect effect is either positive or
negative we rely on other results of the paper, such as the results from auxiliary
regressions. For instance, if at the same time the authors find in an auxiliary regression
that a climate shock decreases crop yields and in their main regression that a decrease
in crop yields increases migration, we code the indirect effect as a positive effect.

Since many regressions include several different climate measures at the same time,
some choices have to be made in terms of coding. We code a direct/indirect effect if at
least one of the climate variables is significant. In the specific case of opposite results of
several climate variables, we duplicate the regressions results. Some regressions have
indeed negative and positive displacement effects at the same time. This is also the
case in the multinomial regressions analyzing the effect of climate on several levels of
migration (local, internal, and international). If different results were found in one
regression, it was duplicated and coded once as a positive effect and once as a
negative effect. The binary variable Split keeps track of the fact that the regression
results come from a splitting procedure.

2.2 Coding climate-related measures

While each paper displays some specificity regarding the way the climate variables are
included in the regressions, these variables can all be classified into several broad
categories. To start with, they can be classified into long-run (slow onset) factors and
climate-related extreme events. To control for the fact that some papers include both
types of climate variables in the same regression, we define the binary variable Joint
Inclusion.

2.2.1 Capturing the slow onset climatic factors
The variable Long Run captures that the regression includes long-run climate measures.
Regarding the long-run effects, we identified four measures of temperature and four
measures of rainfall that span the whole spectrum of measures used in the empirical
literature:

• Temperature or precipitation levels [see e.g., Cattaneo and Peri (2016)];
• Temperature or precipitation deviations [see e.g., Beine and Parsons (2015)];
• Temperature or precipitation anomalies [see e.g., Beine and Parsons (2015)];
• Temperature or precipitation variability [see e.g., Coniglio and Pesce (2015)].
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More recently authors have relied on a soil moisture measure which we code separately
as Soil Moisture. This measure is usually based on the Standard Precipitation
Evapotranspiration Index. It aims at combining rainfall and temperature in a single
variable [see e.g., Mastrorillo et al. (2016)]. We also create a dummy variable labeled
joint_temp_rain capturing whether the regression includes jointly factors in terms of
rainfall and temperature.
2.2.2 Capturing the climate-related extreme events
The climate-related extreme events considered in the literature usually belong to the
category of natural disasters. We create a Natural disasters binary variable taking
unity if the regression includes climate-related extreme events. Most papers looking
at the effect of natural disasters focus on one particular type of climatic event. Six
specific climate-related disasters tend to emerge in the literature. Among these
“popular” disasters, earthquakes are definitely worth being investigated but it is
unclear and subject to controversy if earthquakes are related to climate change. We
therefore disregard earthquakes as specific disasters under investigation. We therefore
consider the following specific types of disasters:

• Extreme temperatures [see e.g., Hirvonen (2016)].
• Extreme precipitations [see e.g., Thiede et al. (2016)].
• Floods [see e.g., Ruiz (2017)].
• Hurricanes and storms [see e.g., Koubi et al. (2016a) or Mahajan and
Yang (2017)].

• Droughts [see e.g., Dallmann and Millock (2017) or Ruiz (2017)].

Additionally, we coded three variables to capture the way each considered disaster were
measured and coded in the original paper. The benchmark case is the simple
occurrence of at least one disaster of this king over the considered time period. We
code additional variables to capture further characteristics of the disasters. The
variable Count takes 1 if the authors use the aggregate number of events over a
period of time [see e.g., Beine and Parsons (2015)]. Intensity takes 1 if the authors
use an intensity measure of the disaster such as the number of affected people or the
amount of damages [see e.g., Bohra-Mishra et al. (2014)], and Duration takes 1 if
the authors use a measure of duration such as the number of consecutive months
[see e.g., Dallmann and Millock (2017) or Ruiz (2017)].

2.3 Coding the dependent variable

We created four categories for the dependent variable that is used in the regressions of
the literature. Direct measure is a binary variable capturing if migration is directly
observed and measured. Examples for direct measures of migration can be found in
survey data in which individuals are directly asked about their migration history
[see for instance Gray and Bilsborrow (2013)]. It can also be measured directly for
instance when the administrative data reports the origin and the timing of the
movements of people. In contrast, when mobility is inferred, the variable Direct
measure takes the zero value. This is for instance the case when migration flows are
built from differences in migration stocks captured from Census data. Researchers
also use different dependent variables to infer the impact of climate change on
mobility. The dependent variable might capture a flow (Migration Flow [see Coniglio
and Pesce (2015)]), or a rate (Migration Rate [see Beine and Parsons (2015)]) or
another measure proxying mobility Other. Other can either be an alternative measure
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of migration or a dependent variable different from migration such as the rate of
urbanization which proxies internal migration in the absence of such a measure [see
Barrios et al. (2006)]. It can also be variables used in auxiliary regressions to capture
specific channels of influence.

2.4 Coding the channel

As discussed previously, some authors analyze the channels through which the climate
variables affect migration. A specific channel is highlighted in different cases. The first
one is when the dependent variable is not migration (e.g., Crop yields, or GDP per
capita). The second case occurs when there is an interaction term between climate
variables and another variable that refers to a specific channel. We code four main
channels considered in the literature: the economic channel [Beine and Parsons
(2015)], the agriculture channel [Cattaneo and Peri (2016)], other channels [such as
the urbanization channel, see Marchiori et al. (2012)], and in case no channel is
specifically highlighted, an aggregation of channels.

2.5 Coding mobility

We identified three types of mobility in the literature and coded them using three
binary variables. Internal migration and international migration make up for the
majority of the sample but some authors also analyze local displacement
(e.g., migrants moving from one village to another one).

2.6 Coding the data

We code various features of the characteristics of the data used in the regressions. The
variable Developing only is a binary variable capturing if the regression is based on a
sample of observations involving only developing areas as origins of the potential
emigrants. We capture the frequency of the data as well. This variable is expressed in
years. In the case of a cross-section, the frequency is set to 0. If the length between
each wave of data differs, we take the average frequency [see e.g., Gray and Mueller
(2012b)]. The variable Cross Country identifies if the regression uses cross-country
data. The starting time of the sample as well as the time span of the sample are
coded as well.4 The time span variable is expressed as the number of years of the
period under study. If the data are dyadic, i.e., they capture bilateral movements
from a given origin to a given destination, it is captured by the binary variable Dyadic.

2.7 Coding the context of the regression

A number of characteristics of each regression are also coded. The variable Theory based
is a binary equal to 1 if the empirical analysis is derived from a theoretical model such
as the Random Utility model which is often the underlying framework for the gravity
regression models. We coded the binary variable Main as being equal to 1 if the
regression belongs to the core of the econometric analysis, as opposed to being

4The starting time can be interesting to trace the period over which the study is conducted (it is claimed
that migration is an increasing phenomenon), which allows to see if more recent studies tend to find more
evidence of displacement.
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involved in a robustness analysis. We code the regression to be an Auxiliary Regression
if the dependent variable is not directly related to migration. Many authors run
auxiliary regressions to highlight the underlying channel rationalizing their findings.
The binary variable Elasticity is equal to 1 if the estimated coefficient is an elasticity
or a semi-elasticity. If the regression is restricted to a sub-sample, for example some
regressions being run for male migrants only or in a subset of countries, the binary
Conditional Sample equals 1. If the climate variable is interacted with another
variable to highlight a certain channel [e.g., rainfall level interacted with sub-Saharan
countries as in Barrios et al. (2006)], the variable Conditional Regression takes unity.
Finally, we include a binary variable to identify if the regressions control for
additional variables not related to climate.

2.8 Coding the context of the study

Several characteristics of the context of the study were coded for each paper. Some of
them are self-explanatory, such as the number of authors, the year of publication and
whether the paper is published in a peer-reviewed journal or not.5 If the paper is
published, we capture the impact factor of the journal as reported on the journal’s
webpage. We also capture the number of citations and the average and maximum
h-index of the authors reported by Google Scholar. This information was coded
around the same time for all papers.

2.9 Coding the estimation technique

The most popular estimation techniques in the literature are coded as binary variables.
Panel takes 1 if the paper uses panel data along with panel specific techniques. IV, OLS,
Poisson, and Multinomial logit capture regression techniques using instrumental
variables, ordinary least squares, Poisson, and multinomial logit models, respectively.6

2.10 Sample selection and representativeness

2.10.1 Sample selection of papers
The aim of our analysis is to uncover the complex links between the methodological
approaches and the results. The choice of the papers included in our analysis results
from a specific strategy aimed at yielding a sample of empirical studies as
representative of the literature as possible. While the inclusion of 51 papers might
seem slightly restrictive at first glance, the selection of papers follows a specific
strategy. It is worth emphasizing that the total number of papers is constrained by
the amount of work and time devoted to the coding (the coding of these papers

5Note that the variable capturing publication or not depends on the cut-off time. Nevertheless, the paper
and its regressions were coded depending on its status in terms of publication. Since in economics, revision
of papers is likely to induce some significant changes in terms of the approaches and therefore the final
results, there will be some discrepancy for a paper between its previous unpublished versions and the
published one. It is therefore important to keep in mind that the dummy related to publication captures
this effect.

6We include papers using GMM in the IV category. Papers based on a multinomial logit model but
estimated in a panel set-up with Poisson are included in the Poisson category, why multinomial logit
include estimations based on individual data with several alternatives of location.
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took more than 2 months of work in total, which means more than 1 day of coding per
paper).

The criteria of inclusion of the papers are the following ones. First, we include only
empirical papers making use of econometric techniques to identify any possible link
between climatic factors and mobility. In that respect, we exclude papers studying
the possible effects based on quantitative models of migration [see for instance
Burzynski et al. (2018)] even though they estimate a subset of the parameters used to
simulate expected impacts of projected climatic conditions. We also exclude papers
that make use of migration and climatic data but that do not make use of
econometric regressions, such as Dun (2011), Findley (1994), or Noy (2017). Second,
among the econometric analyses, we exclude papers whose main focus is not the
connection between mobility and climate change.7 Third, among the econometric
papers, we favor those quoted in the recent surveys of the literature mentioned
before. We complement this selection by recent papers quoted by other work. This
allows to set an implicit minimal level of perceived quality of the included papers
and avoid to include more “esoteric” studies. Finally, in order to be able to pin down
the methodologies that could explain the variation in the obtained findings,
we make sure that we have a more or less balanced sample of regression results in
terms of the main methodological approaches. Tables 1 and 2 provide evidence that
our sample of regressions is more or less balanced in terms of these main
methodological approaches.

Tables 1–3 provide a set of descriptive statistics computed from our unit of analysis
(regressions) on the main methodological dimensions. Table 1 reports the proportion of
regressions with a specific characteristics captured through a dummy variable. Tables 2
and 3 provide the mean of the continuous covariates of our regressions (such as the
specific measures of the climatic conditions). Table 20 in the appendix reports the
list of 51 empirical papers from which these regression results are extracted.

For the main dimensions, our sample of regressions generates enough variability in
order to identify the impact of these methodological choices on the outcomes. By main
dimensions, we mean the fact that (1) the paper is published or not, the fact that (2) the
regressions use conditional regression models or not, (3) use conditional samples or
not, the fact that they look at (4) international mobility or not, (5) internal mobility
or not, (6) the fact they are based on some theory, (7) they cover developing
countries only, (8) they use cross-country data, or (9) different types of individual
data (households, individual agents, etc.). Another important dimension is (10)
whether mobility is directly measured or not and (11) the way the dependent
variable capturing mobility is expressed (migration flows or rate or other proxies).

Tables 1 and 2 report the proportion of categorical variables taking the value 1. For
some of these, we should not expect to have an equal allocation across the possible
values. For instance, the fact that about a fifth of the regressions in our sample finds
a negative effect of climatic factors on mobility suggests that this result is far from
being anecdotical, even though a majority of regressions do not conclude in favor of
such a result. Likewise, the fact that 44% are based on a theoretical framework shows
that the literature pays some decent attention to the underlying theories, even though
the majority of regressions are mostly data driven.

7For instance, we exclude the well-known paper of Munshi (2003) which looks at the impact of rainfall
on emigration of Mexican farmers as an instrumental strategy. We also exclude the analysis of Strobl (2015)
which studies the impact of climate-induced migration on the labor market.
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Table 1. Summary statistics of categorical variables—part 1

Variable Number of regressions Mean

Paper characteristics

Published 945 0.70

Regression characteristics

Main regression 812 0.60

Preferred regression 1,245 0.92

Auxiliary regression 147 0.11

Evidence of effect 1,034 0.77

Direct effect 825 0.61

Indirect effect 211 0.16

Positive effect 761 0.56

Negative effect 273 0.20

Splitted 326 0.24

Elasticity 1,013 0.75

Conditional sample 540 0.40

Conditional regression 390 0.29

Outcome/channel

Theory based 601 0.44

Economic channel 214 0.16

Agricultural channel 271 0.20

Aggregate channel 797 0.59

Other channel 181 0.13

Type of mobility

International 744 0.55

Internal 785 0.58

Local 22 0.02

Data/sample

Developing countries 921 0.68

Cross country 609 0.45

Households 200 0.15

Individuals 233 0.17

Survey data 314 0.23

Dependent variable

Direct measure 531 0.39

Migration flow 271 0.20

Migration rate 449 0.33

Other 642 0.47
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Table 2. Summary statistics of categorical variables—part 2

Variable Number of regressions Mean

Climatic factors

Joint long-term and short-term 308 0.23

Long-run effects 927 0.68

Rainfall 841 0.62

Temperature 705 0.52

Joint rainfall and temperature 642 0.47

Temperature levels 399 0.29

Temperature deviations 77 0.06

Temperature anomalies 201 0.15

Temperature variability 45 0.03

Signed excess 108 0.08

Rainfall levels 507 0.37

Rainfall deviations 118 0.09

Rainfall anomalies 198 0.15

Rainfall variability 73 0.06

Signed shortage 110 0.08

Soil moisture 40 0.03

Short-run effects 697 0.51

Count 328 0.24

Intensity 179 0.13

Duration 47 0.03

Extreme temperature 126 0.09

Extreme precipitation 62 0.05

Floods 210 0.16

Hurricanes/storms 218 0.16

Droughts 258 0.19

Methodology

Panel 1,269 0.94

Other factors included 1,030 0.76

Dyadic 665 0.49

Binomial/Poisson 404 0.30

OLS 536 0.39

IV 142 0.10

Multinomial model 153 0.11

Corridor 86 0.06

Journal of Demographic Economics 303

https://doi.org/10.1017/dem.2019.22 Published online by Cambridge University Press

https://doi.org/10.1017/dem.2019.22


2.10.2 Representativeness of the included papers
In spite of the selection criteria, we might face the legitimate concern that our sample is
not fully representative of the existing literature. While the existing literature is an
elusive object, we carry out two preliminary analyses to document to what extent our
sample of papers is an unbiased subset of the relevant population of papers.

First, we look at whether our included papers are quoted in recent surveys of the
literature. The idea is that these surveys span more or less the existing relevant
literature. Therefore, the majority of the papers we included should be quoted by
these surveys. We should also make sure that the unquoted papers that we have
included display more or less the same observable characteristics of the quoted
papers.8 We select four recent surveys: Berlemann and Steinhardt (2017), Millock
(2015), Cattaneo et al. (2019), and Piguet et al. (2018).9

Table 4 suggests that the majority of our included papers (about 71%) are quoted by
at least one survey. “Only” 15 papers out of 51 are not reported by any of the chosen
survey. A subset of these are not included for obvious reasons, for instance because they
are recent and still unpublished [see for instance Ruiz (2017)].

Table 3. Summary statistics of continuous variables

Variable Obs Mean Std. Dev. Min Max

Paper characteristics

Authors 1,355 2.46 1.09 1 6

Citations 1,355 40.26 64.26 0 338

Impact factor 1,355 2.34 3.15 0.56 17.18

Number pages 1,355 29.49 17.76 6 67

Year publication 1,355 2,014.7 2.33 2,003 2,017

Average h-index 1,355 18.04 16.90 0 82

Max h-index 1,355 24.28 23.48 0 96

Regression characteristics

Significance direct 1,355 0.021 0.032 0 0.10

Significance indirect 1,355 0.003 0.013 0 0.10

Data/sample

Frequency 1,355 6.05 4.89 0 28

Starting time 1,355 1,980 24.38 1,865 2,013

8Obviously published surveys will quote less recent papers of the literature. Also, quite paradoxically,
recent surveys tend also to forget older papers and favor papers written a couple years before the report
in the survey. For instance, the four used surveys overlook the paper of Barrios et al. (2006) in spite of
the fact that it is one of the seminal papers of the literature and is highly quoted (426 Google Scholar
citations in January 2019).

9The first three ones span more the economic literature while Piguet et al. (2018) favor geographic work
and tends to overlook economic analyses. Millock (2015) does not include very recent work for obvious
reasons. Cattaneo et al. (2019) was still unpublished at the time of this paper and is thus likely to
change in the future.
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Second, we can compare our sample of papers with a list of quoted papers in the most
relevant survey. We choose the one of Berlemann and Steinhardt (2017) since it is the
most recent published survey with a focus on the economic literature. We identify in
Berlemann and Steinhardt (2017) 34 papers that match our selection criteria. Out of
these 34 papers, we include 28 papers, which means that more than four papers out
of five reported by Berlemann and Steinhardt (2017) are treated in our meta-analysis.
All in all, we are confident that our 51 papers form a representative sample of the
empirical economic literature on climate change and mobility.

3. Results

3.1 Econometric approach

In order to investigate the impact of methodology on the results in the academic
literature, we carry out a meta-analysis relating these results to a set of key
characteristics of these approaches. It is important to understand that the unit of the
analysis is at the level of regression. We have basically 45 coded papers, leading to
1,307 regression results. In order to get robust results, we conduct two different
econometric procedures. We focus on the common results generated by both
econometric approaches. The first one relies on a logit specification, pooling all
regressions together:

Prob(yij=1) = F(x′ijb)+ 1ij (1)

where Prob( yij=1) is the probability that regression j in paper i gets a specific outcome y,
xij is a vector of characteristics of regression j in paper i, β is a vector of parameters of
interest to be estimated, Φ() is the logistic function, and εij is an i.i.d. error term. In
order to account for the underlying correlation between regressions of the same
paper, we cluster the standard errors of the β coefficients at the paper level. A panel
approach with paper fixed effect is obviously unfeasible, given the low variability
across regressions of the same paper. Nevertheless, we can account for unobserved
heterogeneity using a panel regression model with (paper) random effects (RE). The
RE logit model takes the following form:

Prob(yij=1) = F(x′ijb+ ci)+ 1ij (2)

Table 4. Quoted and unquoted papers in recent surveys

No. of citing surveys No. of papers % papers

At least 1 36 70.6

Exactly 1 15 29.4

Exactly 2 9 17.6

Exactly 3 9 17.6

Exactly 4 3 5.8

Total 51 100

Column (2) gives the number of papers that are quoted by the reported number of surveys given in column (1). Column
(3) gives the corresponding proportion of papers.
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with ci the set of random effects at the paper level, with no particular assumption about
how these are related to the xij [see Wooldridge (2010), chap. 15 for a discussion].

In the subsequent tables reporting the estimations results, we report the marginal
effects of the variables on the probability to find a specific outcome (such as the
displacement effect, a direct effect, or a negative effect on the mobility of people).
The marginal effects are computed at the mean of the explanatory variables.

3.2 Explaining outcomes of studies

In this section, we look at the impact of the methodological choices in terms of the
results. We consider a large variety of outcomes: evidence of any effect, direct vs.
indirect effect, positive, negative, or no effect on mobility. We consider the main
features of the analyses, such as the type of data, the econometric methods, or the way
they capture and measure mobility. Given the large set of potential factors, we do not
consider here the issues of the specific modeling choices of climatic factors, which is
also an important issue. This will be investigated in more detail in the subsequent section.

3.2.1 Probability of any effect
Tables 5 through 8 report the estimation results concerning the impact of methodology
on any type of effect of climatic factors. By any type, we mean that the effect can be
positive (displacement effect) or negative (increase in immobility), direct or indirect.
Tables 5 and 6 report the results using all regression results while Tables 7 and 8 are
based only on a sample that excludes auxiliary regressions. Auxiliary regressions in
that literature are usually conducted to provide a refined assessment of a previous
piece of analysis, such as uncovering indirect effects in the case of little evidence of a
direct one [see for instance Beine and Parsons (2017), Cattaneo and Peri (2016), or
Feng et al. (2010)]. Tables 5 and 7 use pooled logit estimates while results in Tables
6 and 8 rely on the random effect panel estimation.

Our results bring support in favor of some influence of the various methodological
categories. First, the way mobility is measured matters. In particular, we find that the
use of migration flow rather than other measures (such as migration rates or proxies
of mobility) increases the probability of finding an effect. This effect amounts to
about 20% depending on the specifications and the estimation method of our paper.
This effect is even more important when focusing on the main effect on mobility,
i.e., excluding auxiliary regressions. The type of data used in the econometric
analysis is definitely an important factor. Frequency plays a clear role: data sampled
at higher frequencies tend to support more the case of an effect on mobility. Such a
result is consistent with the fact that migration measures spread over several years
might be less able to capture short-term movements of individuals in response to
climatic conditions. Results from Tables 5 and 6 suggest that using proxies to
capture mobility is also more likely to deliver significant results. This effect is quite
substantial since the probability of finding an effect increases by about 20%.

Second, the way regressions are conducted is also an important factor. The use of
conditional regressions allowing the impact on mobility to be dependent on a
specific condition (such as the importance of the agricultural sector) tends to
generate more evidence of an effect. The increase in the probability due to the use of
conditional regressions is above 20%, both when including or excluding auxiliary
regressions. This finding tends to be quite robust across a lot of investigations that
we carry out throughout this meta-analysis. Relying on instrumental variable
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Table 5. Probability of any effect: pooled logit estimates

(1) (2) (3) (4) (5)

Effect Effect Effect Effect Effect

starting_time −0.004* −0.004* −0.004* −0.005** −0.004*

(0.002) (0.002) (0.002) (0.002) (0.002)

elasticity 0.040 0.043 0.043 0.045 –

(0.067) (0.066) (0.065) (0.064)

theory_based −0.077 −0.071 −0.071 −0.063 –

(0.060) (0.054) (0.054) (0.051)

conditional_sample −0.008 −0.009 −0.009 −0.014 –

(0.046) (0.046) (0.046) (0.046)

conditional_regression 0.171** 0.174** 0.174** 0.183** 0.200***

(0.079) (0.080) (0.079) (0.077) (0.061)

international 0.019 0.020 0.020 −0.007 –

(0.067) (0.067) (0.067) (0.063)

cross_country −0.000 −0.008 −0.007 0.017 –

(0.089) (0.090) (0.088) (0.079)

aggregate −0.028 −0.024 −0.026 −0.019 –

(0.055) (0.056) (0.056) (0.056)

frequency −0.011* −0.011** −0.011* −0.010* −0.012**

(0.006) (0.006) (0.006) (0.006) (0.006)

time_span −0.004 −0.003 −0.003 −0.005 −0.004

(0.004) (0.004) (0.004) (0.004) (0.004)

developing_only 0.112** 0.109** 0.109** 0.083 0.069

(0.054) (0.053) (0.053) (0.057) (0.043)

direct_measure −0.020 −0.019 −0.019 −0.024 –

(0.054) (0.053) (0.054) (0.052)

migration_flow 0.268*** 0.265*** 0.265*** 0.246*** 0.245***

(0.058) (0.056) (0.056) (0.058) (0.055)

other_depend 0.250*** 0.248*** 0.248*** 0.223*** 0.265***

(0.058) (0.055) (0.056) (0.058) (0.047)

other_cov −0.018 −0.014 −0.015 −0.006 –

(0.050) (0.054) (0.053) (0.055)

main −0.020 −0.021 −0.021 −0.033 –

(0.044) (0.044) (0.044) (0.043)

panel 0.127 0.124 0.125 0.091 0.128

(Continued )
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estimation—although its use remains quite limited in the literature—tends to generate
more evidence of an effect, especially when excluding auxiliary regressions. This effect is
important since the increase in the probability is about 25%. This might reflect that
attenuation bias associated with measurement errors of the climatic factors is an
important issue in this literature.

Third, the context of the study seems to play some role. The results clearly support a
role for more recent analyses (see the negative effect of the starting period of the
sample). This might reflect that migration plays a more important role over time as
an adjustment mechanism but also that climatic shocks have tended to become more
adverse over time. The context in terms of geographical coverage also matters. In the
pooled logit estimations, analyses involving mainly developing countries tend to find
a more important role of mobility, which is in line with the perception that
developing countries face a double risk in terms of climate change [Cattaneo et al.
(2019)]. Finally, while we do not really find a role for authors’ reputation (through
the use of some measures involving the h index), we find some evidence in favor of
a small publication bias. We find that the fact that the paper is published in a
journal with a high impact factor tends to increase the probability of finding an

Table 5. (Continued.)

(1) (2) (3) (4) (5)

Effect Effect Effect Effect Effect

(0.092) (0.092) (0.091) (0.092) (0.089)

dyadic 0.051 0.054 0.053 0.044 0.057

(0.061) (0.059) (0.060) (0.057) (0.053)

poisson 0.017 0.017 0.017 0.024

(0.061) (0.061) (0.061) (0.053)

iv 0.131 0.136* 0.135* 0.137* 0.144**

(0.081) (0.079) (0.080) (0.076) (0.065)

published −0.013 – – – –

(0.048)

avhpub – 0.000 – – –

(0.001)

maxhpub – – 0.000 – –

(0.001)

imppub – – – 0.012 –

(0.009)

Pseudo R2 0.107 0.107 0.107 0.111 0.103

Pct correct cases 0.78 0.78 0.78 0.78 0.78

N Obs 1,349.000 1,349.000 1,349.000 1,349.000 1,349.000

Marginal effects are reported in the table.
Standard errors computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 6. Probability of any effect: panel logit estimates

Variables (1) (2) (3) (4) (5)

starting_time −0.004* −0.005* −0.004* −0.004* −0.004*

(0.002) (0.002) (0.002) (0.002) (0.002)

elasticity 0.077 0.080 0.080 0.080 –

(0.060) (0.060) (0.060) (0.060)

theory_based −0.200** −0.197** −0.198** −0.193** –

(0.087) (0.088) (0.088) (0.090)

conditional_sample −0.055 −0.055 −0.055 −0.055 −0.056

(0.044) (0.045) (0.045) (0.044) (0.047)

conditional_regression 0.192** 0.193** 0.193** 0.194** 0.209***

(0.078) (0.079) (0.079) (0.078) (0.067)

international 0.003 −0.001 −0.001 −0.008 –

(0.059) (0.059) (0.059) (0.057)

cross_country 0.079 0.083 0.081 0.078 –

(0.098) (0.101) (0.102) (0.097)

aggregate −0.012 −0.014 −0.014 −0.014 –

(0.065) (0.065) (0.065) (0.066)

frequency −0.012** −0.012** −0.013** −0.012** −0.013**

(0.006) (0.006) (0.006) (0.006) (0.005)

time_span −0.003 −0.003 −0.003 −0.003 −0.005

(0.004) (0.004) (0.004) (0.004) (0.004)

developing_only 0.143 0.140 0.139 0.127 0.063

(0.096) (0.096) (0.096) (0.099) (0.084)

direct_measure 0.041 0.034 0.036 0.036 –

(0.058) (0.058) (0.059) (0.060)

migration_flow 0.200*** 0.199*** 0.199*** 0.192*** 0.161**

(0.071) (0.071) (0.071) (0.073) (0.068)

other_depend 0.219** 0.217** 0.218** 0.210** 0.228***

(0.092) (0.093) (0.093) (0.094) (0.050)

other_cov −0.004 −0.006 −0.006 −0.003 –

(0.043) (0.043) (0.043) (0.044)

main −0.017 −0.018 −0.018 −0.019 –

(0.039) (0.039) (0.039) (0.038)

panel 0.129 0.121 0.118 0.097 0.176

(0.109) (0.105) (0.105) (0.108) (0.113)

(Continued )
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effect by 2–3% (see Tables 7 and 8). This suggests that the publication bias in this
literature tends to be rather modest, as assessed also by the insignificant effect of a
simple variable capturing whether the paper has been published or not.

3.2.2 Probability of a direct effect
We carry out a similar analysis, but restrict our attention to evidence in favor of a direct
effect of climatic factors. We therefore look at the probability of a direct effect as
opposed to either no effect or an indirect effect. Tables 9 and 10 report the results.
In each table, columns (1) and (2) include the results using all regressions, while
results in columns (3) and (4) are obtained excluding auxiliary regressions as before.

The results are quite similar to those of Tables 5 through 8, which is not totally
surprising given the fact that most regressions focus on direct effects. The
identification of indirect effects has been considered in a few papers (10 out of 51 in
our sample) and is often provided as a complementary piece of analysis to the core
of the paper.10 The results of Tables 9 and 10 emphasize the role of the starting

Table 6. (Continued.)

Variables (1) (2) (3) (4) (5)

dyadic 0.130 0.130 0.132 0.143* –

(0.083) (0.081) (0.081) (0.083)

poisson 0.017 0.021 0.021 0.018 –

(0.055) (0.057) (0.058) (0.057)

iv 0.191 0.194 0.194 0.195 –

(0.126) (0.127) (0.127) (0.127)

published −0.045 – – – −0.066

(0.068) (0.072)

avhpub – −0.001 – – –

(0.002)

maxhpub – – −0.001 – –

(0.001)

imppub – – – 0.008 –

(0.012)

log-likelihood −626.849 −626.862 −626.93 −626.672 −642.652

χ2 154.83 145.12 144.35 148.54 70.06

N 1,349 1,349 1,349 1,349 1,355

Marginal effects are reported in the table. Panel logit estimation with paper random effects.
Standard errors are computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.

10For this reason, we do not conduct any specific analysis of the indirect effect. Also, given that indirect
effects are often analyzed through auxiliary regressions, the number of relevant observations on which such
an analysis is based is more restricted (we have 144 auxiliary regressions in our sample). The results are
nevertheless available upon request.
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Table 7. Probability of any effect (excluding auxiliary regressions): pooled logit estimates

Variables (1) (2) (3) (4) (5)

starting_time −0.004 −0.003 −0.004 −0.006** −0.006***

(0.002) (0.003) (0.003) (0.003) (0.002)

elasticity 0.032 0.029 0.029 0.017 –

(0.070) (0.068) (0.069) (0.067)

theory_based −0.039 −0.070 −0.067 −0.059 –

(0.067) (0.059) (0.059) (0.056)

conditional_sample 0.003 0.003 0.003 −0.002 –

(0.050) (0.050) (0.050) (0.050)

conditional_regression 0.216** 0.211** 0.211** 0.231*** 0.220***

(0.089) (0.092) (0.091) (0.089) (0.065)

international 0.018 0.022 0.025 −0.027 –

(0.068) (0.069) (0.068) (0.066)

cross_country 0.091 0.099 0.102 0.156* –

(0.093) (0.093) (0.092) (0.087)

aggregate 0.018 0.034 0.035 0.039 –

(0.064) (0.080) (0.078) (0.068)

frequency −0.012** −0.012** −0.011** −0.009 −0.006

(0.005) (0.005) (0.005) (0.005) (0.005)

time_span −0.001 −0.001 −0.002 −0.005 −0.008**

(0.004) (0.005) (0.005) (0.005) (0.004)

developing_only 0.136** 0.156*** 0.156*** 0.110 0.065

(0.064) (0.060) (0.060) (0.065) (0.049)

direct_measure 0.167*** 0.169*** 0.174*** 0.155*** –

(0.060) (0.060) (0.061) (0.059)

migration_flow 0.339*** 0.347*** 0.346*** 0.311*** 0.211***

(0.075) (0.074) (0.074) (0.070) (0.058)

other_depend 0.120** 0.138** 0.132** 0.084 –

(0.060) (0.061) (0.063) (0.064)

other_cov −0.033 −0.013 −0.014 −0.004 –

(0.047) (0.059) (0.057) (0.049)

main −0.023 −0.017 −0.018 −0.042 –

(0.049) (0.048) (0.049) (0.047)

panel 0.065 0.065 0.069 0.007 –

(0.106) (0.111) (0.110) (0.106)

(Continued )
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period of time, of using conditional effects, of the frequency of the data and of
measuring directly mobility. In addition, the results show that the use of dyadic data
that are for instance involved in gravity models produces more evidence in favor of a
direct effect. The use of dyadic data tends to increase the probability of a direct effect
by about 15%. The use of multinomial logit frameworks allowing for the occurrence
of several alternatives in terms of mobility also increases the probability of a direct
effect of about 17%.

3.2.3 Probability of a displacement effect
We turn now to the investigation on the probability to find some displacement
effect of climatic shocks, i.e., the fact that these shocks lead to an increase in
human mobility. This is probably the effect that has received the most important
attention from researchers in that literature. This is also the main type of effect
that most people have in mind when they think about the connection between
climatic factors and mobility. Tables 11 and 12 report the results. In each table,
columns (1) and (2) report estimates aiming at looking at the probability of
a positive effect. The alternative to a positive effect is therefore either no effect or
a decrease in mobility triggered by climate shocks. In columns (3) and (4), the

Table 7. (Continued.)

Variables (1) (2) (3) (4) (5)

dyadic 0.010 0.031 0.025 −0.002 –

(0.060) (0.060) (0.059) (0.058)

poisson 0.034 0.032 0.028 0.043 –

(0.071) (0.069) (0.068) (0.061)

iv 0.266*** 0.265*** 0.269*** 0.246*** 0.152**

(0.092) (0.083) (0.082) (0.082) (0.066)

published 0.078 – – – –

(0.050)

avhpub – 0.002 – – –

(0.002)

maxhpub – – 0.001 – –

(0.001)

imppub – – – 0.022*** 0.031***

(0.008) (0.007)

Pseudo R2 0.115 0.114 0.115 0.124 0.103

Pct correct cases 76.29 76.46 76.12 75.79 76.16

N Obs 1,202 1,202 1,202 1,202 1,208

Marginal effects are reported in the table. Sample excludes auxiliary regressions.
Standard errors are computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 8. Probability of any effect (excluding auxiliary regressions): panel logit estimates

Variables (1) (2) (3) (4) (5)

starting_time −0.004 −0.004 −0.004* −0.005** −0.005**

(0.002) (0.002) (0.002) (0.002) (0.003)

elasticity 0.057 0.055 0.055 0.051 –

(0.068) (0.067) (0.067) (0.068)

theory_based −0.100 −0.113 −0.112 −0.098 –

(0.094) (0.089) (0.089) (0.089)

conditional_sample −0.054 −0.054 −0.054 −0.054 −0.052

(0.048) (0.049) (0.048) (0.049) (0.049)

conditional_regression 0.208** 0.207** 0.208** 0.214** 0.220***

(0.090) (0.090) (0.090) (0.091) (0.071)

international 0.009 0.011 0.012 −0.010 –

(0.060) (0.060) (0.060) (0.057)

cross_country 0.123 0.127 0.124 0.144 –

(0.096) (0.100) (0.099) (0.089)

aggregate 0.013 0.016 0.017 0.021 –

(0.081) (0.082) (0.083) (0.083)

frequency −0.012** −0.012** −0.012** −0.011* −0.009*

(0.006) (0.005) (0.005) (0.006) (0.005)

time_span −0.001 −0.002 −0.002 −0.003 −0.006

(0.004) (0.004) (0.004) (0.004) (0.004)

developing_only 0.147 0.155 0.154 0.137 0.055

(0.110) (0.106) (0.106) (0.108) (0.104)

direct_measure 0.219*** 0.219*** 0.221*** 0.209*** –

(0.077) (0.076) (0.077) (0.078)

migration_flow 0.240** 0.241** 0.240** 0.223** 0.139**

(0.112) (0.112) (0.111) (0.111) (0.071)

other_depend 0.072 0.078 0.077 0.050 –

(0.085) (0.083) (0.083) (0.083)

other_cov 0.040 0.040 0.041 0.048 –

(0.037) (0.039) (0.039) (0.039)

main −0.020 −0.019 −0.019 −0.023 –

(0.040) (0.040) (0.040) (0.040)

panel 0.085 0.096 0.097 0.049 0.070

(0.113) (0.111) (0.110) (0.113) (0.118)

(Continued )
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analysis looks at the impact on the probability of finding a direct displacement
effect.

Most determinants that explained the probability of having an effect of any type or a
direct effect tend also to explain the evidence in favor of a displacement effect. From the
estimates in columns (1) and (2) of Tables 11 and 12, variables relative to the starting
time of the analysis, the publication in a good journal, the coverage of developing
countries, the use of dyadic data, the use of a direct measure of mobility, the use of
flows as the dependent variable in the regressions, and the adoption of IV estimation
tend to provide more evidence of a displacement effect. The use of a direct measure
of mobility tends to increase the probability of finding a displacement by a
substantial effect of about 30%. The use of migration flows increases that probability
by 20%. Consistent with this picture, the use of proxies to measure mobility
decreases the probability of finding a direct displacement effect by 25%.

In contrast, using conditional regressions does not seem to have some explanatory
power, which suggests that this approach is relevant for both positive and negative
effects of climate shocks in terms of mobility. The same holds for the use of panel
data estimation techniques. These methodological choices turn out therefore to be as
important for uncovering displacement effects and the trapped population
phenomenon recently emphasized in the literature. The context of the study plays a

Table 8. (Continued.)

Variables (1) (2) (3) (4) (5)

dyadic 0.098 0.095 0.097 0.100 –

(0.084) (0.086) (0.085) (0.085)

poisson 0.021 0.017 0.016 0.015 –

(0.069) (0.068) (0.068) (0.067)

iv 0.293** 0.286** 0.287** 0.287** –

(0.133) (0.130) (0.130) (0.127)

published 0.063 – – – –

(0.071)

avhpub – 0.001 – – –

(0.002)

maxhpub – – 0.001 – –

(0.001)

imppub – – – 0.019** 0.023***

(0.009) (0.009)

log-likelihood −576.976 −577.214 −577.151 −575.610 −591.696

χ2 107.631 113.155 109.079 112.390 32.331

N Obs 1,202 1,202 1,202 1,202 1,208

Marginal effects are reported in the table. Sample excludes auxiliary regressions.
Standard errors are computed by the Delta method. Panel logit estimation with paper random effects.
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 9. Probability of a direct effect: pooled logit estimates

Variables

(1) (2) (3) (4)

All All Excl. aux Excl. aux

starting_time −0.004** −0.005*** −0.004*** −0.004***

(0.002) (0.002) (0.002) (0.001)

imppub 0.029** 0.027* 0.008 –

(0.013) (0.014) (0.010) –

year_of_publication 0.002 – 0.020 –

(0.015) (0.012)

elasticity −0.175** −0.142 −0.078 −0.097

(0.087) (0.091) (0.107) (0.065)

theory_based −0.029 – −0.023 –

(0.115) (0.083)

conditional_sample 0.067 – 0.004 –

(0.080) (0.059)

conditional_regression 0.254*** 0.340*** 0.261*** 0.264***

(0.070) (0.071) (0.084) (0.078)

international −0.106 – −0.014 –

(0.091) (0.088)

cross_country 0.346** – 0.154 –

(0.138) (0.132)

frequency −0.015*** −0.012** −0.012*** −0.013***

(0.005) (0.005) (0.005) (0.005)

developing_only 0.141 0.178* 0.199*** 0.160**

(0.090) (0.092) (0.074) (0.066)

direct_measure 0.467*** 0.349*** 0.183** 0.118

(0.101) (0.095) (0.071) (0.073)

migration_flow 0.336** 0.307*** 0.329*** 0.258***

(0.134) (0.114) (0.095) (0.089)

other_depend −0.208 −0.189 0.158 –

(0.171) (0.126) (0.122)

main 0.048 – 0.003 –

(0.049) (0.057)

panel −0.095 – 0.004 –

(0.157) (0.133)

dyadic 0.054 0.138 0.146* 0.059

(0.129) (0.125) (0.085) (0.090)

(Continued )

Journal of Demographic Economics 315

https://doi.org/10.1017/dem.2019.22 Published online by Cambridge University Press

https://doi.org/10.1017/dem.2019.22


moderate role for the evidence of a displacement effect. The choice of developing
countries tends to increase such a piece of evidence by about 5% to 10%.11

When talking about the impact of climate change on migration, the most immediate
effect people have in mind is probably the combination of a positive and a direct effect
of climatic shocks. Still, such an effect results from the combination of two separate
effects, which in turn might be influenced by different methodological choices.
Columns (3) and (4) of Tables 11 and 12 show that a subset of the variables
explaining the previous considered effect tend to explain the occurrence of this type
of result. This is the case of the period of the analysis, the publication in a good
journal, the coverage of developing countries and the use of direct measures of
mobility. Besides this, additional methodological choices tend to lead to more
evidence of a direct displacement effect. This is basically the case for regressions
using cross-country data. Once again, measuring mobility through other variables
than migration flows (including proxies such as urbanization rates) tends to lower
the probability of such an effect. This result confirms that the measure of mobility is
of tremendous important in this literature.

3.2.4 Probability of a negative effect
The issue of adverse climatic events such as natural disasters as shocks trapping the
affected population has been increasingly emphasized by some authors, such as Black

Table 9. (Continued.)

Variables

(1) (2) (3) (4)

All All Excl. aux Excl. aux

poisson 0.027 – 0.008 –

(0.082) (0.072)

iv −0.324* – −0.291** −0.324**

(0.189) (0.123) (0.152)

multinomial_logit 0.263* 0.238* 0.246* 0.226*

(0.141) (0.130) (0.146) (0.106)

Pseudo R2 0.229 0.197 0.198 0.181

Pct correct cases 75.85 75.78 76.23 76.89

N Obs 1,350 1,350 1,203 1,203

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.

11One can expect that displacements of people in developing countries are primarily non-international,
either local or within the country. Indeed, in our sample, there are significant correlations between the fact
that the analysis concerns a developing country and the type of mobility. The correlation between being in a
developing country and local mobility, international mobility and international mobility is respectively 0.08,
0.24, and −0.18. To test whether the type of mobility had a differentiated impact on the displacement of
people in developing countries, we have created an interaction variable (labeled devel×local) taking 1 if
mobility in a developing country was local or internal. The results of Tables 11 and 12 do not support
such a differentiated impact.
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Table 10. Probability of a direct effect: panel logit estimates

Variables

(1) (2) (3) (4)

All All Excl. aux Excl. aux

starting_time −0.003* – −0.004** −0.004**

(0.002) (0.002) (0.002)

imppub 0.022 – 0.008 –

(0.019) (0.016)

year_of_publication −0.010 – −0.002 –

(0.016) (0.012)

elasticity −0.101 – 0.073 –

(0.131) (0.096)

theory_based 0.056 – −0.037 –

(0.120) (0.137)

conditional_sample −0.031 – −0.055 −0.059

(0.054) (0.053) (0.049)

conditional_regression 0.187*** 0.169*** 0.207*** 0.204**

(0.063) (0.054) (0.080) (0.079)

international −0.291*** −0.282*** −0.018 –

(0.080) (0.070) (0.055)

cross_country 0.270 0.186 0.165 –

(0.238) (0.207) (0.150)

frequency −0.015*** −0.011** −0.015*** −0.013***

(0.005) (0.006) (0.005) (0.005)

developing_only 0.113 0.103 0.184 0.160

(0.096) (0.097) (0.120) (0.116)

direct_measure 0.268 0.266 0.260*** 0.248*

(0.252) (0.238) (0.088) (0.129)

migration_flow −0.033 – 0.051 –

(0.161) (0.131)

other_depend −0.327** −0.239*** 0.107 –

(0.128) (0.088) (0.111)

main −0.019 – −0.016 –

(0.035) (0.047)

panel −0.039 – 0.028 –

(0.170) (0.155)

dyadic −0.090 – 0.313** 0.272**

(Continued )
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et al. (2012). Empirically, the case for finding negative effects of climate shocks on
mobility, i.e., cases in which individuals tend to stay more on average in the affected
area is not an isolated econometric fact. An increasing number of papers have
documented such cases in a variety of contexts. Our sample of regressions reflects
this trend. About 20% of our regressions report such an effect associated at least
with one of the included climatic shock. In fact, a large majority of the papers (38
out of 51) included in our analysis tend to display at least one effect of this type,
albeit some time in an isolated or subtle way.

In general, as reported by Table 13, we do not find many obvious patterns for
generating negative effects of climate shocks. The most convincing feature is the use
of conditional regressions. The possibility of conditioning the mobility effect on
specific conditions (such as the level of income) increases the possibility of capturing
the immobility effect of climate shocks by about 10%.12 This result is in line with the
findings of some papers in favor of a liquidity conditioning effect of natural disasters
for instance. The use of alternative proxies to migration measures to capture mobility
also favors the findings of some negative impact (with an effect of about 15%).
Direct measures of mobility also seem, to a certain extent, to favor the results of
some increased immobility, but this finding is not supported by the panel
regressions. The results suggest that studies documenting the so-called trapped
population effect come from quite heterogeneous backgrounds in terms of the

Table 10. (Continued.)

Variables

(1) (2) (3) (4)

All All Excl. aux Excl. aux

(0.200) (0.122) (0.137)

poisson −0.056 – −0.009 –

(0.074) (0.067)

iv −0.071 – −0.160 –

(0.198) (0.135)

multinomial_logit 0.162 – 0.187* –

(0.109) (0.109)

Log. Lik −646.024 −661.031 −573.393 −585.301

χ2 70.550 25.177 80.729 28.321

N Obs 1,350.000 1,355.000 1,203.000 1,208.000

Marginal effects are reported in the table.
Standard errors are computed by the Delta method. Panel logit estimation with paper random effects.
*p < 0.10, **p < 0.05, ***p < 0.01.

12This is the case, for example, in papers of Cattaneo and Peri (2016), Coniglio and Pesce (2015),
Marchiori et al. (2012), and Gray and Mueller (2012a). A recent development of the literature
emphasizes the importance of existing mitigating mechanisms of climate change to rationalize the
immobility paradox. Mueller et al. (2019) emphasize the complex roles of various adjustment channels
in the labor market to explain this in developing countries. Bennonier et al. (2019) stress the role of
irrigation while Beine et al. (2019) insist on the importance of voicing against climate change in the
most vulnerable countries.
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Table 11. Probability of displacement effect: pooled logit estimates

Variables

(1) (2) (3) (4)

displ displ pos direct pos direct

starting_time −0.001 −0.001 −0.003** −0.003**

(0.001) (0.001) (0.001) (0.001)

imppub 0.026*** 0.031*** 0.029*** 0.026***

(0.006) (0.006) (0.009) (0.010)

year_of_publication 0.003 – −0.003 –

(0.009) (0.013)

elasticity 0.064 – −0.062 –

(0.062) (0.066)

theory_based −0.075 – −0.027 –

(0.058) (0.082)

conditional_sample −0.067 −0.091** −0.032 –

(0.047) (0.044) (0.057)

conditional_regression 0.097* 0.102** 0.108** 0.151**

(0.050) (0.043) (0.047) (0.068)

international −0.046 – −0.064 –

(0.062) (0.084)

cross_country −0.058 – 0.215* 0.131

(0.088) (0.118) (0.114)

frequency −0.008* −0.006 −0.007 –

(0.004) (0.004) (0.005)

developing_only 0.120* 0.046 0.122 0.104

(0.064) (0.053) (0.065) (0.100)

dev×local −0.040 – 0.055 –

(0.065) (0.120)

direct_measure −0.144* – 0.245*** 0.281**

(0.078) (0.084) (0.110)

migration_flow 0.251*** 0.179** 0.253*** 0.273***

(0.054) (0.072) (0.082) (0.095)

other_depend 0.117 – −0.249 −0.234***

(0.075) (0.153) (0.084)

main −0.067 −0.087** 0.013 –

(0.045) (0.040) (0.049)

panel 0.006 – −0.098 –
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adopted methodology and that the existence of such effects might be very context
specific.

3.2.5 Ordered logit estimates
In this section, we combine in a single regression the three possible outcomes on
mobility in order to overcome the limitations of using binary alternatives. We carry
out an ordered logit estimation with outcomes ordered with respect to an increase in
mobility. The three modalities are therefore (i) evidence of a negative effect, (ii) no
effect, and (iii) evidence of a positive effect of climatic shocks on the propensity of
people to move. This means that we look at the features in the analysis favoring
either a displacement effect or a reduction in immobility of people. Of course, the
combination of both effects in the same regression rests on a potentially strong
assumption that implicitly considers the reduction of immobility and the increase of
mobility as comparable effects. Nevertheless, such an analysis has the advantage of
including all regressions in the same estimation on the one hand, and to overcome
the limitation of binary alternatives (with alternatives capturing heterogeneous
situations) on the other hand.13

The results allow us to identify the methodological choices that favor a
displacement effect of climate shocks. These include the fact that the paper is

Table 11. (Continued.)

Variables

(1) (2) (3) (4)

displ displ pos direct pos direct

(0.091) (0.109)

dyadic 0.182** 0.119* 0.153 –

(0.081) (0.061) (0.133)

poisson −0.091* – −0.106** –

(0.051) (0.051)

iv 0.259** 0.296*** −0.276 –

(0.120) (0.095) (0.180)

multinomial_logit 0.055 – 0.112 –

(0.090) (0.096)

Pseudo R2 0.086 0.063 0.126 0.094

Pct correct cases 64.89 62.66 65.85 64.80

N obs 1,350 1,355 1,350 1,355

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.

13It is important to stress that due to the use of more than two alternatives, the reporting of marginal
effect is more cumbersome. These marginal effects have to be reported for each pair of contingent
alternatives. For the sake of brevity, we only report the estimated coefficients of the ordered logit
estimation and not the marginal effects.
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Table 12. Probability of displacement effect: panel logit estimates

Variables

(1) (2) (3) (4)

displ displ pos direct pos direct

starting_time −0.002* −0.002** −0.003** −0.003***

(0.001) (0.001) (0.001) (0.001)

imppub 0.025*** 0.025*** 0.031** 0.027**

(0.006) (0.006) (0.013) (0.013)

year_of_publication 0.003 – −0.011 –

(0.010) (0.012)

elasticity 0.072 – −0.051 –

(0.067) (0.089)

theory_based −0.108 – 0.019 –

(0.067) (0.112)

conditional_sample −0.075 −0.110** −0.079 –

(0.051) (0.049) (0.053)

conditional_regression 0.075 – 0.067 0.069

(0.052) (0.047) (0.044)

international −0.060 – −0.239** −0.220**

(0.064) (0.116) (0.093)

cross_country −0.023 – 0.314* 0.286*

(0.093) (0.161) (0.157)

frequency −0.006 −0.005 −0.007 −0.008**

(0.004) (0.003) (0.004) (0.004)

developing_only 0.157** 0.047 0.188** 0.120*

(0.071) (0.062) (0.081) (0.072)

dev×local −0.069 – −0.088 –

(0.072) (0.119)

direct_measure −0.115 – 0.356*** 0.352**

(0.083) (0.120) (0.153)

migration_flow 0.267*** 0.107 0.123 –

(0.068) (0.112) (0.164)

other_depend 0.139* – −0.241* −0.231**

(0.080) (0.144) (0.108)

main −0.061 – −0.030 –

(0.048) (0.047)

panel 0.012 – −0.049 –
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published in a journal with a high impact factor, the use of a conditional sample, the
use of a direct measure of mobility, the use of dyadic data and the adoption of IV
estimation. We should nevertheless emphasize that the fit of the ordered logit model
remains quite low. This might reflect that mixing up the three possible outcomes in
a single analysis relies on some strong assumptions that are not fully supported by
the data (Table 14).

3.3 Modeling choices of climatic factors

In this section, we focus on the influence of specific choices in terms of modeling and/
or measuring climatic factors. This dimension is important since there are extensive
discussions in the literature about the consequences of adopting particular measures
of the climatic conditions.14

3.3.1 Joint inclusion of slow onset factors and natural disasters
In this section, we raise a simple question: to what extent is it important to include
jointly the slow onset factors such as gradual warming or variations in rainfall and the
extreme climatic shocks such as the natural disasters? There is to a certain extent a
dichotomy in the literature. A first portion of the literature focuses specifically on
the impact of gradual changes in the climatic conditions such as the increase in

Table 12. (Continued.)

Variables

(1) (2) (3) (4)

displ displ pos direct pos direct

(0.096) (0.130)

dyadic 0.196** 0.130 0.154 0.152

(0.084) (0.083) (0.139) (0.153)

poisson −0.076 – −0.052 –

(0.053) (0.071)

iv 0.297** 0.301** −0.225 –

(0.136) (0.131) (0.219)

multinomial_logit 0.032 – 0.047 –

(0.087) (0.066)

Log-Lik −843.626 −868.241 −784.295 −795.564

χ2 102.360 41.442 81.030 28.616

N obs 1,350.000 1,355.000 1,350.000 1,355.000

Marginal effects are reported in the table.
Standard errors are computed by the Delta method. Panel logit estimation with paper random effects.
*p < 0.10, **p < 0.05, ***p < 0.01.

14See for instance Berlemann and Steinhardt (2017) and in particular their section 3.2 devoted to the
way climate and disasters are measured in the recent empirical literature.
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Table 13. Probability of a negative effect

Variables

Pooled Panel

(1) (2) (3) (4)

starting_time −0.000 – 0.001 –

(0.001) (0.001)

imppub −0.010 −0.008 −0.012 0.000

(0.007) (0.008) (0.008) (0.007)

year_of_publication 0.008 – 0.007 –

(0.010) (0.010)

elasticity −0.014 – −0.047 –

(0.057) (0.068)

theory_based 0.003 – 0.012 –

(0.052) (0.056)

conditional_sample 0.052 – 0.031 –

(0.036) (0.047)

conditional_regression 0.078** 0.071 0.116*** 0.107***

(0.039) (0.049) (0.036) (0.039)

international 0.014 – 0.024 –

(0.049) (0.050)

cross_country 0.118 – 0.054 –

(0.076) (0.082)

frequency −0.004 – −0.007 –

(0.005) (0.006)

developing_only 0.045 0.052 0.013 0.073

(0.045) (0.063) (0.062) (0.068)

direct_measure 0.142** – 0.090 –

(0.072) (0.072)

migration_flow 0.032 – −0.081 –

(0.052) (0.078)

other_depend 0.149** 0.119** 0.083 –

(0.074) (0.047) (0.073)

main 0.015 – 0.011 –

(0.045) (0.045)

panel 0.039 – 0.110 –

(0.095) (0.098)
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temperature, the decrease in average rainfall, or the changes in the cyclical patterns of
annual rainfalls. Other papers investigate the role of climate-related extreme events.
These papers look at the impact of various types of natural disasters. More
recently, some papers have tried to integrate both types of factors in order to
isolate their respective influence in a more convincing way. Nevertheless, it is
unknown whether the joint inclusion of both factors exerts an actual influence on
the findings.15

Table 15 reports the results. The key variable is the joint inclusion of the long-run
and short-run factors (“joint inclusion LR-SR” variable in Table 15). In our sample,
14 papers and about a quarter of the regressions (22.7%) jointly include both types of
factors. Columns (1) and (2) look at the impact on finding any type of effect while
columns (3) and (4) look at direct effects. As before, we use pooled and panel
logit estimation. In order to keep the model parsimonious, we include only
controls for which we found significant effects in the previous estimations of
subsection 3.2.

The results dismiss the idea that failure to include both measures might significantly
affect the results. In some sense it is some good news as it suggests that the findings
emerging from the majority of papers that focus only on one type of factor are not

Table 13. (Continued.)

Variables

Pooled Panel

(1) (2) (3) (4)

dyadic −0.040 −0.035 −0.041 –

(0.068) (0.065) (0.071)

poisson 0.080 – 0.037 –

(0.059) (0.061)

iv −0.167 – −0.264** −0.314**

(0.127) (0.105) (0.126)

multinomial_logit 0.049 – 0.101* –

(0.044) (0.055)

Pseudo R2 0.099 0.039 – –

Prop corr cases 79.26 79.85 – –

Log-Lik −610.896 −795.564 −581.81 −596.18

χ2 111.8 14.25 76.63 15.92

N Obs 1,350 1,355 1,350 1,355

Marginal effects are reported in the table. Panel logit estimation with paper random effects [cols (3)–(4)].
Standard errors are computed by the Delta method and clustered at the paper level [cols (1)–(2)].
*p < 0.10, **p < 0.05, ***p < 0.01.

15A similar argument has been made by Auffhammer et al. (2013) who argue that failure to include
jointly temperature and rainfall might generate an omitted variable bias in the assessment of the impact
of climate change on economic outcomes. Here we focus on the distinction between natural disasters
and slow onset factors. The influence of jointly introducing rainfall and temperature is treated later on.
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Table 14. Probability of an increase in mobility: ordered logit estimates

Variables (1) (2)

starting_time 0.002 –

(0.006)

imppub 0.096*** 0.102**

(0.028) (0.040)

year_of_publication −0.013 –

(0.037)

elasticity 0.245 –

(0.263)

theory_based −0.152 –

(0.233)

conditional_sample −0.292 −0.312*

(0.179) (0.173)

conditional_regression 0.056 –

(0.179)

international −0.018 –

(0.218)

cross_country −0.333 –

(0.331)

frequency −0.022 −0.010

(0.020) (0.016)

time_span 0.012 0.001

(0.014) (0.006)

developing_only 0.317 0.052

(0.195) (0.2228)

direct_measure −0.546* −0.411*

(0.329) (0.222)

migration_flow 0.659*** –

(0.182)

other_depend 0.175 –

(0.318)

main −0.186 –

(0.194)

panel −0.112 –

(0.390)
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subject to some bias due to the omission of the other factors. It is also a positive result
to the extent that collecting appropriate measures of one type of factor is already an
important and often tedious task.

3.3.2 Influence of modeling slow onset climatic factors
In Tables 16 and 17, we look at the role of modeling choices of slow onset factors. The
literature does not display any strong consensus about the way researchers should
model long-run climatic factors. As reported by Berlemann and Steinhardt (2017),
most papers consider temperature and/or rainfall, but diverge on their specific
measures. We therefore code basically these two main dimensions and capture the
diversity of measures which are used in the literature. In that respect, authors use
either levels of these factors, deviations from some long-run average (with or without
scaling with variability measures) or measures pertaining to variability of these
factors. Another issue is whether the papers include jointly temperature and rainfall
in their analysis. Auffhammer et al. (2013) claim that failure to include both factors
can lead to an issue of omitted variables in the estimation of the economic impact of
climate change. We also test whether this might have an impact on the mobility
outcome. Related to that, in some recent papers, researchers use measures of soil
moisture which combine both types of long-run factors.

The results of Tables 16 and 17 suggest that the way these long-run factors are
modeled definitely plays a role. Studies relying on measures that capture the
variability of precipitation seem more inclined to find an effect on mobility, with an
increase in the probability of about 20%.16 The same holds for papers using rainfall
levels, albeit with a more moderate effect (around 10%). The use of soil moisture as
a measure of long-run climate change increases the probability of finding a direct

Table 14. (Continued.)

Variables (1) (2)

dyadic 0.763** 0.826***

(0.369) (0.274)

poisson −0.404* −0.404*

(0.217) (0.215)

iv 0.976** 1.082***

(0.489) (0.384)

multinomial_logit −0.047 –

(0.287)

Pseudo R2 0.055 0.044

N Obs 1,350 1,355

The three modalities in the order are negative effect, no effect, and positive effect.
Standard errors clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.

16See for instance Coniglio and Pesce (2015).
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effect. The effect is quite substantial, with an increase of the probability of around 25%.
We do not find that failure to account jointly for both long-run factors (i.e., measures of
rainfall and temperature) tend to influence the outcomes on mobility: the
joint_temp_rain variable capturing the joint presence of rainfall and temperature
measures is never significant in any regression.

Table 15. Impact of joint inclusion of LR and SR factors

Variables

(1) (2) (3) (4)

Any effect Direct effect

Pooled Panel Pooled Panel

joint_LRSR −0.068 −0.073 0.034 −0.064

(0.070) (0.072) (0.122) (0.105)

conditional_regression 0.166*** 0.203*** 0.389*** 0.225***

(0.055) (0.065) (0.085) (0.065)

frequency −0.015*** −0.015*** −0.010 −0.010*

(0.005) (0.005) (0.006) (0.006)

developing_only 0.061 0.070 0.143 0.137

(0.043) (0.071) (0.094) (0.127)

migration_flow 0.272*** 0.208*** 0.405*** 0.053

(0.050) (0.074) (0.120) (0.215)

other_depend 0.247*** 0.255*** −0.072 −0.190

(0.043) (0.053) (0.105) (0.101)

panel 0.155* 0.149 0.148 0.097

(0.079) (0.091) (0.134) (0.152)

long_run 0.222*** 0.286*** 0.280* 0.181

(0.072) (0.093) (0.152) (0.151)

nat_disasters 0.160** 0.228*** 0.227* 0.241**

(0.064) (0.076) (0.137) (0.106)

direct_measure – – 0.403*** 0.318***

(0.093) (0.081)

Pseudo R2 0.117 – 0.179 –

Pct corr cases 75.94 – 74.02 –

Log-Lik −653.16 −626.31 −744.13 −668.05

χ2 58.89 65.68 39.74 61.59

N obs 1,355 1,355 1,355 1,355

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level [cols (1) and (3)]. Panel logit
estimation with paper random effects [cols (2) and (4)].
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 16. Impact of modeling slow onset factors: pooled logit estimates

(1) (2) (3) (4) (5) (6)

Any effect Direct Posit direct

joint_temp_rain 0.032 – 0.093 – 0.038 –

(0.044) (0.092) (0.098)

temp_levels −0.064 – −0.077 – 0.007 –

(0.053) (0.117) (0.098)

temp_deviations −0.018 – −0.285** −0.348*** −0.257 −0.264

(0.053) (0.111) (0.081) (0.164) (0.167)

temp_variability −0.042 −0.098 −0.100 – 0.106 –

(0.074) (0.083) (0.210) (0.181)

rainfall_levels 0.166*** 0.124*** −0.003 – −0.033 –

(0.052) (0.041) (0.111) (0.088)

rainfall_deviations 0.057 – 0.088 – 0.168 0.149

(0.052) (0.119) (0.121) (0.126)

rainfall_variability 0.192** 0.244*** 0.333* – 0.130 –

(0.081) (0.077) (0.177) (0.110)

nat_disasters 0.217** 0.123*** 0.751*** 0.299*** 0.300*** 0.092

(0.090) (0.047) (0.203) (0.114) (0.103) (0.072)

soil_moisture −0.058 −0.074* 0.287* 0.305*** 0.168

(0.048) (0.042) (0.153) (0.092) (0.112) –

imppub 0.018*** 0.014*** 0.038** – 0.033*** 0.028**

(0.006) (0.005) (0.018) (0.011) (0.012)

conditional_regression 0.188*** 0.174*** 0.481*** 0.404*** 0.223*** 0.202**

(0.052) (0.057) (0.109) (0.123) (0.072) (0.084)

frequency −0.009*** −0.009*** −0.008 – −0.008 −0.009*

(0.003) (0.003) (0.007) (0.005) (0.005)

developing_only 0.055 0.043 0.108 – 0.032 –

(0.042) (0.044) (0.118) (0.087)

migration_flow 0.285*** 0.284*** – – – –

(0.057) (0.055)

other 0.185*** 0.185*** −0.371** −0.326** −0.343** −0.309**

(0.044) (0.043) (0.149) (0.140) (0.136) (0.138)

panel 0.054 – – – – –

(0.080)

(Continued )
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3.3.3 Influence of modeling natural disasters
We look at the role of the way extreme events, namely natural disasters, are captured in
empirical studies on the impact of climate change. In this section, we look at the way
these natural disasters are measured and disregard the type of natural disaster. The
benchmark reference level is the simple occurrence of at least one natural disaster in
each period of time. To overcome the simplicity of the simple occurrence measure,
papers use different alternative measures: the number of these events over the period
of investigation (aggregate count), a measure of intensity such as the number of
casualties of affected individuals (intensity) or a measure of duration (such as the
proportion of the period subject to such a natural disaster).17

Table 18 reports the estimation results regarding these features. We look at the three
possible outcomes (any effect, direct effect, and direct displacement effect), using as
before pooled and panel logit regressions. The use of simple measures such as the
mere occurrence has often led to failure to find a direct effect of natural disasters on
the displacement of people. This might be explained in two different ways. First,
self-reported measures of natural disasters such as the EM-DAT data can be subject
to large measurement errors. This is especially the case for such measures covering
older periods of time such as the 1980s and 1990s. This has led some researchers to
deal with this issue.18

A second explanation is that measures of magnitude of these natural disasters are
needed to capture their effect beyond the mere occurrence of an extreme event. The
estimation results of Table 18 test the relevance of this hypothesis. While the way

Table 16. (Continued.)

(1) (2) (3) (4) (5) (6)

Any effect Direct Posit direct

joint_LRSR −0.100 – −0.455** – −0.221 –

(0.081) (0.182) (0.135)

direct_measure – – 0.541*** 0.571*** 0.230* 0.219*

(0.136) (0.153) (0.122) (0.125)

Pseudo R2 0.209 0.202 0.245 0.193 0.105 0.090

N obs 927 927 927 927 927 927

Pct corr cases 80.64 80.58 75.73 74.00 67.31 65.91

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level.
*p < 0.10, **p < 0.05, ***p < 0.01.

17Interestingly Ruiz (2017) provides a sensitivity analysis for all different measures of natural disasters in
the context of the impact of droughts and floods in Mexico.

18Measurement errors of climatic factors have been increasingly documented in the literature. This is the
case for instance for natural disasters. Kron et al. (2012) cover the issue of data reliability of these disasters
in the major databases and stress that the data are often subject to errors due to reporting bias and classical
reporting errors. This might lead to a decrease in the likelihood of finding an economic impact of natural
disasters [Felbermayr and Gröschl (2014)]. Felbermayr and Gröschl (2015) develop an alternative database
for natural disasters to correct this issue.
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Table 17. Impact of modeling slow onset factors: panel logit estimates

(1) (2) (3) (4) (5) (6)

Variables Any effect Direct Posit direct

joint_temp_rain 0.066 – 0.179 – 0.149 –

(0.054) (0.113) (0.101)

temp_levels −0.045 – −0.110 – −0.067 –

(0.052) (0.100) (0.064)

temp_deviations −0.013 – −0.112 −0.101 −0.101 −0.079

(0.052) (0.144) (0.186) (0.143) (0.158)

temp_variability −0.012 – 0.095 0.119* 0.122 –

(0.054) (0.064) (0.070) (0.077)

rainfall_levels 0.127** – 0.109 – 0.114 –

(0.055) (0.085) (0.075)

rainfall_deviations 0.063 – 0.171 0.150 0.162 0.105

(0.048) (0.124) (0.142) (0.112) (0.113)

rainfall_variability 0.140* 0.134** 0.007 0.021 –

(0.075) (0.060) (0.090) – (0.049) –

nat_disasters 0.198* – 0.612*** 0.385*** 0.237** −0.006

(0.107) (0.134) (0.098) (0.108) (0.062)

soil_moisture −0.029 −0.095*** 0.253* – 0.132 –

(0.060) (0.023) (0.130) (0.126)

imppub 0.019*** – 0.027 – 0.024 –

(0.007) (0.024) (0.016)

conditional_regression 0.189*** 0.202*** 0.267*** 0.266*** 0.077 –

(0.065) (0.077) (0.090) (0.097) (0.062)

frequency −0.011*** −0.015*** −0.009 −0.012* −0.004 −0.005

(0.003) (0.005) (0.006) (0.007) (0.005) (0.004)

developing_only 0.066 – 0.135 – 0.106 –

(0.055) (0.115) (0.086)

migration_flow 0.224*** 0.174*** – – – –

(0.068) (0.066) – – – –

direct_measure −0.038 – 0.351** 0.399*** 0.117 –

(0.067) (0.164) (0.144) (0.125)

other_depend 0.217*** 0.234*** −0.215* −0.206 −0.194 −0.148

(0.058) (0.058) (0.127) (0.128) (0.133) (0.114)

(Continued )
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natural disasters are measured is definitely an important issue, the results of Table 18 do
not support that this matters for bringing more (or less) evidence of a direct
displacement effect. Nevertheless, measures matter for other types of effect. The use
of count measures rather than the simple occurrence tends to give rise to more
evidence of any effect of climate change, with an increase of the probability of about
10%. The use of intensity or duration measures lowers the probability of finding
direct effects of climate change on mobility by about 10%.

3.3.4 Influence of type of natural disasters
Finally, we look at whether some specific natural disasters tend to be more associated
with evidence of a mobility effect of these events. While there are numerous types of
various disasters, we restrict our attention to the most used ones in the literature,
namely floods, storms and hurricanes, droughts, extreme temperatures, and extreme
precipitations. Table 19 reports the results of this investigation. The structure of this
table mimics the one of Table 18, with the exception that the last two columns (5)
and (6) which report the impact for a displacement effect instead of a direct
displacement effect. To sum up the main findings, we do not find some robust
evidence that a particular type of disaster is more (or less) associated with an effect
in terms of mobility, with the exception of disasters classified as extreme
temperatures and floods. Studies focusing on extreme temperatures and floods find
less evidence that such a shock has an impact on the mobility of people, by a
respective impact on the probability of 15% and 10%. The occurrence of floods is
likely to decrease the finding of displacement of people by about 20% with respect to
the base case. Nevertheless, the whole picture still remains, in that no other
particular disaster seems to be more prone to induce some displacement of populations.

4. Conclusion

This paper provides a meta-analysis of the empirical literature devoted to the
identification of the complex link between climatic factors and mobility of people.

Table 17. (Continued.)

(1) (2) (3) (4) (5) (6)

Variables Any effect Direct Posit direct

panel 0.063 – – – – –

(0.074)

joint_LRSR −0.089 – −0.501*** −0.288*** −0.197 –

(0.089) (0.144) (0.103) (0.130)

Log Lik. −372.359 −384.935 −416.854 −424.131 −536.423 −545.930

χ2 181.409 62.621 86.507 45.859 28.193 4.238

N obs 927 927 927 927 927 927

Marginal effects are reported in the table.
Standard errors are computed by the Delta method. Panel logit estimation with paper random effects.
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 18. Impact of modeling and measuring natural disasters

Variables

(1) (2) (3) (4) (5) (6)

Any effect Direct effect Positive direct

Pooled Panel Pooled Panel Pooled Panel

aggregate_count 0.074** 0.134** −0.014 −0.008 0.074 0.122

(0.037) (0.064) (0.075) (0.074) (0.062) (0.095)

intensity −0.023 0.048 −0.145* −0.097** −0.062 −0.031

(0.049) (0.044) (0.079) (0.046) (0.066) (0.094)

duration −0.041 −0.029 −0.301** −0.148 −0.134 0.004

(0.127) (0.104) (0.134) (0.106) (0.155) (0.211)

conditional_regression 0.155** 0.189*** 0.242*** 0.173** 0.116* 0.058

(0.075) (0.070) (0.082) (0.074) (0.067) (0.073)

frequency −0.027*** −0.022*** −0.022 −0.013 −0.009 −0.013

(0.007) (0.008) (0.012) (0.010) (0.011) (0.010)

developing_only 0.028 0.008 0.078 0.126 0.082 0.058

(0.066) (0.125) (0.133) (0.167) (0.112) (0.112)

migration_flow 0.307*** 0.217* 0.326** 0.333* 0.244*** 0.312***

(0.088) (0.113) (0.129) (0.185) (0.085) (0.109)

other 0.328*** 0.314*** −0.038 −0.137 −0.130 −0.141

(0.057) (0.082) (0.144) (0.115) (0.093) (0.114)

panel 0.096 0.045 −0.081 −0.056 −0.070 −0.064

(0.154) (0.154) (0.187) (0.201) (0.143) (0.149)

joint_LRSR 0.174** 0.167*** 0.059 0.100* −0.072 −0.035

(0.072) (0.057) (0.097) (0.057) (0.074) (0.090)

imppub – – 0.044* 0.040* 0.031** 0.029**

(0.024) (0.021) (0.013) (0.013)

Pct corr cases 81.92 – 77.33 – 61.26 –

Pseudo R2 0.174 – 0.157 – 0.078 –

Log Lik. −310.053 −293.044 −370.612 −333.788 −444.704 −438.235

χ2 41.269 94.286 44.210 22.984 73.691 36.337

N obs 697 697 697 697 697 697

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level [cols (1), (3), and (5)].
Panel logit estimation with paper random effects [cols (2), (4), and (6)].
*p < 0.10, **p < 0.05, ***p < 0.01.
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Table 19. Impact of types of natural disasters

Variables

(1) (2) (3) (4) (5) (6)

Any effect Direct effect Positive effect

Pooled Panel Pooled Panel Pooled Panel

ext_temp −0.136** −0.155** −0.094 −0.146*** −0.001 −0.144

(0.069) (0.067) (0.150) (0.046) (0.123) (0.164)

ext_preci 0.014 −0.062 −0.069 −0.142*** 0.020 0.153

(0.100) (0.053) (0.191) (0.049) (0.113) (0.121)

floods −0.108* −0.137** −0.050 −0.100** −0.182** −0.257**

(0.056) (0.062) (0.061) (0.048) (0.118) (0.112)

hurricanes_storm 0.019 0.092 0.006 0.107* 0.062 0.083

(0.051) (0.056) (0.069) (0.061) (0.065) (0.079)

droughts 0.008 −0.054** −0.003 −0.033 0.055 0.116

(0.035) (0.025) (0.065) (0.033) (0.106) (0.112)

conditional_reg 0.181*** 0.198*** 0.214** 0.138*** 0.099 0.061

(0.068) (0.066) (0.084) (0.050) (0.085) (0.073)

frequency −0.017*** −0.015 −0.008 −0.005 −0.008 −0.013

(0.007) (0.009) (0.013) (0.013) (0.012) (0.016)

developing_only 0.087 0.084 0.214 0.234*** 0.083 −0.017

(0.057) (0.104) (0.168) (0.086) (0.075) (0.105)

migration_flow 0.367*** 0.249 0.425*** 0.264 0.293*** 0.323*

(0.089) (0.146) (0.102) (0.169) (0.113) (0.182)

other 0.369*** 0.334*** 0.168 −0.106 0.196** 0.302***

(0.065) (0.125) (0.120) (0.089) (0.086) (0.078)

panel 0.121 0.067 −0.065 −0.032 0.103 0.126

(0.146) (0.148) (0.180) (0.151) (0.178) (0.198)

joint_LRSR 0.130** 0.146*** 0.114 0.103*** 0.012 0.095

(0.053) (0.048) (0.071) (0.039) (0.078) (0.072)

Pct corr cases 81.32 – 67.80 – 65.58 –

Pseudo R2 0.195 – 0.119 – 0.050 –

Log Lik. −296.032 −283.672 −379.225 −323.281 −443.040 −435.542

χ2 107.230 77.658 65.496 164.934 54.704 64.835

N Obs 677 677 677 677 677 677

Marginal effects are reported in the table.
Standard errors are computed by the Delta method and clustered at the paper level [cols (1), (3) and (5)].
Panel logit estimation with paper random effects [cols (2), (4) and (6)].
*p < 0.10, **p < 0.05, ***p < 0.01.
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This literature has reached very different results in terms of the effect of climatic shock
on the propensity of people to relocate elsewhere. This diversity of results is reflected by
the fact that a significant subset of papers conclude in favor of the three possible
outcomes with respect to this basic relationship. While some papers find evidence of
a displacement effect, others find either no evidence of an effect of climate shocks or
even an opposite effect, i.e., adverse climatic developments increasing the immobility
of the affected individuals. As such, this diversity is not surprising given the large
range of different contexts that are covered by the literature. Our meta-analysis
allows to investigate the specific role of the adopted methodology in explaining
specific results obtained in the empirical studies, in addition to the context
dependent findings.

In our analysis, the term methodology encompasses many dimensions. We start from
the fact that each regression in each paper is at the crossroad of a large set of various
methodological choices that can potentially affect the findings. We indeed code a large
set of characteristics in terms of methodological approaches adopted in each paper and
each regression used to assess the impact of climate change. We look at the type of
mobility that is considered in each regression. We code the type of data and measures
used to capture mobility of individuals. The same applies to the way climatic variables
are modeled in the various papers in the literature. Our analysis takes into account the
context of the study (e.g., whether it concerns a developing country or not). We also
code the context of each regression (e.g., use of a conditional sample). We also pay
attention to the econometric methods. Finally, we look at the characteristics of the
authors such as their previous citations and the reputation of the journals where the
paper is published. One of the goals of our analysis is to identify the most important
features of the empirical studies in this literature that can lead to more (or less)
evidence of a displacement effect of climate change.

Our results emphasize the importance of the various broad categories of
methodological choices. First, the adoption of particular measures matters a lot in this
literature. Using high frequency data such as annual data allows us to capture the
short-run mobility of people, which obviously increases the probability of finding an
effect. The use of direct measures of mobility is also important. Measures of mobility
that are computed or that are derived from proxies tend to generate less evidence in
favor of an effect. The use of migration flows as the dependent variable in the
regressions also increases the probability of finding an impact. The way climatic factors
are modeled and measured turns out to play some role, too. The way slow-onset
factors such as temperature and rainfall variations are measured is also important.
Using variability and rainfall levels tend to deliver more evidence of an effect. The
recent use of soil moisture which aims at combining warming and rainfall in a single
indicator has the opposite effect. Regarding climate-related extreme events, while we
do not find any systematic pattern for a stronger role of a specific type of natural
disaster, we do find that the way they are measured matters. In general, relying on
indicators simply capturing the occurrence of a disaster over a certain period of time
tends to lower the probability of finding an effect. Indicators capturing the intensity of
the disaster such as the number of affected people, or reflecting the duration of a
climatic event deliver less evidence in favor of a direct effect of this disaster.

Second, the context of the paper and the specificity of each regression play a role.
Investigating the occurrence of mobility in the developing world increases the
probability of finding some effect. This confirms that the issue of climate change and
migration concerns primarily developing countries. This might be explained by the
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fact that these countries face a double issue related to climate change, namely a higher
exposition to adverse climatic developments and a lower capacity to cope with these
developments. Another interesting finding is that papers covering more recent
investigation periods tend to find more often some effect. At the level of the
regressions, analyses allowing a conditional effect of climate shocks tend to find more
evidence of an effect—positive or negative—of climatic variables on the propensity to
move. This confirms the importance of identifying the channels or the mechanisms
through which climate shocks affect the movement of people. Related to that, a
significant proportion (15.5% in our sample) has attempted to document indirect
effects of climate change, i.e., evidence that climatic events can affect determinants of
migration of people. We think that this is a valuable development of the literature as it
obviously helps explaining the diversity of situations and contexts in which climate
plays a role.

Third, the statistical approach of the analyses plays a role, too. Using dyadic data or
panel data tends to favor evidence of an effect. Related to that, the use of the relevant
estimation techniques for these data structures, i.e., panel estimation techniques
accounting for unobserved heterogeneity and Poisson regressions in gravity models
also tend to provide more evidence of an effect. Instrumental variable estimation,
albeit not so widespread in the literature, also increases the probability of an effect.
This might be due to the fact that IV estimations mitigate the attenuation bias
related to the error of measures on climatic factors. Finally, we find only some
modest publication bias. Papers published in relatively good journals tend to find
more effects, including displacement ones exerted by climatic variables. In contrast,
we do not find any bias related to the simple fact that the paper is published or not,
or any bias related to the reputation of the authors. In general, the literature seems
to have been quite honest in terms of the reported findings.
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Appendix B Complete codebook

Regression characteristics
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Table Table number in the paper
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Preferred specification (1/0). Equal to 1 if preferred specification, 0 otherwise (e.g.,
non-parsimonious specification, sub samples with omitted
significant variables, etc.)

Aux regression (1/0). Equal to 1 if dependent variable is not related to migration
(e.g., wish to highlight a certain channel)
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migration
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Negative effect (1/0). Equal to 1 the result is evidence for immobility

Split (1/0). Equal to 1 the regression was duplicated into two distinct
regressions (see section 2)

Elasticity (1/0). Equal to 1 if the estimated coefficient is an elasticity

Other variables (1/0). Equal to 1 if the regression controls for other factors

Conditional sample (1/0). Equal to 1 if the regression is done on a subsample (e.g., men
and women, poor countries, etc.)

Conditional regression (1/0). Equal to 1 if a climate variable is interacted with another
variable (e.g., Temperature level × agriculture variable)
Variables in the regression

Climatic variables

Joint Inclusion LR-SR (1/0). Equal to 1 if the regression includes both long-run and
short-run climatic measures

Long-run measures

Joint inclusion
temperature rainfall

(1/0). Equal to 1 if regression includes both temperature and rainfall

Long-run changes (1/0). Equal to 1 if the regression includes long-run or gradual
changes

Temperature levels (1/0). Equal to 1 if the regression includes levels of temperature

Temperature deviations (1/0). Equal to 1 if the regression includes temperature deviations

Temperature anomalies (1/0). Equal to 1 if the regression includes temperature anomalies

Temperature variability (1/0). Equal to 1 if the regression includes measures of temperature
variability

Signed (excess) (1/0). Equal to 1 if the measure is about a specific deviation or
anomaly in terms of excess temperature

Rainfall levels (1/0). Equal to 1 if the regression includes levels of rainfall
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Rainfall deviations (1/0). Equal to 1 if the regression includes rainfall deviations

Rainfall anomalies (1/0). Equal to 1 if the regression includes rainfall anomalies

Rainfall variability (1/0). Equal to 1 if the regression includes measures of rainfall
variability

Signed (shortage) (1/0). Equal to 1 if the measure is about a specific deviation or
anomaly in terms of rain shortage

Soil moisture (1/0). Equal to 1 if the regression includes a measure of soil moisture

Short-run measures

Natural disasters (1/0). Equal to 1 if the regression includes a measure of sudden
change

Aggregate count (1/0). Equal to 1 if the measure captures the aggregate number of
disasters within a period of time

Intensity (1/0). Equal to 1 if the measure captures the intensity of the
disaster, such as the number of casualties

Duration (1/0). Equal to 1 if the measure captures the duration of the disaster
(e.g., number of days the drought lasted)

Extreme temperature (1/0). Equal to 1 if the regression includes a measure of extreme
temperature (e.g., number of days above 33 degrees)

Extreme precipitation (1/0). Equal to 1 if the regression includes a measure of extreme
precipitation

Floods (1/0). Equal to 1 if the regression includes floods as a specific variable

Hurricane/storm (1/0). Equal to 1 if the regression includes hurricanes or storms as a
specific variable

Drought (1/0). Equal to 1 if the regression includes drought as a specific
variable

Dependent variable

Direct measure (1/0). Equal to 1 if mobility is directly observed

Flows (1/0). Equal to 1 if the dependent variable is migration flow

Rate (1/0). Equal to 1 if the dependent variable is migration rate

Other (1/0). Equal to 1 if the dependent variable is another measure
(e.g., crop yields or urbanization)

Estimation strategy

Panel (1/0). Equal to 1 if the model uses panel techniques

Poisson (1/0). Equal to 1 if the estimation is done with Poisson or negative
Binomial technique

OLS or SOLS (1/0). Equal to 1 if the estimation is done with OLS or SOLS

IV (1/0). Equal to 1 if the regression uses instrumental variable
techniques (one case of Heckman selection model)

Multinomial model (1/0). Equal to 1 if the regression uses a multinomial model

Channels

Theory based (1/0). Equal to 1 it the specification is derived from a theoretical
model (e.g., The gravity model)
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Economic channel (1/0). Equal to 1 if the regression tries to capture the economic
channel of climate change

Agriculture channel (1/0). Equal to 1 if the regression tries to capture the agriculture
channel of climate change

Other channel (1/0). Equal to 1 if the regression tries to capture any other specific
channel of climate change

Type of mobility

International (1/0). Equal to 1 for internal migration

Internal (1/0). Equal to 1 for internal migration

Local (1/0). Equal to 1 for local migration

Data and sample

Developing countries (1/0). Equal to 1 if the countries of origin are mainly developing
countries

Frequency Frequency of observations in years

Cross country (1/0). Equal to 1 for cross country regression

Household (1/0). Equal to 1 for micro data with households as units of
observation

Individual (1/0). Equal to 1 for micro data with individuals as units of
observation

Survey (1/0). Equal to 1 for survey data

Starting time First year included in the sample

Time span Number of years in the sample

Corridor (1/0). Equal to 1 if mobility in a specific movement corridor

Dyadic (1/0). Equal to 1 if the data are dyadic

Paper characteristics

Paper number Unique identifier of the paper

Title The title of the paper

Author 1 Name of first author

Author 2 Name of second author

Author 3 Name of third author

Published (1/0). Equal to one if the paper is published

Name of journal If published, the name of the journal

Impact factor If published, the impact factor of the journal

Citations Number of citations. Source: Google Scholar

Average h-index Averageh-index of authorswhohave an h-index. Source: Google Scholar

Max h-index Maximum h-index of all authors. Source: Google Scholar

Year Year of publication

Cite this article: Beine M, Jeusette L (2021). A meta-analysis of the literature on climate change and
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