Probability in the Engineering and Informational Scienc#&3 1999 121-125 Printed in the US.A.

ON THE STEADY-STATE
DISTRIBUTION OF NUMBER
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Discrete-time queues are frequently used in telecommunication netWdrkspa-

per proposes a new method which is based only on probabilistic arguritetes

rives the distributions of numbers of customers in the discrete-time systems/Geom
G/1 and GeoniG/1/M. Though the derivation does notinvolve use of the transfprms
the transforms may be obtainetidesired Another advantage of this is that the
numerical results obtained are stable as there are no negative signs involved in
summationsFurther the method can be easily used to solve more complex prob-
lems in discrete- and continuous-time queues

1. INTRODUCTION

In recent yearddiscrete-time queues have gained importance due to digitization of
signal processing devicamicrocomputer and computer networks discrete-time
gueueseventgarrivals or departurggre assumed to occur only around slot bound-
aries Besideswe need to specify the order in which the arrivals and departures take
place in case of simultaneitigssentiallythere are two case6) late arrival system
with delayed access afidl) early arrival systenfor more details on thjsee Hunter
[3]. In the present papgwe discuss casg).

Let the time axis be marked by & 24,...,mé,..., with fixed-length intervals
of magnitude’. For the sake of simplicitywe assumeé = 1. Consider the epocim
and assume that the arrivals occu(nim—, m) and departures itm, m+). The model
under discussion may also be viewed through a self-explanatory fiigel).
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FiGure 1. Various epochs in late arrival system with delayed ac¢ess-DA).

The model Geon'G/1 has been discussed by many authors who have used
different techniques such as imbedded Markov cH#wWC) and supplementary
variable For numerical workmethods such as roots and Fast Fourier Transform
(FFT) have been usefor example see Gouweleeuw and Tijni&], who use FFT
to compute state probabilities for the infinite—space bulk—arrival model Ggom
G/1. The purpose of this paper is to give another method which not only uses ele-
mentary probabilistic arguments but is elegavoids the use of roots or FFT for
numerical work and gives transform free resuli&ansform resultshowevey can
be obtainedif desired

In the queue Geoyts/1, it is assumed that arrivals are by a Bernoulli process
with mean ¥\, service—time distribution is general with probability mass function
(p.m.f.) b,, whereXs b, = 1 with by = 0; probability generating functioh(z) =
>% ,b,z" and mean service time= b (1) = ==, nh,, whereb®(1) is the de-
rivative of b(z) evaluated az = 1.

Let N, be the number of customers in the system at an epoehan epoch
before a potential arrivalvith P, = lim,,_,..,P(N,, = n), n = 1, as its steady-state
distribution We assume that the distributi¢R,} exists provided thagi = Ab < 1.In
this mode) the distributions such &8, P, = prearrival-epoch probability ane}’
= post-departure epoch probability are identi¢thbugh the latter two are condi-
tional distributions Whereas in Section 2 we consider only the derivation of the
sequencéP,} for GeonyG/1, in Section 3 we derivéP,} for GeonyG/1/M. Sec-
tions 4 5, and 6 deal with numerical aspect®ntinuous-time resultsand exten-
sions respectively
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2. DERIVATION OF THE DISTRIBUTION {P,} FOR Geom/G/1

Though the distributiofiP,} is independent of the queue discipljireour derivation

it is easier to visualize the situation if we assume that the queue discipline is last-
come first-served LCFYS). In steady statdet the random variabls represent num-

ber in system at an arbitrary epoch with distributiéh} given above an®(N >

0) = p.

Assuming that the system is busy at an arbitrary eptettR be the elapsed
service time of the customer in service at the arbitrary epoch under consideration
andN~ the number of customers in the system as seen by an arrival that is under-
going service atthe arbitrary epodthen the limiting pm.f. for R (sege.g., Chaudhry
and Templetol1]) is given by

P(R=j)={1—ibi]/b, j=o0. (2.1)

If A represents the number that arrive duriRghen

o
Ms

P(A=j|R=kP(R=k)

=
Il

0

%i(i-())\"(l—/\)“{l—ébi}, o=j=k (2.2)

k=]
Now the even{N = n};"_, being the union of two mutually exclusive evefiis> 0,
N~ =0,A=n—-21and{N>0,N"=r,A=n—-r},r=1, gives

PIN=n=P(N>0,N =0A=n—-1)+ > P(N>0ON =r,A=n—r)
r=1
= P(N>O)[P(N=O,A=n—1|N>O)

n
+2P(N=r,A:n—r|N>0)}, n=1.
r=1

Since the two events iR(-) within bracketq - ] are conditionally independent con-
ditioned on the fact that the server is busy &@ndP,, are identicalwe have the
distribution

Pi=p <P0kn1 + 2 R knr>’ n=1 (2.3)
r=1

wherek, is given by Eq(2.2).
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Equation(2.3) gives the desired transform-free reslfltve wish to find a trans-
form of Eq (2.3), viz. P(z) = 272, P, z", it is obtained as follows

P(2) =Py = P[PoZk(Z) +2> 2P kan”]
n=1r=1

= p[Pozk(z) + DD P knrz“}
n=rr=1

= p[Pozk(2) + (P(2) — Po)k(2)]. (2.4)
Solving forP(z) we finally get

_ (1-p)(1=2)b(Az+1-2)
P@ = baz+1-AN)—-2z (.5)

wherek(z) being the transform df; given in Eq (2.2) is given by

11-b(Az+1-A)
p 1-z '

k(z) = X kzi =
i=0
Equation(2.5) is the standard form given in several bogkee e.g., Takagi[4]).

3. DERIVATION OF THE DISTRIBUTION {P,} FOR Geom/G/1/M

The chief aim of this paper was to get the sequefi®¢g for the infinite-space
model GeoniG/1 easily as these probabilities are difficult to obta@dnce they are
known the sequencgP, s *for the finite-space model Gegi/1/M can be easily
obtainedIn fact, this model has been discussed by several aufleays[4]). Herg
we give the results for the sake of completeness

First, note that since the post-departure probabiliffes} for the infinite-space
system GeonG/1 are the same as the random epoch probabilittes sequence
{P 15! can be obtained by truncating the sequefRe}l%’ (Eq. (2.3)) and is given
by

n
o =p<Po+kn_1+ > Prkn_,), l=n=M-1
r=1

AssumingPg = 1, we solve the above equation and then normalize the results to get
the sequencP; 15 . Once the sequend®; } *is known the sequencéP,}t
can be obtained using the following relations

P,=(1—-PyPs, o=n=M-1
and

p(1—Py)=1—-P,.
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Using these equatiopene can get

1
p+Pg

PM:]'_

Now, the first equation together with the last equation leads to the final results
These relations are given in several plaéesexample[4]. From this we not only

get the blocking probabilityy,, but also the whole sequen¢B,}y . Besidesthe
results are good for any.

4. COMPUTATIONS

For computational purposese rewrite Eq(2.3) as

P.=p <PO n— 1+2Pkn r)/(1 pKo), n=1 (4.1)

Equation(4.1) along with(2.2) can be solved recursivelyhe order of the complex-

ity of k; andP, is O(M?) andO( jM ), respectivelywhereM is the maximum size of

the service-time distributiarSince all the terms involved in the calculations are
nonnegativethe numerical results obtained are stable though they are not being
presented here

5. CONTINUOUS-TIME RESULTS

Using appropriate limitsve can get results corresponding to E@sl) and(2.2) or
directly corresponding to E@2.5), for the continuous-time model KG/1.

6. EXTENSIONS

The method used here can be applied to discuss the distributions of numbers in
system in other queues such as discrete- and continuous-time bulk-arrival queues
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