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It is common to interpret rejections of the unit-root null hypothesis in favor of a trend
stationary process with possible trend breaks as evidence that the data are better
characterized as stationary about a broken trend. This interpretation is valid only if the
model postulated under the alternative hypothesis is the only plausible alternative to the
model postulated under the null. We argue that there are economically plausible models
that are not well captured under either the null hypothesis or the alternative hypothesis of
these tests. We show that applied researchers who ignore this possibility are likely to
reject the unit-root null with high probability in favor of a trend stationary process with
possible breaks. Our evidence shows that this potential pitfall is both economically
relevant and quantitatively important. We explore the extent to which applied users may
mitigate inferential errors by using finite-sample and bootstrap critical values.
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1. INTRODUCTION

It is common practice in time-series analysis of economic data to test the null
hypothesis of a unit root against the alternative of trend stationarity with one or
more possible breaks in the trend function. (Table 1 lists several examples).

When applied to long-run annual time series, such as the data used by Nelson
and Plosser (1982), the null hypothesis is frequently rejected [e.g., Perron (1989,
1992, 1997); Zivot and Andrews (1992), Lumsdaine and Papell (1997)]. Users
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TABLE 1. Applications of unit-root tests against trend-break alternatives

Application Examples

Nelson–Plosser data Perron (1989, 1991), Rappoport and Reichlin (1989),
Zivot and Andrews (1992), Lumsdaine and Papell (1997),
Nuñes et al. (1997), Perron (1997)

Tariff rates Sadorsky (1994)
Real exchange rates Edison and Fisher (1991), Perron and Vogelsang (1992a),

Culver and Papell (1995), Jorion and Sweeney (1996)
Net exports Husted (1992)
Income inequality Carlino and Mills (1993), Raj and Slottje (1994), Loewy and

Papell (1996)
Commodity prices Perron (1990), Trivedi (1995)
Interest rates Perron (1990), Duck (1992), Perron and Vogelsang (1992b),

Evans and Lewis (1995), Clemente et al. (1998)
Unemployment rates Perron (1990), Perron and Vogelsang (1992b),

Papell et al. (2000)
Price level Balke and Fomby (1991), Duck (1992)
Inflation Evans and Lewis (1995), Culver and Papell (1997)
Money Duck (1992)
Velocity of money Serletis (1995)
U.S. postwar output Perron (1989), Balke and Fomby (1991), Pischke (1991),

Christiano (1992), Zivot and Andrews (1992)
U.S. long-run output Banerjee et al. (1990), Balke and Fomby (1991)
International output Banerjee et al. (1992), Perron (1992), Raj (1992), De Haan

and Zelhorst (1993), Alba and Papell (1995), Ben-David and
Papell (1995,1998), Bradley and Jansen (1995), Zelhorst and
De Haan (1995),Cheung and Chinn (1996), Perron (1997),
Ben-David et al. (1999).

typically interpret these rejections as evidence that the data are well characterized
as stationary about a broken trend. For example, Perron (1989, p. 1362) con-
cludes from his study of twentieth century U.S. data “that most macroeconomic
time series are not characterized by the presence of a unit root and that fluctua-
tions are indeed transitory” once allowance for a possible one-time trend break is
made.1

The implicit assumption underlying this interpretation is that the model postu-
lated under the alternative hypothesis is the only plausible alternative to the model
postulated under the unit-root null.2 In this paper, we argue that this assumption
is often questionable. For example, samples of U.S. data covering the 1930’s and
1940’s include the Great Depression and World War II. Economists widely agree
that both events had very large transitory effects on aggregate economic activity.
However, neither the null hypothesis nor the alternative hypothesis of unit-root
tests allows for these types of very large transitory movements in the data. We
conjecture that researchers following the conventional interpretation of these tests
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will therefore tend to incorrectly associate the transitory dynamics from one or
both of these events with a permanent change in the deterministic trend function.
This possibility is consistent with the fact that many estimated trend break dates
in the data coincide with either the Great Depression or World War II.

The goal of this paper is to analyze formally how likely applied researchers
are to mistake transitory dynamics from the Great Depression and World War II
as trend breaks if they follow the tradition established by Perron (1989, 1997).
We conduct a Monte Carlo study of the rejection rates of the widely used Zivot–
Andrews (1992) test, which allows for trend-break alternatives. In our Monte Carlo
experiment, we generate data from a simple statistical model of U.S. real output
that includes transitory fluctuations from the Depression and World War II as well
as a random-walk component. We test the null hypothesis of a unit root against
the alternative of trend stationarity with a possible one-time break in the trend
function.

Our main finding is that large transitory fluctuations, such as those arising from
wars or depressions, can lead to high rejection rates of the unit-root null, despite
the presence of a random-walk component. For commonly used sample sizes,
we observe rejection rates as high as 67% for the nominal 10% test based on
asymptotic critical values. Because of the poor performance of the asymptotic
test, we also analyze the performance of finite-sample critical values of the type
recently proposed by Perron (1997). These tests are less likely to reject the null,
but still may have rejection rates as high as 50% for a 10% test. Finally, we study
the performance of bootstrap critical values. Although the bootstrap test is much
less likely than the other tests to reject the unit-root null, it still is biased in favor
of rejecting the unit-root null in the presence of large transitory fluctuations with
rejection rates of up to 22%.

Our results also raise questions about the conventional interpretation that esti-
mated break dates “yield interesting conclusions about the identification of major
economic events that had a permanent effect on the levels of economic activity”
[Perron (1992, p. 144)]. The major economic events in our Monte Carlo study by
construction have no permanent effects on output, yet casual interpretations of the
test results routinely seem to suggest otherwise.

Our analysis is related to recent work by Murray and Nelson (2000), who ex-
plore the sensitivity of unit-root test results to a variety of departures from con-
ventional assumptions. Whereas their work focuses on the economic plausibility
of the cyclical component estimated from the trend-stationary model, we focus
on the economic plausibility of a permanent break in the trend function. Another
important distinction is that Murray and Nelson propose to reduce the possibility
of spurious rejections of the unit-root null by discarding the long-run annual output
data altogether and working with quarterly postwar data instead. In contrast, we
focus on the use of bootstrap critical values to reduce the probability of spurious
rejections of the unit-root null.

The remainder of the paper is organized as follows: Section 2 provides the
motivation for our choice of data generating process (DGP) and places our analysis
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into the context of the literature. Section 3 reviews the methodology of unit-root
tests against trend-break alternatives. Section 4 describes our statistical model.
Section 5 describes the simulation design. Section 6 presents the findings of the
Monte Carlo analysis. Section 7 concludes.

2. CHOICE OF DGP

Economists widely agree that there were large transitory changes in output during
the Great Depression and World War II. This is because the large changes in output
during these episodes theoretically are easy to reconcile with temporary shocks,
but are difficult to reconcile with permanent shocks. Figure 1 plots the log of
real per-capita output over the 1869–1993 interval. The substantial fluctuations in
output during the Great Depression and World War II are clearly seen in the figure.
We describe these two episodes, and the shocks assumed to be important for these
periods, below.

During the Depression, real per-capita output fell about 30% between 1929 and
1933. Many economists, including Friedman and Schwartz (1963) and Lucas and
Rapping (1969), view the Depression as a temporary response to a very large,
temporary decline in the money stock. The stock of currency and demand deposits
(M1) fell over 30% between 1929 and 1933. After 1933, both the money stock and

FIGURE 1. U.S. per-capita GNP series (1869–1993). Source: Diebold and Senhadji (1996).
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output began to recover. This pattern is consistent with the predictions of monetary
business-cycle theory: Temporary changes in the money stock lead to temporary
changes in economic activity. The main mechanism through which money shocks
can have large temporary effects on economic activity is through intertemporal
substitution. This is true whether the nonneutrality of money is due to imperfect
price or wage adjustment or imperfect information [see Lucas (1972), Bordo et al.
(2000), Chari et al. (2000)].

Intertemporal substitution also plays an important role in accounting for changes
in U.S. output during the 1940’s. During World War II, real per-capita GNP grew
41%. Most economists agree that this large increase was due to the enormous
rise in temporary government purchases brought about by the war effort. Between
1940 and 1944, government purchases rose 232%. After the war, government pur-
chases fell by 49%. Standard neoclassical theory predicts that temporary changes
in government purchases can lead to a large, but temporary, increase in eco-
nomic activity through intertemporal substitution. For example, Ohanian (1997)
shows that, with temporary increases in government purchases, a neoclassical
growth model can account for the large increase in output during World War II.
The same channel of intertemporal substitution has been emphasized by Barro
(1981).

Since intertemporal substitution is a key factor in the quantitative analyses of
these two episodes, it is interesting to note that this mechanism is not operative
for shocks that are perceived to have permanent effects. Thus, one would not
expect the effects of permanent shocks on output to be as large or as rapid as for a
transitory shock. For these reasons, economists have concluded that a substantial
fraction of the movements in output during these two episodes must have been
transitory.

In our Monte Carlo analysis, we develop a simple reduced-form model of an-
nual U.S. per-capita GNP that captures the view that there were large transitory
fluctuations in output during World War II and the Great Depression. We develop
the model for the 1909–1970 period considered by Nelson and Plosser (1982) and
later extend it to a longer sample. Our model generates time series as the sum of
a latent random walk with drift and occasional large transitory movements driven
by a regime-switching process. By construction, this process has a unit root but
does not include any trend breaks. For expository purposes, we abstract from any
permanent effects from the Great Depression and World War II, as well as other
wars (World War I, the Korean War, and the Vietnam War). This simplification
reflects our focus on the implications of large transitory dynamics for interpreting
the results of unit-root tests against trend-break alternatives.

Other authors have argued that tests for unit roots in general may be sensitive
to the presence of transitory components in the DGP. Most prominently, Schwert
(1987, 1989) shows that standard ADF tests reject the unit-root null too often if
the true model is an ARIMA(0,1,1) model with an MA coefficient close to −1. In
practice, this warning has led researchers to investigate the possible presence of
a large negative MA coefficient in growth rates. Since the growth rates of many
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macroeconomic series do not have MA(1) coefficients near −1, however, many
researchers have dismissed the notion that transitory dynamics in their data can
interfere with statistical inference.3 We demonstrate that this dismissal can be a
serious mistake. The unobserved-components model that we postulate as our DGP
is substantially different from Schwert’s linear ARIMA(0,1,1) model and can result
in severe inference problems not foreseen by Schwert. The problem we study
cannot be identified with the diagnostics that work for Schwert’s problem, and
procedures that result in correct inference in his model do not in ours [see Kilian
and Ohanian (1998) for details]. Indeed, our results indicate that fundamental
changes are needed in the application and interpretation of unit-root tests against
trend-break alternatives.

Our approach is also related to, but distinct from, the work of Franses and
Haldrup (1994), who show that adjacent outliers (or temporary-change outliers)
may bias unit-root tests in favor of the trend-stationary alternative (without breaks).
There are four main differences: First, we view the transitory fluctuations as an
endogenous response of the underlying time-series process to economic shocks
rather than an exogenous and extraneous influence to be removed from the analysis
(such as the effect of a strike or a change in the definition of a price series). Second,
Franses and Haldrup establish the existence of a bias arising from transitory dy-
namics, but they do not investigate its quantitative importance for the rejection
rates of the widely used ADF test. Third, we show that this bias has important
implications for the interpretation of unit-root tests against trend-break alterna-
tives that few applied researchers appear to be aware of. Fourth, we provide new
evidence about the extent to which finite-sample and bootstrap critical values may
mitigate size distortions of the Zivot–Andrews test in the standard random-walk
model and about the extent to which they may protect against spurious rejections
due to transitory dynamics.

3. UNIT-ROOT TESTS AGAINST TREND-BREAK ALTERNATIVES

Many methodologies exist for unit-root tests against trend-break alternatives.4

The early literature, for example, Perron (1989), assumed that the breakpoints are
exogenously determined on the basis of economic theory before inspecting the
data. Today, most researchers favor the assumption that the breakpoints must be
estimated endogenously [see Perron (1997) for further discussion]. In this paper,
we follow that convention and focus on the sequential breakpoint selection tests
developed by Zivot and Andrews (1992). These tests are popular in applied work.5

They are also similar to the methodology used by Banerjee et al. (1992) and
Perron (1997). We study three versions of the Zivot–Andrews test that consider
the same null hypothesis of a unit root, but differ in the type of structural break
considered under the alternative. All tests assume a one-time break under the
alternative at date TB. We let DUt = 1(t > T B) and DTt = (t − T B) 1(t > T B),
where t = 1, . . . , T and 1(·) is the indicator function. Following Zivot and Andrews
(1992), the regression models are
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Model A : �yt = µ + βt + θDUt + αyt−1 +
k∑

i=1

ci�yt−i + εt ,

Model B : �yt = µ + βt + γ DTt + αyt−1 +
k∑

i=1

ci�yt−i + εt ,

Model C : �yt = µ + βt + θDUt + γDTt + αyt−1 +
k∑

i=1

ci�yt−i + εt ,

where {yt }T
t=1 denotes the time series of interest. We follow Zivot and Andrews

(1992) in determining the number of augmented lags k by Perron’s (1989) sequen-
tial t-value procedure, starting with kmax = 8 [also see Ng and Perron (1995)]. We
test H0: α = 0 against the one-sided alternative. Since the breakpoint is assumed to
be unknown, the Dickey–Fuller statistic is defined as the infimum of the sequence
of the Dickey–Fuller statistics over all possible breakpoints, not including the end-
points of the sample. The asymptotic critical values for tα are taken from Zivot
and Andrews (1992). They also propose a small-sample extension of their test that
involves resampling the ADF statistic under the null by fitting an ARIMA(p, 1, q)
model to the data. The bootstrap critical values of that test can be read from
the empirical distribution of tα . Perron (1997) proposes simulating finite-sample
critical values that allow for lag-order uncertainty under the null hypothesis of a
random-walk model. We will consider all three types of critical values in Section 6.

4. AN UNOBSERVED-COMPONENTS MODEL WITH OCCASIONAL
TRANSITORY FLUCTUATIONS

Here we describe the statistical model that underlies our simulation study. Large
transitory responses in output to temporary government spending shocks or to
monetary shocks arise naturally in dynamic equilibrium models [see Ohanian
(1997)]. In principle, we could base the DGP on a dynamic optimizing macroe-
conomic model with regime switching in the decision-rule coefficients. However,
for tractability and simplicity, we focus on a univariate reduced-form time-series
model that captures these same features. We focus on the annual U.S. per-capita
output series of Nelson and Plosser (1982) for the 1909–1970 period because it has
been analyzed by a number of authors and because output is central to a number
of macroeconomic questions.

We treat World War II and the Great Depression as random events that occur
with positive probability along the sample path. In the model, wars and depressions
follow two independent Markov chains modeled after World War II and the Great
Depression. We specify the Markov chains in detail later in this section. We assume
that wars and depressions have only transitory effects. Let s1t denote the state
underlying the war variable w and s2t the state underlying the depression variable d.
The variables ws1t and ds2t measure the transitory effects on output of World War II
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and the Great Depression, respectively. These variables take on nonzero values if
the respective underlying state is activated, and zero values otherwise.

We assume that real per-capita output (yt ) follows a process that is the sum of a
latent random walk with drift (zt ) and the two state-dependent transitory compo-
nents ws1t and ds2t . The specification of our model differs in important ways from
standard outlier models in that the effects of wars and depressions, by construction,
are not permanent and in that the random walk is not directly observable:

yt = zt + ws1t + ds2t

zt = µ + zt−1 + εt
(1)

s1t = �ws1t−1 + vt

s2t = �ds2t−1 + ut

where εt ∼ NID(0, σ 2
ε ), vt , and ut are martingale difference sequences, and �w

and �d are the transition probability matrices associated with sit , i = 1, 2 [see
Hamilton (1994)]. Lowercase letters denote natural logs.

We define the states s1t underlying the transitory component ws1t so that wars
in the model will have the same duration as World War II in the U.S. data. For
the purpose of this model, the World War II period is assumed to last six years,
corresponding to the years 1941–1946 in the U.S. data. We include 1946 in the
war period because we are interested in the transitory effects of the war on the
level of economic activity. In 1946, immediately after the war, government expen-
ditures and output fell dramatically. For expositional purposes, we discount the
possibility of longer-lasting effects. We define the primitive states s∗

1t ∈ {W, P},
corresponding to whether a particular year t is a war year or a peace year. By
dividing the 62 observations of the Nelson–Plosser output series into overlapping
blocks of six consecutive annual observations, we can completely characterize the
Nelson–Plosser data by 12 states s1t , each consisting of six consecutive annual
observations. For example, the six-year period from 1938 to 1943 is given by {P ,
P , P , W , W , W }, and the period for 1939 through 1944 is given by {P , P , W , W ,
W , W }.

The states s2t underlying ds2t are constructed in a similar fashion so that de-
pressions in the model will have the same duration as the Great Depression in the
U.S. data. For the purpose of the model, we assume that the Great Depression
lasts five years, corresponding to the years 1929–1933 in the U.S. data. We define
s∗

2t ∈ {D, N }, corresponding to whether a particular year t is a depression year or
a normal year. We then define 10 states s2t , each consisting of five consecutive
annual observations, such that these states completely characterize the observed
U.S. data. Based on the Nelson–Plosser data, we determine the empirical transition
probabilities as shown in Table 2. The resulting transition probability matrix �w

in terms of the states s1t and s1t+1 is shown in Figure 2.
Similarly, we summarize the empirical transition probabilities from s2t to s2t+1

in the matrix �d . Our model is the simplest DGP that generates wars of the
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TABLE 2. Empirical transition probabilities from s1t to s1t+1, conditional on the
last six states s∗

1t

s1t s∗
1t s∗

1t−1 s∗
1t−2 s∗

1t−3 s∗
1t−4 s∗

1t−5 s2t s∗
2t s∗

2t−1 s∗
2t−2 s∗

2t−3 s∗
2t−4

1 W W W W W W 1 D D D D D
2 P W W W W W 2 N D D D D
3 P P W W W W 3 N N D D D
4 P P P W W W 4 N N N D D
5 P P P P W W 5 N N N N D
6 P P P P P W 6 N N N N N
7 P P P P P P 7 D N N N N
8 W P P P P P 8 D D N N N
9 W W P P P P 9 D D D N N

10 W W W P P P 10 D D D D N
11 W W W W P P
12 W W W W W P

same duration as World War II and depressions of the same duration as the Great
Depression.

5. SIMULATION DESIGN

We consider three alternative DGPs for the Monte Carlo analysis. Our benchmark
model is a simple random walk with drift (DGP1):

yt = µ + yt−1 + εt . (2)

This model contains no transitory components, and all shocks (εt ) have permanent
effects. Without loss of generality, we set the drift µ equal to µ̂ where µ̂ = 0.0164
is obtained by regressing the first-differenced logged Nelson–Plosser data on a
constant. The corresponding estimated residual standard error is 0.0653. However,
the presence of measurement error, in particular for the pre-1929 period, and the
possible presence of large transitory fluctuations during World War II and the Great
Depression suggest that this estimate is considerably inflated.6 We therefore base
σε on the residual standard error of the same regression for annual postwar data.
That estimate is σ̂ε = 0.024.7

DGP2 is based on model (1). This reflects our concern that, in small samples,
large transitory movements, ws1t and ds2t , may resemble trend breaks, leading
conventional trend-break tests to overreject the null of a unit root. For exposi-
tory purposes, we approximate the transitory variation in output over the Great
Depression (1929–1933) and World War II (1941–1946) by the excess growth
relative to the drift over the periods 1929–1933 (for the Great Depression)
and 1941–1946 (for World War II). That is, ds2t = 1(s∗

2t = D)(�yt − µ̂) and ws1t =
1(s∗

1t = W )(�yt − µ̂). We set µ = 0.0164, σε = 0.024, ds2t = {0.0370, −0.1311,

−0.1048, −0.1833, −0.0410} for s∗
2t = D, and ws1t = {0.1228, 0.0941, 0.0937,
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FIGURE 2. Markov-switching models for wars and depressions.

0.0411, −0.0448, −0.1544} for s∗
1t = W , with �w and �d as given in Section 4.

Note that the number, sequencing, and timing of wars and depressions in DGP2 is
completely unrestricted.

By allowing for multiple wars and depressions in the Markov chain, the data
generated by DGP2 are likely to exhibit fewer apparent one-time trend breaks than
the U.S. data. We therefore also considered a third DGP that resembles DGP2
except that we exogenously impose the number of Great Depressions and World
Wars and their timing. There are exactly one war and one depression in each Monte
Carlo trial of DGP3, and the depression and the war occur on the same dates as in
the U.S. data. Only the random-walk component varies across trials.

6. SIMULATION RESULTS FOR THE ZIVOT–ANDREWS TEST

Our Monte Carlo analysis examines two sample sizes. The first set of results in
Table 3 is based on a sample size of 62 observations (the same sample size as the
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TABLE 3. Rejection rates of nominal 10% ADF tests for T = 62a

Critical values

H1 DGPb Asymptotic Finite-sample Bootstrap

No-break model 1 18.7 9.8 9.7
2 42.4 32.5 17.8
3 54.3 35.1 18.6

Model A 1 23.4 10.9 9.3
2 53.7 35.8 19.0
3 54.2 33.2 17.6

Model B 1 34.9 9.3 8.2
2 59.1 28.1 15.4
3 53.8 16.8 8.2

Model C 1 28.9 10.6 9.7
2 60.0 35.0 19.6
3 66.5 34.6 22.4

aBased on 1,000 Monte Carlo trials.
bDGP1: Random-walk with drift. DGP2: Sum of random walk with drift and two transitory components driven by
independent Markov chains for world wars and for depressions. DGP3: Like DGP2 with the additional restrictions
that there are exactly one world war and one depression in the sample period, and the depression and the war occur
on the same dates as in the U.S. data.
Sources: The asymptotic critical values for the no-break model are from Hamilton (1994). The asymptotic critical
values for the other models are from Zivot and Andrews (1992). The finite-sample critical values for all four models
are based on ADF regressions [see Perron (1997)]. All bootstrap critical values were calculated on the basis of ARIMA
approximation suggested by Zivot and Andrews (1992).

original Nelson–Plosser data). Although this sample size may appear low, some
studies use the asymptotic Zivot–Andrews test for samples as small as 44 annual
observations [Raj and Slottje (1994)] or 27 annual observations [Alba and Papell
(1995)]. However, since other studies use larger sample sizes, we also repeated
the analysis with 124 observations. This sample size is larger than most used
in the literature—among all the studies we survey, only three use more annual
observations.8 The results for T = 124 are in Table 4. All results are based on
common random numbers and 1,000 Monte Carlo trials. We present rejection
rates based on three types of critical values:

• asymptotic critical values provided by Zivot and Andrews (1992),
• finite-sample critical values of the type provided by Perron (1997),
• bootstrap critical values based on the ARIMA specification suggested by

Zivot and Andrews (1992).

6.1. Test Performance Based on Asymptotic and Finite-Sample
Critical Values

Before analyzing ADF tests against alternative hypotheses with possible breaks in
the trend function, we first consider the test against the simple no-break alternative.
We first evaluate the behavior of the test based on asymptotic critical values.
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TABLE 4. Rejection rates of nominal 10% ADF tests for T = 124

Critical values

H1 DGP Asymptotic Finite-sample Bootstrap

No-break model 1 12.9 8.8 8.1
2 29.4 25.3 10.8
3 30.1 24.0 15.7

Model A 1 15.4 10.1 9.7
2 49.2 42.7 17.3
3 43.3 31.9 20.2

Model B 1 23.4 11.1 10.1
2 52.4 40.8 17.5
3 46.2 27.8 16.5

Model C 1 18.7 10.9 9.1
2 58.7 49.6 20.0
3 47.7 33.6 19.8

Source: See Table 3.

Clearly, the asymptotic test suffers from severe size distortions, as evidenced by
the rejection rate of about 19% for DGP1 (pure random-walk DGP) in Table 3. In
addition, we find substantial bias for DGP2 and DGP3 (rejection rates of between
42 and 54%, respectively) for the asymptotic test.

The existence of size distortions raises the question of whether a test based
on finite-sample critical values can perform better. To address this question, we
present results based on finite-sample critical values of the type proposed by Perron
(1997). While the finite-sample critical values control successfully for size (see the
results for DGP1), we find rejection rates of between 33% and 35% for DGP2 and
DGP3. This finding illustrates that the ability of the ADF test to reject the unit root
in long-run per-capita GNP data may not provide conclusive evidence against the
unit root. A similar point has recently been made by Murray and Nelson (2000).
These results for the simple no-break alternative provide a quantitative comple-
ment to recent theoretical work by Franses and Haldrup (1994) who show that
additive outliers in a random walk with drift can lead to the wrong impression that
the series is trend stationary.9 Although the DGPs that we consider differ from the
one studied by Franses and Haldrup, our results show that this type of problem
can be quantitatively important for ADF tests against the no-break alternative.

We now turn to the main goal of our paper and study the performance of ADF
tests that allow for a one-time trend break under the alternative. In short, we find
that substantial biases also exist for these tests. Column 1 of Table 3 shows that
the test based on the widely used asymptotic critical values of Zivot and Andrews
(1992) reject the unit-root null as often as 54–67% of the time. For the finite-
sample statistic, we follow the general procedure of Perron (1997) to generate
10% finite-sample critical values based on 5,000 Monte Carlo trials.10 Column 2 of
Table 3 shows that the ADF test based on finite-sample critical values successfully
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controls size for all three trend-break models. However, for DGP2 and DGP3,
rejection rates range from 17% to 36%.

The important implication of these findings is that applied users following the
tradition of Perron (1989, 1997) would routinely conclude that the data from DGP2
and DGP3 are better characterized as a trend-stationary process with a one-time
break, rather than an integrated process. Consequently, these users would tend
to use the wrong statistical model for testing other hypotheses about these data,
and may mistake the importance of permanent shocks and transitory shocks in
accounting for fluctuations in these data.

It can be shown that these problems are not just an artifact of the small sample
size. Table 4 presents the results for T = 124. We find that the rejection rates of the
asymptotic test decline with increasing sample size, but only slowly. Moreover,
in many cases, the rejection rates based on finite-sample critical values increase
substantially, reflecting the convergence of asymptotic and finite-sample critical
values. This result is to be expected because the limit distribution under the null for
DGP1 differs from those for DGP2 and DGP3, and we know the standard critical
values to be incorrect in the limit [see Franses and Haldrup (1994)].

6.2. Can Bootstrapping Eliminate the Test Bias?

The fundamental problem with using the asymptotic and finite-sample critical val-
ues is that critical values that are compiled under the pure random-walk hypothesis
are inappropriate in the presence of the additional transitory dynamics in DGP2
and DGP3. A natural conjecture is that a bootstrap approach that explicitly models
the nuisance parameters may result in more accurate inference. Bootstrap critical
values have rarely been used in practice because they can be computationally ex-
pensive, but are likely to play a more important role, as computing power becomes
cheaper.11 Our bootstrap procedure closely follows that of Zivot and Andrews
(1992).12 For each of the Monte Carlo trials, we fit an ARIMA model under the
null and calculate the bootstrap critical values based on 1,000 bootstrap replica-
tions of the Zivot–Andrews ADF test statistic.13 The last column in Tables 3 and
4 shows that bootstrapping reduces the test bias but does not eliminate it. Like
finite-sample critical values, bootstrap critical values all but eliminate the problem
of size distortions in the pure random-walk case (DGP1). However, unlike finite-
sample critical values, they also greatly reduce the rejection rates under DGP2
and DGP3. For example, for T = 62, the bootstrap test lowers rejection rates to, at
most, 22% (down from 36% for the finite-sample critical values and 67% for the
asymptotic critical values). For T = 124, it reduces rejection rates to, at most, 20%
(down from 50% for the finite-sample critical values and 59% for the asymptotic
critical values). However, even the bootstrap test fails to eliminate the test bias
completely. In fact, there is not much evidence that the rejection rates fall as the
sample size is doubled, and in some cases they increase. The failure of theboot-
strap to completely eliminate the size distortions indicates that these dynamics are
difficult to capture by conventional ARIMA models.14
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7. SUMMARY AND CONCLUSION

Using a quantitatively plausible model, we show that occasional, large changes
in economic activity, such as those that occurred during the Great Depression
and World War II, can lead researchers to reject the null hypothesis of difference
stationarity with high probability, despite the presence of a unit root. Our evi-
dence suggests that rejections of the unit-root hypothesis for samples covering the
1930’s and 1940’s in the United States [e.g., Perron (1989), (1992), (1997), Zivot
and Andrews (1992), Lumsdaine and Papell (1997)] may not be very informative
and raises questions about whether the U.S. data are well characterized as trend
stationary, once allowance for a possible trend break is made.

These results do not reflect a shortcoming of the Zivot–Andrews test (or of related
tests), but rather a shortcoming in the interpretation of the test results. Unless the
model under the null and under the alternative reasonably comprise all relevant
states of the world, a rejection of the null hypothesis does not imply the acceptance
of the alternative hypothesis. We showed that the common interpretation of the
Zivot–Andrews test as providing evidence of trend breaks fails precisely when the
DGP departs from the assumptions of Zivot and Andrews (1992).15

We conjecture that excessive rejection rates resulting from transitory shocks are
not just confined to samples covering the 1930’s and 1940’s in the United States,
but may also occur in other samples where there are occasional, large fluctuations
in economic activity. For example, the rebuilding of the capital stock after World
War II in many European countries and in Japan is likely to have induced large
transitory dynamics in the postwar period.

The main goal of this paper was (1) to make applied users aware of this pitfall in
interpreting unit-root tests; (2) to show that large, occasional fluctuations can have
quantitatively important consequences for statistical inference and model selection
for economic time series; and (3) to provide recommendations to applied users for
dealing with this potential problem.

How can applied users guard against spurious rejections of the unit-root null due
to these types of large transitory shocks? The fundamental problem is that critical
values compiled under the random-walk null hypothesis are invalid in this case,
even asymptotically. Franses and Haldrup (1994) have argued that, in principle,
the asymptotic and finite-sample critical values can be adjusted to account for
the presence of temporary outliers. Unfortunately, implementing this approach
requires that the researcher know the underlying DGP. In the absence of this
knowledge, this proposal is not operational. When the underlying DGP is unknown,
an alternative to the Franses–Haldrup approach is the bootstrap. We explored the
extent to which bootstrapping based on ARIMA models may capture transitory
components added to the random-walk model. Our results suggest that the use of
bootstrap critical values is essential in reducing spurious rejections of the unit-
root hypothesis. Although bootstrap critical values tend to be considerably more
accurate than asymptotic and finite-sample critical values, they do not completely
eliminate the problem.
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We conclude that a purely statistical analysis of the trend properties of economic
time series is not sufficient. Instead, we recommend that applied researchers should
first assess whether there are important events in the sample that could have led
to large, transitory fluctuations, such as the Great Depression or World War II.
Moreover, we recommend that bootstrap, rather than asymptotic or finite-sample,
critical values be used to test the null of difference stationarity. These two changes in
the application of unit-root tests can be important in preventing spurious rejections
of the null hypothesis.

The current paper used bootstrap inference to overcome the limitations of asymp-
totic inference. An alternative approach would have been to compare the models
of interest from a Bayesian perspective. Given the potential sensitivity of the
Bayesian approach to the choice of priors, a systematic study along these lines
clearly is beyond the scope of the current paper. Future work in this area would be
an interesting complement to our paper.

NOTES

1. Similar interpretations for this and other series can be found in Banerjee et al. (1992, pp. 279,
282), Christiano (1992, p. 249), Lumsdaine and Papell (1997, pp. 212, 214–215, 218), Perron (1997,
pp. 355–356), Rappoport and Reichlin (1989, p. 176), Zivot and Andrews (1992, pp. 251, 258, 267).
Some authors, notably Banerjee et al. 1992, (p. 283), have cautioned against overly literal interpretations
of rejections of the unit-root null in favor of trend stationarity with possible breaks, whereas others are
less reserved in their judgment.

2. Without this assumption, a rejection of the unit-root null cannot be interpreted as evidence in
favor of the alternative of trend stationarity with possible breaks.

3. A widespread view in applied work is that adding additional autoregressive lags effectively
mitigates size distortions arising from MA roots [e.g., see Raj (1992) and De Haan and Zelhorst (1993)].

4. See Perron (1989, 1990, 1991), Rappoport and Reichlin (1989), Banerjee et al. (1990), Balke
and Fomby (1991), Perron and Vogelsang (1992a,b; 1993a,b; 1995), Park and Sung (1994), Stock
(1994), Bradley and Jansen (1995), Maddala and Kim (1996), Montañes (1997), Clemente et al.
(1998), Leybourne et al. (1998), Montañes and Reyes (1998), Nuñes et al. (1997), Vogelsang and
Perron (1998).

5. See, for example, Raj (1992), Raj and Slottje (1994), Sadorsky (1994), and Serletis (1995). The
Zivot–Andrews tests also have recently been extended by Lumsdaine and Papell (1997) to allow for
multiple trend breaks.

6. The effects of measurement error in the prewar data are discussed by Romer (1989), who argues
that, after adjustment for data construction and collection methods, the variability of pre- and postwar
fluctuations is fairly similar.

7. We also verify that the random-walk model with drift is an adequate representation of U.S. per-
capita real GNP in the postwar period. For the first five coefficients of the autocorrelation function of
the first-differenced data, we cannot reject the null that the autocorrelations were zero at conventional
significance levels.

8. While our analysis is based on annual data, some studies analyze postwar data with as many
as 160 quarterly observations or monthly data with close to 400 observations. However, in practice,
power considerations dictate the use of the data with the longest time span, and postwar quarterly or
monthly data are currently available for a span shorter than 50 years, even shorter than our sample of
62 annual observations. For a similar argument, see Perron (1992).

9. Franses and Haldrup (1994) propose to adjust the critical values to account for the presence of
temporary change under the null. They derive asymptotic and finite-sample critical values. However,
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their results depend critically on knowledge of the unknown DGP and are not operational in the absence
of this knowledge.

10. Note that the critical values reported by Perron (1997) do not apply to Model C and, in general,
are specific to his choice of sample size and lag order bounds. We therefore generated critical samples
that are fully consistent with our assumptions.

11. Of all the studies in our survey that use endogenous breakpoint selection tests, only Christiano
(1992), Zivot and Andrews (1992), Sadorsky (1994), and Lumsdaine and Papell (1997) bootstrapped
the test statistic.

12. It has not been established whether this particular bootstrap algorithm is asymptotically valid
for DGP2 and DGP3, but since this bootstrap algorithm has been used in the literature, examining its
performance under our assumptions is obviously of interest.

13. Zivot and Andrews (1992) allow a maximum order of five for p and q in selecting the best-fitting
ARIMA(p, 1, q) model. In contrast, we impose a maximum order of three for both p and q because
of computational considerations.

14. In addition to this basic analysis, we have examined the sensitivity of the results to a number
of modifications, including modifications of our DGP to consider the effects of pretesting, changes in
sample size, and alterations in the magnitude, timing, and sequencing of the transitory dynamics. The
basic results are not sensitive to any of these effects. Details are not shown to conserve space.

15. It may be tempting to test for the presence of trend breaks directly. For example, Vogelsang
(1997) proposed a test of the null of no break in the trend polynomial against the alternatives of a
one-time break of unknown form that may be used even if the order of integration of the true process
is unknown. However, this test does not help us in determining whether the data should be treated as
I(0) or as I(1), conditional on rejecting or not rejecting a trend break, nor is the test designed to account
for transitory effects of the type considered in this paper.
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