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This paper studies the asymptotic behaviour as o := u(0) 1 oo of the first zero R(«)
of the radially symmetric solution of the semilinear equation

—Au=|uf*Tu+h

in R™, n > 1, where h > 0 and 3 > 1. We establish that R(a) = O(a~(B=1)/2) if
n=1,2orn >3 and 8 < (n+2)/(n — 2), and conjecture that liminfn— o0 R(cx) > 0
ifn>3and B> (n+2)/(n—2).

1. Introduction

This paper ascertains how fast the unique solution of the Cauchy problem

n—1

W' (r) = e[ ()| () + 1), >0,
$(0) =, ¥'(0) =0,

71/}11 (r) _

reaches its first zero, where
neN, n>=1, B,ceR, pB>1,¢>0, (1.2)

and a > 0is an arbitrary non-negative real number. This problem arises in a natural
way by analysing the radially symmetric solutions of

—Au = |ul’"tu+h,

with A > 0 arbitrary and u(0) > 0. Indeed, if ¥(r) stands for any of these solutions,
the rescaled function
wlr) = )

satisfies (1.1) with
c=hB-1/8 o = h~YPw(0).

As g > 1, for every a > 0, (1.1) has a unique (maximal) solution to the right of
r = 0, denoted by

Pi=P(r,a) = P(r).
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According to lemma 2.1, for every o > 0 there exists R(a) > 0 such that
PY(R(a),a) =0 and '(r,a) <0 Vr e (0, R(a)]. (1.3)

The main result of this paper provides us with the exact behaviour of R(«) as
a T oo. It can be stated precisely as follows.

THEOREM 1.1. Suppose that n € {1,2}, or that

n+2

> . 1.4
n>=3 and B< — (1.4)
Then,
R(a) = 0(a=PV/%) 45 a1t oco. (1.5)
More precisely,
lim (a#~V/2R(a)) = /o, (1.6)

aToo

where xo > 0 is the lowest positive zero of the (unique) regular solution of

2zu” (z) + nu' () = —Selu(z)|”tu(z), x>0,

(1.7)
u(0) = 1.

Thus, R(«) | 0 as a 1 oo, which is genuine superlinear behaviour. Rather strik-
ingly, this behaviour seems to fail when n > 3 if 8 > (n+2)/(n — 2). Actually, in
such a case, we conjecture that

liminf R(a) > 0. (1.8)

a—r 00
Theorem 1.1 should have a number of applications in analysing the rapid oscilla-
tory behaviour of the regular solutions of a wide class of superlinear boundary-value
problems. Though this rapid oscillatory behaviour has been used to show the exis-
tence of an arbitrarily large number of periodic solutions for a wide class of nonlinear
Hill equations (see, for example, [1]), and to establish some multiplicity results of
large nodal and positive solutions in some classes of superlinear indefinite prob-
lems (see, for example, [3,4]), this seems to be the first paper where the oscillatory
behaviour of the solutions is measured.

The rest of this paper consists of the proof of theorem 1.1 and it is structured as
follows. Section 2 contains some important preliminary results and it reduces the
proof of theorem 1.1 to the proof of the existence of a positive zero for the solution
of (1.7) through theorem 2.3. Section 3 proves theorem 2.3 in cases n € {1,2} and
n > 3 with 8 < n/(n — 2). Finally, §4 completes the proof of theorem 2.3 when
n > 3 and
n+2
n—2

n
— < <
n—2 B

The nature of the proof is substantially different in each of these cases.
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2. Preliminaries

The next result establishes the existence of R(«).

LEMMA 2.1. For every a > 0, there exists R(«) > 0 satisfying (1.3). Moreover,
lim R(a) =
lim R (o)

Proof. For each r > 0, we have that

—(r" M () = e (W ()P () + 1),
Thus, integrating in (0,r), we find that

) = e [ P + 1 ds
== [ s s - S

0

and hence
P(r) = _C/T ; 7l_1|¢(8)|ﬁ_1¢(8) ds— <7 (2.1

0 \r n '

According to (2.1), ¥'(r) < 0 for all » > 0 such that ¢ > 0 in [0, 7], because
, c
Y'(r) < —ﬁr < 0.

Moreover, integrating this inequality, we obtain that

Yir)<a-— irz,
and therefore there exists
2
R(a) < y/ ==
c
such that
P(R(a),a) =0 and ¢'(r,a) <0 Vr e (0,R(a)].

This concludes the proof. O

The next result provides us with the regularity of R(«) with respect to a.

LEMMA 2.2. For every a = 0 the identity

a—c/ Q)/ () wﬂsa)dsdr+—R2() (2.2)

holds. Consequently, R € C*[0,00).

Proof. Integrating (2.1) in (0, p), it becomes apparent that

Y(p, ) = (0, ) —c//() wﬁsa)dsdr—?p
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for all p € (0, R(«)]. Since
Y(R(a),a) =0 and (0,0) = o,

(2.2) follows, by particularizing the previous identity at p = R(«).
Subsequently, we consider the function

H: (0,00) x (0,00) = R
defined through

r n—1
Hap=e [ [ (2) el vsadsars £ -

As, thanks to the Peano differentiation theorem (see, for example, [2]), ¢ is a C!-
function of o, H must be a C!-function of («, p) such that

H(a,R(a)) =0 forall a >0,
by (2.2). Moreover,

n—1

for all p € (0, R(«)]. Thus, the fact that R(a) is of class C! follows as an easy
application of the implicit function theorem to H. O
Throughout the rest of this paper, for every a > 0, we consider
p=w(s,a) =¢(s), 520,
the function defined through
U(r,a) = ap(@® 1 a), r>0, a>0. (2.3)

Then,

V(1) = ap! (&P~ 1) 2raP L,

V" (r) = ap” (@71 ) (2raP 1) 4 ap! (@1 ) 20871

Thus, substituting these identities in (1.1) and setting

yields
" B—1\2 / p—-1 _ 8 ps—1
a@(x)(2ra” )" + nag'(2)207 7" = —c(a”|p(x)|" p(x) + 1)
for all > 0 and o > 0. As dividing this identity by 20° gives
2r2a”7 10" (2) + ng (2) = —5e(lp(@)|" p(2) +a7P),
it becomes apparent that

20" (x) + n' (x) = —5e(lp(@)|” o) +a~7) (2.5)
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for all z > 0 and « > 0. Moreover,
»(0,a) =1 for all & > 0, (2.6)

and, setting
zo(a) = o’ 1R*(a), a >0, (2.7)
it is easily seen that (1.3) implies that

o(zo(a)) =0 and ¢'(z) <0 for all z € (0, zo(c)]. (2.8)

Throughout this paper, we consider the limiting problem as « T co of the Cauchy
problem (2.5), (2.6), which is given by (1.7). Our proof of theorem 1.1 is based on
the following result.

THEOREM 2.3. Suppose that n € {1,2}, or else that (1.4) holds. There then exists
xo such that the (unique) regular solution of (1.7) satisfies u(x) > 0 for all x €
[0,20) and u(zg) = 0. Moreover, the reqular solution of (1.7) satisfies u(x) > 0 for
all x >0 if
n+2
n—2

Sections 3 and 4 consist of the proof of theorem 2.3. To end this section we will
use theorem 2.3 to complete the proof of theorem 1.1.

n>=3 and (>

2.1. Proof of theorem 1.1

Suppose that either n € {1,2}, or (1.4) holds. Then, by theorem 2.3, the solution
of (1.7) admits a positive zero. Suppose that u(z) > 0 for all z € [0,20) and
u(xo) = 0. Then, by the uniqueness of the underlying Cauchy problem, necessarily,

ul(xO) < Oa

as u'(xg) = u(xg) = 0 implies that w = 0. Moreover, according to the Peano
differentiation theorem, for sufficiently small € > 0,

liTm o(ha)=u

uniformly in [0, z¢ + €], where u is the regular solution of (1.7). Consequently, for
sufficiently large o > 0, there exists x, ~ ¢ such that

O(Xo,a) =0, p(z,a) >0 forall x € [0,2,)

and
lim z, = xo.
aToo
As
Y >0 in[0,R(a)) and 0=19(R(a),a)=ap(a® 1R*(a),a),
necessarily,

APIR* () = 24,
and therefore
lim (a«®~Y/2R(a)) = lim VZa = \/T0, (2.9)
oo

aToo

which ends the proof of theorem 1.1.
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3. Proof of theorem 2.3 when n =1,2 orn >3 and 8 < n/(n — 2)

Throughout this section no special restrictions will be imposed on the values of
n > 1 and @ > 1, unless strictly necessary. This observation is extremely important,
as some of our findings here will be used in the next section to prove the theorem
in the general case.
The proof of the theorem will proceed by contradiction. Suppose the solution
of (1.7) does not admit a positive zero. By (1.7),
c

! —_— e —
u'(0) = 2n<0,

and hence u/(z) < 0 for sufficiently small 2z > 0. Suppose there exists z; > 0 such
that
uw'(r) <0 forall z€[0,71) and u'(x1)=0.

Then, u(z1) > 0, as u(z1) = v/(z1) = 0 implies that v = 0, and we find from (1.7)
that
2010 (21) = 2210 (21) + nu (1) = —2cu’ (1) < 0.

Hence, uv”(x1) < 0, which is impossible. Consequently,

uw(z) >0 and u'(z) <0 forall z>0. (3.1)

In particular, u(z) is globally defined in [0, c0). Also, differentiating with respect
to z, we find from (1.7) that

20" (z) 4 220" (z) + nu'’ () = —3cBu’ () (), (3.2)
and therefore 5
mey . © ’
u”’(0) = 2(2+n)u(0)>0.

Suppose that there exists o > 0 such that
u'(x) >0 forallz€[0,z2) and u”(z2)=0.
Then, necessarily, u"’(z2) < 0. But, owing to (3.1) and (3.2), we find that
200" (22) = —LeBu’ (@) (22) > 0
and, hence, u"’(z3) > 0, which is impossible. Consequently,
u(z) >0, v(r)<0 and u’(z)>0 forallz>0. (3.3)
Note that (3.3) holds for every n > 1 and § > 1. According to (3.3), the limit
L:= qlqlTIg u(z) 20

is well defined. Moreover, as u’ < 0 increases, because u” > 0, we also have that

L:=limu'(z) <0

zToo

is well defined.
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u(x)

—_

X

Figure 1. The profile of u when u™"(0) = 0.

Suppose that L < 0. Then, u'(z) < L <0 for all z > 0, and, hence,
u(z) <u(0) 4+ Lr =14 Lz, x>0,

which implies that u(Z) = 0 for some & < —L~' and contradicts our assumption

that v does not admit a positive zero. Thus, L = 0.
Now, suppose that L > 0. Then, letting « 1 oo in (1.7), it becomes apparent that

lim (2zu” (z)) = —n lim ' (z) — 3¢ lim vf(z) = —nL — %cLﬂ = —%cLﬁ <0,
zToo zToo zToo
which implies that v” (z) < 0 for sufficiently large z and contradicts (3.3). Therefore,
(3.4)

lim u(z) = lim u/(z) = 0.
zToo zToo

Figure 1 shows the profile of u(x) when it does not admit a positive zero, in the

general case whenn > 1 and 8 > 1.
Note that, due to (1.7) and (3.4), we also have that

lim (zu” (z)) = 0.

xToo
Subsequently, we write the differential equation of (1.7) in the form
22/ (z) + (n — 2)u(z)] = —teu’(z), z>0. (3.5)
Then, u solves (1.7) if and only if it solves the integral equation
2zu/(z) + (n — 2u(x) =n — 2 — E/ u?, x>0. (3.6)
0
As the function
c /”” 3
T—=Hn—2—-— U
2 Jo
is decreasing, the limit
(3.7)
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is well defined. Moreover, letting 1 co in (3.6), we find from (3.4) that
=d

liTm (zu(z)) = liTm (zu/(z) + u(z)) = liTm (zu'(z)) = d. (3.8)
Suppose that d = —co. Then,
/ u’ =00 and liTm (zu(z))’ = —occ.
0 oo

In particular, there exists 1 > 0 such that
(zu(z)) < =1 Vo > 1.
Thus, integrating this inequality in (x1, ), we find that
zu(z) < xiu(zy) — (x —x1) Vo =z
or, equivalently,
T T
u(z) < —u(z) -1+ — Vo>
x x
Consequently, letting x T oo in this inequality shows that

lim u(z) < —1,

zToo

which is impossible by (3.4). Therefore, d € R. Actually, d = 0. Indeed, according
to (3.8), for every € > 0 there exists . > 0 such that

d—e < (zu(z)) <d+e Vo> ..
Thus, integrating in [z., 2] gives that
(d—e)(x —x) < zu(x) —zeu(z:) < (d+e)(x —x) Vo> ..

Consequently, dividing these inequalities by * > z. > 0 and letting « 1 oo, it
becomes apparent that

d—e<limu(x)=0<d+e

zToo
for all € > 0 and, therefore, d = 0. Equivalently,

/OOO W= 22 (3.9)

Cc

Obviously, due to (3.3) and (3.9), we must have that n > 3. Consequently, when
n € {1,2}, there must exist xg > 0 such that

u(z) >0 Vrel0,xz) and wu(zg)=0.

Moreover, u'(xg) < 0, because u(zg) = u'(x9) = 0 implies that u = 0, by the
uniqueness of solution for the associated Cauchy problem, which is impossible.
This ends the proof of theorem 2.3 in this case.

Subsequently, we will assume that n > 3 and that u(z) > 0 for all z > 0.
According to (3.3), we have that

nu'(x) < 2zu” (2) + nu'(z) = —%cuﬁ(x)
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for all x > 0, and hence

d w1 (z) c
- v _ .8 / _ =
py—c u P (x)u'(x) < o Vo > 0.
As B > 1, we have that —3+ 1 < 0 and so
(W (@) > 76(52; D veso.

Consequently, integrating in [0, z] shows that

u P () —1> “s-1)

x
2n
for all z > 0. Therefore,
1 2n
B=1(p) < -1
S -k (-1
and, hence,
9 1/(6-1)

Subsequently, we introduce the new variable v(x) defined by
u(z) =z~ "D/ 2(z), x> 0. (3.11)
Then, substituting (3.11) in (3.6), we obtain that

n—2-— g/:uﬁ =2z (z) + (n — 2)u(x)

=2 (—71;293_(”_2)/2_111(15) + x_(”_Q)/Qv’(a:)>

+ (n —2)2= =22y ()
_ 21'_(n_2)/2+1’l}/($)

for all # > 0. On the other hand, according to (3.3) and (3.9), we have that

c [* c [
2/0u 2/0u n—2,

and hence it follows from the previous identity that
v'(x) >0 Vz>0. (3.12)
Moreover, differentiating it with respect to z, it becomes apparent that
2z~ (D2 (1)) = —LeuP(a) = —Lea P D2 () Vo > 0. (3.13)
Also, owing to (3.11) and (3.10), we have that
v(z) = 2" () < ( = )1/(5_1)33(%2)/2_1/(5_1) (3.14)
o(B-1)

for all x > 0.
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Now, besides n > 3, suppose that

3.15
f<—, (3.15)
or, equivalently, that
n—2 1 <0

2 /-1
Then, (3.14) implies that

lim v(z) =0,

zToo

which contradicts (3.12). Therefore, much like in the case n € {1,2}, under (3.15),
u(z) must have a positive zero, which completes the proof of theorem 2.3 in the
case of (3.15).

Finally, we consider the more delicate case when n > 3 and

8=

Then, (3.14) provides us with the estimate

n

n—2

()2 m 1/(B-1)
v(x) =2\ u(x) < | ——— , x>0,
=20 < (575

and, hence, by (3.12), the limit
¢ = lim v(z) = lim (z"~2/2y(z)) > 0 (3.16)

atoo atoo
is well defined. Moreover, (3.13) can equivalently be written as
2z (z)) = —%cxfn/zv’@(x) Vo > 0. (3.17)
Due to (3.16), for every € > 0 there exists z. > 0 such that
E’B—egvﬁ(x) <P te Vo>,
Consequently, substituting the lower estimate in (3.17) shows that
2(z4/2 (2)) < —%c(ﬁﬁ —e)z 2 >

Let & > y > x. be arbitrary. Integrating in [y, ], we find that

x(47n)/2v/(x) _ y(47n)/2,0/(y) < _E(Eﬂ _ E)/ an/2 ds
Yy

c
_ m -(n=2)/2 _ , —(n=2)/2y
sy () y 272

Thus,
c

(4=n)/2, 10\ < o (4=1)/2, 7
0<z v(z) <y v(y)+72(n_2)

(0 — 5)(x—(n—2)/2 _ y—(n—2)/2)

and, letting x 1 0o, it becomes apparent that

P —¢)
B e Y IR Cilinl) BV S
0<y v'(y) 2 =2)" s Y=
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Equivalently,
B8 _
/ c(ﬁ 5) -1
Z o 2
v'(y) sV 0 VT
and integrating this inequality yields that
c(lP —¢) Y

v(y) —v(ze) 2 2n—2) log .

for all y > x.. Letting y T co shows that

lim v(y) = oo,
yToo

which contradicts (3.16). This contradiction completes the proof of theorem 2.3 if
n>3and 8 < n/(n—2).

4. Proof of theorem 2.3 when n >3 and n/(n —2) < 8 <
(n+2)/(n—2)

Throughout this section we assume that

n

>3, . 4.1
n B> (4.1)
The next result then holds; the proof, being straightforward, will be omitted.
LEMMA 4.1. Suppose (4.1) holds. Then, the function us defined by

us(z) = wz™ VBN >0, (4.2)
where L/(6-1)

W= 2n-2p-n (4.3)

- \e (B-1)? ’ '
provides us with a singular positive solution of
200 (z) + nu' (z) = —3eu(z), x> 0. (4.4)

Actually, the singular solution us exists if and only if (4.1) holds.

Due to lemma 4.1, it is natural to introduce the auxiliary function v(z) defined
by

u(z) =z~ VB V), z>0, (4.5)

where u(x) is the unique regular solution of (1.7). As «(0) = 1, necessarily v(0) = 0.

However, this does not necessarily imply that «(0) = 1. Substituting (4.5) into (4.4),

rearranging terms and multiplying the resulting identity by %/(5=1 yields

4 (n—2)8—n

222" () + (n— ):w’ T)—
W+ 5=1) @ T

which is a semilinear Euler equation. Consequently, to study (4.6) it is natural to
perform the change of variable

x:=e, w(t) :=v(x). (4.7)

v(z) = —gvﬁ(m), (4.6)
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5
3@
1
x
Figure 2. The profile of us(x).
Then,
w(—o00) = v(0) =0,
_dw _ d?w

w(t) == E(t) = zv'(z), w(t) == W(t) = 220" () +i(t),
220" (x) = W (t) — ()

and, substituting these identities in (4.6) and rearranging terms, it becomes appar-
ent that

2i(t) + <n o 64_1>w(t) _ (W - gwﬁl(t)>w(t) (4.8)

for all ¢ € R. Besides zero, the value of w given by (4.3) provides us with an equi-

librium of (4.8). Actually, these are the unique equilibria of (4.8). Multiplying (4.8)
by w(t), we find that

i(wz _ (n27ﬁ22ﬂ172 LN ; ﬁj— : wﬁ+1) _ (n _o_ ﬁll—l)wz(t) (4.9)
( ) ( )

for all ¢ € R. Consequently, the dynamics of (4.4) should depend on the size of the
parameter 8 > n/(n —2) > 1.
Suppose that 5 equals the critical Sobolev exponent, i.e. that

g—nt2 (4.10)

n—2

Then, (4.9) reduces to

d/. (n—2)8—n ¢ B
dt(wz 2 1) w2+2(ﬁ+1)w5+1>0 (4.11)

and, consequently, (4.8) provides us with a conservative system with potential
energy

c (n—=2)6—n
Pw) = ————w’t — 42
)= 3G+ 1) 20— 1)
Note that P’(w) = 0 if and only if w € {0,w}. Naturally, in the case of (4.10),
the system associated with (4.8) has the phase portrait sketched in figure 4.

w > 0. (4.12)
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P(w)

[ XS

Figure 3. The potential energy P(w).

0@

©

Figure 4. The phase portrait for 8 = (n + 2)/(n — 2).

As we are interested in the solutions w such that w(—o0) = 0, we should focus
our attention on the homoclinic orbit of the origin. As w leaves zero at t = —o0,
it increases, reaching its maximum value at the unique positive zero of P(w), and,
then, decreases, reaching zero as t 1 oo, in such a way that the profile of the

associated
v(z) =w(t), ==-¢,

looks like that in figure 5. Consequently, under condition (4.10), the solution of (1.7)
given through (4.5) crosses the singular solution

us(x) = wr~V/(B-1)

at two single points 0 < z1 < zg in such a way that u(z) < ug(x) if z < 1 or
x > xo, while u(z) > us(x) if 1 < < x9. In particular, u(z) > 0 for all z > 0, as
claimed by the second assertion of theorem 2.3.
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v(x)

0

x
Figure 5. The graph of v(z) for = (n+2)/(n —2).

Subsequently, we will assume that

n n+2
. 4.13
n—2< n—2 ( )

Then,
n—2- 1<,
8-1
and hence it follows from (4.9) that

d/. (n—2)—n c 3
dt(uﬂ— 25 - 1) w2+2(6+1)w +1)>0. (4.14)

Consequently, the total energy increases along the trajectories of the positive solu-
tions of (4.8). Note that, according to (3.10) and (4.5), it follows that

on  \W/B-D
v(z) = 2/ Vy(z) < <)> Vo > 0,

c(B—1
and hence
1/(B—1)
< Cy = < ) > w (415)
for all ¢ € R such that w(s) > 0 if s < ¢. Subsequently, we set
(n—2)8—n c.p
== >0,
f© =G e 58 €
and consider the first-order system associated to (4.8)
w =z,
1 4 (4.16)
S S
z 5 (n 5 1)2’ + f( ).

In terms of z = w, (4.8) reads as follows:

25(t) + <n oo ﬂ4_1> () = F(w(®).
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Hence, by the formula of variation of the constants, we obtain that

W(t) = exp (—; <n . 641) (t - t0)>w(to)
w3 o (=5 (02 75 ) 09 swtenas

for all ¢g,¢ € R such that w(s) > 0 if s < max{to,¢}. Consequently, by (4.15), it is
apparent that the solution (w(t), z(t)) cannot blow up within the set of times ¢ for
which w > 0 in (—o0, t]. Therefore, one of the following alternatives occurs:

(A) (w(t),z(t)) is globally defined in time and w(t) > 0 for all ¢t € R;

(B) there exists tp € R such that w(t) > 0 for all ¢ < ¢, and w(ty) = 0, as
illustrated by figure 6.

In order to prove theorem 2.3 we show that (B) occurs. The proof of this will proceed
by contradiction assuming that, instead of (B), (A) holds. The contradiction will
be reached by analysing the dynamics of (4.16).

The matrix of the linearization of (4.16) at the equilibrium (0, 0) is given by

0 1
Mo:={ (n-2p-n 1( 4 ) ;

—_9_ -
n -1

2(8—1)2 2

whose characteristic equation is

1 4 (n—2)—-n _
22+2(n—2—ﬂ_1)z— 217 =0.

As the characteristic roots are

[ 1 4 1 4V (n-2p8-n
2[_ 2(”_2‘ ﬁ—1> i\/4<”_2‘ 6—1> EERCEDEk
it follows from (4.13) that one of them is positive, while the other is negative. Thus,
(0,0) is a saddle point, by the Grobman-Hartman theorem (see [2], if necessary).
Note that, by construction, the unstable manifold of (0,0) is the trajectory of the
solution (w(t),w(t)), which will be denoted by I
Similarly, the matrix of the linearization of (4.16) at (w,0) is given by

M, = <0 1),
p

where

and
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by (4.13). Therefore, the characteristic values of M, are

(g £V + 4p).

Under (4.13), these roots always have positive real parts. Consequently, (w,0) is an
unstable focus if ¢? + 4p < 0, while it is an unstable node if ¢% + 4p > 0.
On the other hand, as the divergence of the planar vector field of (4.16) equals

(4.16) cannot admit a non-trivial periodic solution, or a homoclinic connection of
the origin, in the region w > 0, by the Bendixson negative criterion.

We claim that there exists ¢; > 0 such that z(¢) = w(t) > 0 for all ¢t < ¢; and
z(t1) = w(t1) = 0. Indeed, if w(t) > 0 for all ¢ € R, then w(¢t) must approximate
some value Ly € (0,Cy], by (4.15), and, in such a case,

limw(t) =L; and limw(t)=0.
tToo tToo

As (L1,0) must be an equilibrium, necessarily L1 = w and (w(t), z(t)) is a hete-
roclinic connection between (0,0) and (w,0), which contradicts the fact that (w,0)
must be either an unstable node or an unstable focus and proves the previous claim.
Note that, necessarily, w(t1) > w. Indeed, if w(t1) = w, then (w(t1), 2(¢1)) = (w,0),
and hence (w(t),z(t)) = (w,0) for all ¢, by uniqueness, which contradicts that
w(—o00) = 0. Thus, w(t;) # w. Moreover,

(w(t1), £(t1)) = (0, 5.f(w(t1)))

and Z(t;) < 0, because z(t) > 0 if t < t; and 2(¢1) = 0. Therefore, f(w(t1)) < 0
and, consequently, w(t1) > w. Moreover, since 2(t1) < 0, we find that

2(t) = i(t) <0 for t > ty, t ~ty.

Suppose that w(t) < 0 for all ¢ > t;. Then, again by monotonicity, there exists
Ly € {0,w} such that (w(t),w(t)) connects (0,0), at ¢ = —oo, with (Lz,0), at
t = oo. This is impossible, because (0,0) cannot admit a homoclinic connection
and (w, 0) is either an unstable node or an unstable focus. Therefore, there exists
to > t1 such that z(¢t) < 0 for all t € (¢1,t2) and z(t2) = w(t2) = 0. Arguing
as above, it is easy to see that w(ty) € (0,w) and, hence, I" must spiral around
(w,0). As (w,0) is a repeller, we find from the Poincaré—Bendixson theorem applied
to (4.16) that the w-limit set of I' is a non-trivial period orbit. But this is impos-
sible, because (4.16) cannot admit a non-trivial periodic solution. Consequently,
alternative (B) occurs. Figure 6 sketches the global behaviour of I'. Consequently,
the solution u(x) of (1.7) crosses the singular solution us(x) twice before reaching
0 at some z(, which completes the proof of the first claim of theorem 2.3.
Finally, suppose that
n+2
n—2"

n>3 and (>

Then,

4
—2——— >0
n ﬂ—1>
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=

r
/—\
0 ® IW
// Cy

Figure 6. The trajectory I" of (w,w).

Figure 7. The phase portrait for 8 > (n+ 2)/(n — 2).

and, hence, it follows from (4.9) that

d(., (n=2)-n , ¢ B+1
#(* - ) <

In particular, (4.8) is dissipative, and therefore the trajectory I' should exhibit
one of the following two behaviours. Either it spirals towards (w,0), as illustrated
by Figure 7, or it spirals towards a non-trivial periodic orbit surrounding (w, 0).
According to the Bendixson negative criterion, the second option cannot occur.

Therefore, the solution of (1.7) crosses the singular solution us(z) an infinite
number of times and remains positive for all x > 0. The proof of theorem 2.3 is
complete. Figure 8 shows the profile of the corresponding v(z).

REMARK 4.2. The fact that u(x) crosses the singular solution us(x) an infinite
number of times if n > 3 and 8 > (n+2)/(n — 2) is a really striking phenomenon,
for, as us provides us with a (singular) supersolution of (1.7) such that us(co0) = 0,
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v(x)

N

0

x
Figure 8. The graph of v(z) for 8 > (n+2)/(n — 2).

one might be tempted to infer that, consequently, u(z) < us(z) for all x > 0, which
is false.
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