
J. Fluid Mech. (2017), vol. 824, pp. 312–351. c© Cambridge University Press 2017
doi:10.1017/jfm.2017.344

312

Active control of transonic buffet flow

Chuanqiang Gao1, Weiwei Zhang1,†, Jiaqing Kou1, Yilang Liu1

and Zhengyin Ye1

1School of Aeronautics, Northwestern Polytechnical University, Xi’an 710072, China

(Received 31 July 2016; revised 6 May 2017; accepted 17 May 2017;
first published online 5 July 2017)

Transonic buffet is a phenomenon of aerodynamic instability with shock wave motions
which occurs at certain combinations of Mach number and mean angle of attack, and
which limits the aircraft flight envelope. The objective of this study is to develop
a modelling method for unstable flow with oscillating shock waves and moving
boundaries, and to perform model-based feedback control of the two-dimensional
buffet flow by means of trailing-edge flap oscillations. System identification based on
the ARX algorithm is first used to derive a linear model of the input–output dynamics
between the flap rotation (the control input) and the lift and pitching moment
coefficients (system outputs). The model features a pair of unstable complex-conjugate
poles at the characteristic buffet frequency. An appropriate reduced-order model
(ROM) with a lower dimension is further obtained by a balanced truncation method
that keeps the pair of unstable poles in the unstable subspace but truncates the
dynamics in the stable subspace. Based on this balanced ROM, two kinds of feedback
control are designed by pole assignment and linear quadratic methods respectively.
These independent designs, however, result in similar suboptimal static output
feedback control laws. When introduced in numerical simulations, they are both able
to completely suppress the buffet instability. Furthermore, the resulting controllers are
even able to stabilize buffet flows with nonlinear disturbances and in off-design flow
conditions, thus implying their robustness. The analysis of the feedback control laws
indicates that parameters (frequency and phase) corresponding to the ‘anti-resonance’
of the linear input–output model are vital for optimal control. The best performance is
obtained when the control operates close to the ‘anti-resonance’, which is supported
by the optimal frequency and the phase of the open-loop control as well as by the
optimal phase of the closed-loop control.

Key words: compressible flows, flow control, low-dimensional models

1. Introduction
Flow control aims to modify the dynamics of fluid flows in order to induce

and enforce desired behaviours, such as oscillation stabilization, drag reduction,
lift enhancement, and so on. Generally speaking, strategies to control unstable
flows are classified into passive control (with no energy input) and active control
(with an external source of energy). Passive control applies a small change to the
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original configuration. Active control, including the predefined open-loop type and
closed-loop type, has received considerable attention from the research community.
In closed-loop control, the feedback signal is measured in real time to automate
the actuation response. The last few decades have witnessed substantial progress in
computational tools, model reduction and control theories, which offer the potential
for the development of feedback control with huge payoffs (Kim & Bewley 2007;
Bagheri et al. 2009; Brunton & Noack 2015). The goals of this paper are twofold: the
first goal is to present an approach to develop linear reduced-order models (ROMs)
for unstable flow with oscillating shock waves and moving boundaries; the second is
to demonstrate this approach by developing linear model-based controllers to stabilize
the unsteadiness of a two-dimensional transonic buffet flow. The introduction will
be presented from two aspects, namely through reviews of modelling methods for
unstable flows and of control strategies for transonic buffet flows.

1.1. Reduced-order model for unstable flows
In numerical simulations, the problem of flow control, once discretized by compu-
tational fluid dynamics (CFD) techniques, results in a large-scale system, typically
O(105–8). Researchers need to first design a full-dimensional controller; its dimension
must then be reduced, because such a high-order controller is usually not of practical
interest for engineering applications. This process is referred to as ‘design-then-reduce’
(Semeraro et al. 2013; Carini, Pralits & Luchini 2015). However, many techniques
for controller design are limited to relatively low-dimensional systems ∼O(101),
while numerical discretization of CFD models invariably results in systems with very
large dimension. Therefore, it is a computational challenge to design a closed-loop
controller with full-dimensional CFD methods. A common approach to deal with this
challenge is to employ the ‘reduce-then-design’ methodology. First, a low-dimensional
model should be constructed, which can capture the essential features of the
original full-dimensional fluid system. Once the model is constructed, a low-order
controller can be developed using control theories, such as the pole assignment
method and linear quadratic (LQ) methods. The ‘reduce-then-design’ approach has
been successfully employed in many incompressible flow cases, such as bluff body
wake flow (Choi, Jeon & Kim 2008; Weller, Camarri & Iollo 2009; Akhtar et al.
2015; Flinois & Morgans 2016), cavity flow (Rowley, Williams & Colonius 2006;
Samimy et al. 2007; Hervé et al. 2012; Illingworth, Morgans & Rowley 2012), and
backward-facing step flow (Gautier & Aider 2014; Gautier et al. 2015). According to
these works, the procedure can be summarized as follows:

(i) introduce the full-dimensional system;
(ii) construct an ROM for the full-dimensional system;

(iii) design a low-order controller based on the ROM;
(iv) analyse the performance of the designed controller by testing it in CFD

simulations.

The key point in this procedure is to construct a linear ROM that can capture
the dominant dynamics of the fluid system but with relatively low-dimensional
order. Two dominant model reduction techniques that satisfy this requirement can be
classified from previous studies as the proper orthogonal decomposition (POD)-based
approach and system identification. The former is based on the Galerkin projection
of the Navier–Stokes equations onto a space spanned by a small number of POD
modes. This is often called a grey-box model (CFD is a white-box model), which
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describes relevant flow features by adjoint solvers. Modes from POD provide a way
to reconstruct the full flow field. This in turn facilitates the interpretation of the effect
of the controller on the flow and enables the use of full-state feedback algorithms.
These modes, however, often do not faithfully represent the dynamics of the system.
Rowley (2005) proposed the balanced POD (BPOD) to overcome this drawback by
adopting an approximate balanced truncation method. The BPOD method has been
successfully used in model reduction for incompressible flow and feedback control
(for instance, Siegel et al. 2008; Ahuja & Rowley 2010; Semeraro et al. 2011; Akhtar
et al. 2015). Although modes from POD/BPOD methods are helpful for understanding
the underlying physics of the flow, the adjoint solver is not only expensive but also
unavailable in experiments.

The second approach to obtain an ROM is system identification. In this case,
only information collected by sensors (outputs) and chosen actuators (inputs) is
used to identify the model, which does not require any a priori knowledge of the
governing equations. This kind of model constructed only from input–output data is
called a black-box model because it is opaque with respect to the underlying flow
structures. There are many techniques available to conduct the identification, such
as the subspace identification method, the eigensystem realization algorithm (ERA)
and the auto-regressive method (ARX). Their application will be briefly introduced
one by one. Subspace identification, with a more advanced mathematical framework,
has been successfully implemented in some flow control studies (for instance, Huang
& Kim 2008; Juillet, Schmid & Huerre 2013; Guzman, Sipp & Schmid 2014). The
ERA is based on the minimal realization theory, in which the identification relies on
impulse response measurements. By singular value decomposition, a balanced model
can be obtained directly from input–output data without any adjoint simulations.
Ma, Ahuja & Rowley (2011) have proved that ERA models are equivalent to those
obtained by BPOD. The ERA has attracted increasing attention in recent years and
has been subsequently used in model reduction for numerous incompressible flows
(e.g. Ma et al. 2011; Brunton, Dawson & Rowley 2014; Flinois & Morgans 2016).
Lastly, the ARX is also a commonly used method for system identification. Very
recently, it has been successfully used for modelling of unstable cylinder wake flows
(Zhang et al. 2015b).

However, the above model reduction methods all focus on incompressible flows.
For a flow with a strong discontinuity, such as a shock wave and its periodic motion
in transonic buffet flow, projection of the POD/BPOD method is difficult, and it fails
to predict the flow field from snapshots even if many more POD modes are used
(Li & Zhang 2016). To the best of the authors’ knowledge, subspace identification
and the ERA have not been successfully applied to transonic flow with an oscillating
shock wave and a moving boundary. By contrast, the ROM identified from the ARX
technique can correctly provide the input–output behaviour of the full system even
when the flow is characterized by an oscillating shock wave and a moving boundary
(Gao, Zhang & Ye 2016a; Gao et al. 2017). Therefore, models based on the ARX
have advantages in performing model-based feedback control of more complex
unstable flows. Although this kind of ROM lacks the physical interpretation that goes
with an underlying modal representation, it is often combined with a snapshot-based
method in practice, like POD (Hervé et al. 2012) or dynamic mode decomposition
(DMD). Dynamic mode decomposition has the advantage in analysing the coherent
structures of complex flows (Rowley et al. 2009; Schmid 2010; He, Wang & Pan
2013; Liu et al. 2016a; Kou & Zhang 2017a). In contrast to POD modes which
are ordered in terms of energy, modes from DMD are accompanied by temporal
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dynamics characterized by the corresponding mode eigenvalues, which can be used
to describe the underlying fluid physics. In this paper, the DMD method is used to
identify the coherent structures. An outline of the method based on the singular value
decomposition is presented in appendix A.

1.2. Control of transonic buffet flow
The modelling procedure is applied to the problem of transonic buffet flow on a
two-dimensional airfoil as a proof-of-concept study. The motivation for the choice
of this problem comes from the increasing interest in the shock wave/boundary
layer interaction in transonic flow, the control of which is also a challenging task in
aerospace science and engineering. Transonic buffet is a phenomenon of aerodynamic
instability at a certain combination of Mach number and mean angle of attack (Crouch
et al. 2009; Sartor, Mettot & Sipp 2015a; Sartor et al. 2015b). The strong buffet
unsteadiness, characterized by periodic low-frequency and large-amplitude shock
oscillations, results in lift and drag fluctuation which leads to structural fatigue of
the aircraft or launch vehicle (Lee 2001; Jacquin, Molton & Deck 2009; Piatak et al.
2015; Dandois 2016).

From Lee’s (2001) self-sustained model, the boundary layer and the trailing edge
play important roles in the buffet flow. The aim of most passive and active control
actuators is to change the boundary layer condition or the trailing-edge environment.
Passive control strategies include mechanical vortex generators (McCormick 1993;
Huang, Xiao & Liu 2012; Titchener & Babinsky 2013) and the shock control
bump (SCB) (Ogawa, Babinsky & Pätzold 2008; Eastwood & Jarrett 2012; Tian,
Liu & Li 2014), which aim to modify the boundary layer condition. Mechanical
vortex generators are located upstream of the shock wave and provide energy to the
boundary layer, thus reducing the flow separation and instability. The SCB has been
a well-investigated passive control strategy since the 1980s. It can delay the onset
of buffet and reduce drag in the designed flow condition with optimization of the
bump height and position. However, these passive controllers merely work in the
designed flow conditions, while in off-design flow conditions they may cause poor
aerodynamic performance (Eastwood & Jarrett 2012).

Examples of active control actuators include the trailing-edge deflector (TED)
(Caruana, Mignosi & Robitaillié 2003; Caruana, Mignosi & Corrège 2005), the
fluidic vortex generator (FVG) or the fluidic trailing-edge device (FTED) (Scholz
et al. 2008; Dandois et al. 2014) and the trailing-edge flap (Doerffer, Hirsch &
Dussauge 2011; Gao, Zhang & Ye 2016b). These actuators are suitable for both
open-loop and closed-loop control. In the open-loop configuration, they are driven
by the predetermined periodic blowing/suction or flapping. The FVG modifies the
boundary layer condition by adding momentum and kinetic energy to the turbulent
boundary layer. The FTED, TED and trailing-edge flap aim to affect the Kutta
condition by changing the shape of the trailing edge. However, these open-loop
control strategies fail to completely suppress buffet flow in most investigated cases.
Only a few researchers have explored closed-loop controls, such as Caruana et al.
(2005) with the TED and Dandois et al. (2014) with the FVG. Very recently, Gao
et al. (2016b) proposed a linear-delayed control law with a feedback signal of the
lift coefficient. This is a simple but valid closed-loop control strategy for transonic
buffet suppression. Buffet can be completely suppressed when the flap rotation has
an approximately 50◦ phase lead over the lift response, where the rotational flap
produces negative work on the buffet flow.
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However, the design of closed-loop control laws remains a challenge due to
the large dimension of the problem and the complex flow physics with oscillating
shock waves. Reported feedback controls (Caruana et al. 2005; Dandois et al. 2014;
Gao et al. 2016b) typically require research experience and a large number of
iterations /calculations in CFD, and hence the control laws are often not optimal. As
discussed in § 1.1, the underlying premise to overcome this challenge is to set up an
ROM that can accurately describe the dynamics of transonic buffet flow. To the best
of the authors’ knowledge, there has not been such a ROM so far, and consequently
there has been no model-based feedback control for transonic buffet flows. In this
study, we construct an input–output ROM by system identification (ARX) and display
the physical interpretation by DMD, which we hope can at least point out a direction
and provide techniques to address this challenge. Then, we design active control laws
and verify that they are able to suppress the unsteadiness of transonic buffet flows.

1.3. Layout of the paper
This paper is organized as follows. In § 2, after a brief description of the numerical
method used to simulate the transonic buffet flow, buffet onset and buffet loads
of a stationary NACA 0012 airfoil are calculated and DMD modes (coherent flow
structures) are analysed based on the calculated snapshots for the buffeting flow.
Section 3 describes how we build the input–output ROM for the unstable flow
with a shock wave and moving boundary using the system identification. The main
procedure contains three steps – training the system with external small-amplitude
inputs, identifying input and output data by the ARX model and eventually truncating
the stable subspace to get a balanced ROM. In § 4, three active control strategies
are presented to stabilize the buffet flow. First, we perform open-loop control based
on CFD simulations. Then, based on the balanced ROM, two separate closed-loop
control strategies with the static output feedback are designed by pole assignment and
LQ methods respectively. Furthermore, we discuss the robustness of the suboptimal
controller obtained by the LQ method to nonlinear disturbances and off-design buffet
flow conditions. Finally, by analysing the control laws, vital parameters for the
optimal feedback control are discussed. A summary of the discussion and results is
given in § 5.

2. Unsteady transonic buffet flow simulations
2.1. Numerical method

In this study, we perform numerical simulations using an in-house hybrid unstructured
CFD code which solves the unsteady Reynolds-averaged Navier–Stokes (URANS)
equations using a cell-centred finite volume approach. The integral form of the
two-dimensional compressible URANS equations with the S–A turbulence model
(Spalart & Allmaras 1992) can be written for a cell of volume Ω limited by a
surface Σ and with an outer normal vector n. The equation can be expressed as

∂

∂t

∫
Ω

W dΩ +
∮
Σ

E(W,Vgrid) · n dΣ −
∮
Σ

F(W) · n dΣ =
∫
Ω

H dΩ, (2.1)

where W is a five-component vector of the conservative variables W = [ρ ρu ρv
ρE ρν̃]T; ρ is the density; u, v are respectively the x-wise and y-wise components
of the velocity vector of the flow; E denotes the specific total energy; and ν̃ denotes
the working variable of the S–A turbulence model. Here, E, F and H are the inviscid
flux, viscous flux and source term respectively.
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X

Rotation axis

FIGURE 1. Flow and actuator set-up for the simulations. The actuator is a 15 %-chord-
length flap from the trailing edge. Here, β is the flap rotation angle. It is determined by
the control laws in the control process, while it is zero without control.

The spatial discretization and time integration of the turbulence model equation
and the mean flow equations are carried out in a loosely coupled way. The second-
order advection upstream splitting method (AUSM) scheme is used to evaluate the
inviscid flux with a reconstruction technique (Liu et al. 2016b). The viscous flux term
is discretized by the standard central scheme. In the turbulence model, the convective
term is discretized by the second-order AUSM scheme and the destruction term by
the second-order central scheme. For unsteady computations, the dual time stepping
method is used to solve the governing equations. At the sub-iteration, the fourth-stage
Runge–Kutta scheme is used with a local time stepping and residual smoothing for
acceleration of convergence. A no-slip wall boundary condition is applied to the airfoil
surface. Moreover, the far-field boundary is assigned with a non-reflective boundary
condition.

A moving boundary is involved in the control simulations due to the motion of the
trailing-edge flap. Thus, a grid deformation method must be used to match the grid
with the new airfoil position. The grid deformation scheme is based on the radial basis
function (RBF) interpolation method (Wang, Mian & Ye 2015). A compact Wendland
C2 function is chosen as the basis function.

2.2. Validation of the buffet flow
The transonic buffet flow over a NACA 0012 airfoil is used as a test case in this
study. The actuator is a 15 %-chord-length flap from the trailing edge, and its axis is
located at 85 % of the chord (figure 1). Here, α is the free-stream angle of attack and
β is the flap rotation angle. The computational domain around the airfoil is discretized
by a hybrid unstructured grid. The far field extends approximately 20 chords away
from the airfoil. There are 25 361 surface nodes and 40 layers of structured viscous
grids around the airfoil. The distance between the first layer and the wall in the
perpendicular direction is 5× 10−6 chords (y+∼ 1). The physical time step adopted is
2.94× 10−4 s (the non-dimensional one is 0.1).

We first calculate the transonic buffet flow on a stationary NACA 0012 airfoil
(without control). Figure 2 shows the comparison of the buffet onset boundary, in
which the circles represent the data from the experiment conducted by Doerffer
et al. (2011) and the solid line represents the computational results from the present
URANS method. As can be seen, the experimental data and URANS calculations
are in good agreement. At a Mach number of M = 0.70, the calculated buffet onset
angle is 4.80◦, which is very close to the 4.74◦ obtained from experiment. For other
validations, including convergence studies on the grid and time step, one can refer
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FIGURE 2. Comparison of the buffet onset boundary between the present calculation
and experiment.

to Gao et al. (2015) and Zhang et al. (2015a). The strongest buffet loads occur
at 5.5◦ with a Mach number of 0.70. Therefore, we choose the case of M = 0.70,
α = 5.5◦ and Reynolds number Re = 3 × 106 to perform open-loop and closed-loop
control. Figure 3 shows the time histories of the lift and pitching moment coefficients
at M = 0.70, α = 5.5◦ and Re = 3 × 106 initiated from the unstable steady flow.
Figure 4 shows the power spectrum densities (PSDs) of the lift coefficient and the
pitching moment coefficient. It can be seen that the buffet frequency is 0.2 in the
non-dimensional reduced frequency scale. The reduced buffet frequency is defined as
kb = πfbc/U∞, where fb is the buffet frequency, c is the chord length of the airfoil
and U∞ denotes the velocity of the free stream.

Because the transonic buffet flow exhibits periodic features, a DMD technique with
an improved criterion (Kou & Zhang 2017a) is used to extract the dominant frequency
information and coherent flow structures of the buffet flow. As shown in figure 3(a),
300 snapshots from t = 621 to t = 827 in the limit cycle state are recorded as the
sampling dataset for the DMD analysis. From previous studies (Schmid 2010; Kou
& Zhang 2017a), it is sufficiently accurate to illustrate the dynamics of an unstable
periodic flow using no more than 10 dominant modes. Therefore, we select the first
four dominant modes (all are conjugate modes except for the first one; thus, in total,
seven modes are selected) in the present study. All Ritz eigenvalues and the seven
selected dominant eigenvalues are shown in figure 5. The dashed line represents the
unit circle. We notice that the eigenvalues are located in the vicinity of this circle,
which is consistent with the snapshots taken from the fully developed limit cycle state.
The first four dominant global modes characterized by the pressure contours are shown
in figure 6, and the corresponding reduced frequencies and growth rates are shown
in table 1. We notice that both the growth rate and the frequency are zero for the
first mode. It is a static mode, close to the mean flow field. All of the other modes
reflect the oscillating features resulting from shock waves. From table 1, the growth
rates of these modes are also nearly zero because the snapshots are recorded from the
limit cycle state. We also note that the reduced frequency of mode 2 is 0.196, which
is equal to the buffet frequency from CFD simulation. The other mode frequencies
are two or three times the buffet frequency. Therefore, mode 2 is the most important
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FIGURE 3. (Colour online) Time histories of (a) lift and (b) pitching moment
coefficients at M = 0.70, α = 5.5◦ and Re= 3× 106.
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FIGURE 4. Power spectrum density analyses of aerodynamic responses at M= 0.70, α=
5.5◦ and Re= 3× 106 for (a) the lift coefficient and (b) the pitching moment coefficient.

Mode Growth rate Reduced frequency

1 0 0
2 3.75× 10−6 0.196
3 3.86× 10−5 0.393
4 1.20× 10−6 0.588

TABLE 1. Growth rates and reduced frequencies of the dominant DMD modes.

coherent global mode for the present buffet flow, which should be focused on to
address the most relevant changes in the flow field and physical mechanisms under
the control action.
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FIGURE 5. (Colour online) The Ritz eigenvalues of the four dominant global modes
among all modes by the DMD technique.
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FIGURE 6. (Colour online) The first four dominant global modes from the DMD
technique for a transonic buffet flow in the limit cycle state: (a) mode 1, (b) mode 2,
(c) mode 3 and (d) mode 4.

3. Reduced-order model
In this section, we will introduce the procedure to construct a ROM for unstable

flows directly from input–output observations, as illustrated in figure 7. First, the
system is excited by a swept but frequency-rich input signal u; meanwhile, the output
signal y is recorded. This step is called training. In the second step, the measured
input and output signals are processed and the system identification algorithm (ARX)
provides a linear model. This step is referred to as identification. The identified
linear model often still retains high dimensions, which makes it difficult to design
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Step 1: training

Step 2: identification

Step 3: approximation

System
unstable steady flow

System identification
ARX model

Balanced truncation

yu

FIGURE 7. (Colour online) Procedural steps to develop a ROM directly from input–output
observations. Step 1: excite the system with a known input signal from the unstable steady
solution and simultaneously measure the output. Step 2: identify the linear model with the
ARX method. Step 3: compute an approximate ROM using a balanced truncation method.

a feedback control law. Therefore, in the final step – approximation – a balanced
truncation method is used to discard the states that have relatively little effect on the
overall model responses, and thus a low-dimensional balanced ROM can be obtained.

3.1. Unstable steady base flow
The transonic buffet flow under consideration is unstable, which makes it challenging
to construct a linear model for two reasons. First, the growing amplitudes of the
aerodynamic forces or shock oscillations will ultimately give rise to a limit cycle
behaviour (figure 3), which is certainly not linear. Second, the forced response under
the limit cycle system is unbounded, meaning that some standard techniques to form
a linear model cannot be used. Therefore, the first step, training, must be constructed
with appropriate forcing signals based on the unstable steady solution. That is, the
starting point to construct a linear ROM is to obtain the unstable steady base flow.
The unstable steady base flow is a term often used in stability studies dealing with
laminar flows, and here we employ it to denote the steady solution of the transonic
buffet.

In contrast to the time-averaged flow, the steady base flow strictly satisfies the
governing equations and boundary conditions in the mathematical form. It plays an
important role in the modelling of unsteady flow and stability analysis (Dowell &
Hall 2001; Illingworth et al. 2012). Researchers have proposed many methods to
obtain the steady base flow, like the Newton–Raphson technique (Barbagallo, Sipp
& Schmid 2009, 2011; Weller et al. 2009), selective frequency damping (Åkervik
et al. 2006; Jordi, Cotter & Sherwin 2014; Flinois & Morgans 2016) and control
(Illingworth et al. 2012). In our recent work (Gao et al. 2016b), the unstable steady
solution of buffet flow is obtained by a feedback control. Under the assumed control
law, the unsteadiness of the buffet flow is stabilized without any changes in the initial
flow condition, such as the angle of attack, airfoil shape, and so on. The stabilized
flow is the steady base flow for the given buffet state, which is used as the initial
flow condition in the training process.
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FIGURE 8. (Colour online) Pressure contours and streamlines of the unstable steady
base flow at M = 0.70, α = 5.5◦ and Re= 3× 106.
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Time-averaged flow
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FIGURE 9. (Colour online) Comparison of the pressure coefficient between the
time-averaged flow and the steady base flow.

Figure 8 shows the pressure contours and streamlines of the steady base flow
field at M = 0.70, α = 5.5◦ and Re = 3 × 106. It can be seen that the shock wave
remains at 20 % chord behind the leading edge of the airfoil, resulting in a complete
separation from 0.22c. The comparison of the pressure coefficient between the steady
base flow and the time-averaged flow is shown in figure 9. There is a prominent
difference around the shock wave, which consequently leads to the aerodynamic
force, lift and pitching moment coefficients of the steady base flow being slightly
larger than those of the time-averaged flow. Figure 10 presents the evolution of the
aerodynamic forces (t < 850 in figure 3), which are plotted in the logarithm scale.
When the non-dimensional time t is less than 400, the amplitude of the aerodynamic
coefficients is smaller than 0.015. At this stage, the evolution develops by exponential
growth, which we define as the linear stage. For t> 400, the growing amplitude of the
unstable aerodynamics ultimately reaches a nonlinear limit cycle oscillation. Therefore,
the training process must finish during the linear stage.

As shown in figure 11(a), a chirp signal with an increasing frequency is designed as
the input to establish the ROM. Figure 11(b) shows the PSD analysis of the signal. Its
dominant reduced frequency is varied from 0.1 to 0.5, covering the buffet frequency.
Then, the training is conducted by CFD simulations at M = 0.70, α = 5.5◦ based on
the steady base flow, in which the flap oscillation follows the input training signal,
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FIGURE 10. (Colour online) Evolution of (a) the lift and (b) the pitching moment
coefficients based on the steady base flow plotted in logarithm scale.
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FIGURE 11. (a) Time history and (b) PSD analysis of the training signal.

and the outputs (lift coefficient Cl and pitching moment coefficient Cm) are recorded.
The non-dimensional time step is 0.1.

In the training process, the flow fields are also recorded as snapshots. They are then
analysed by the DMD technique. The first four dominant global modes with pressure
contours are shown in figure 12, and the corresponding growth rates and reduced
frequencies are shown in table 2. Similarly to the DMD modes of the fully developed
buffet flow (refer to figure 6), the first mode of the present training flow is also a
static mode with zero growth rate and zero frequency. This mode is very close to
the steady base flow because the training is, in essence, a set of small disturbances
to the base flow. From table 2, we can see that the frequency of mode 3 is zero,
but its growth rate is a positive value, which means that this is a shift mode. The
range of shock motions will be amplified during the training process. We also notice
that modes 2 and 4 share similar flow structures and frequencies which are close to
the buffet frequency. Both are correlative modes towards the dominant buffet mode
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FIGURE 12. (Colour online) The first four dominant global modes from the DMD
technique for the training process: (a) mode 1, (b) mode 2, (c) mode 3 and (d) mode 4.

Mode Growth rate Reduced frequency

1 0 0
2 1.22× 10−2 0.193
3 2.95× 10−2 0
4 1.68× 10−2 0.212

TABLE 2. Growth rates and reduced frequencies of the dominant DMD modes.

(mode 2 in figure 6) under the influence of training disturbances. Modes 2 and 4 have
positive growth rates, which corresponds to the divergent response of the output in
figure 13. We also investigate modes 2 and 4 (dominant global mode) with respect to
the conservative variables ρ and ρu, and compare them with the coherent structure
of the dominant global mode around a supercritical airfoil studied by Sartor et al.
(2015a). We find that the coherent flow structures are similar between them. These
modes are most energetic within the shock wave. However, some details, such as the
position and intensity of the shock wave, are different, which is caused by differences
in the buffet conditions and airfoil shapes.

3.2. Linear model by the identification method

System identification is a well-established technique for the recovery of deterministic
and/or stochastic dynamical systems from their output to input signals. In the present
study, we are interested in modelling the unstable transonic buffet flow by processing
measured data sequences for u and y based on the ARX method.
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FIGURE 13. (Colour online) Identified aerodynamic coefficients of (a) the lift moment
and (b) the pitching moment compared with those of CFD simulations.

Given that unsteady loads are computed in the discrete-time domain, the unified
form can be expressed as follows:

y(k)=
na∑

i=1

Aiy(k− i)+
nb−1∑
i=0

Biu(k− i), (3.1)

where y is the system output vector and u is the system input. Here, Ai and Bi are the
constant coefficients to be estimated. The orders of the model chosen in this study are
na and nb. The least-squares method is used to estimate unknown model parameters.
To ensure that the mean is zero, constant levels are removed from the initial data
before they are estimated.

In order to complete the state-space aerodynamic analysis, we define a state x̂(k)
consisting of (na+ nb− 1) states as follows:

x̂(k)= [y(k− 1), . . . , y(k− na), u(k− 1), . . . , u(k− nb+ 1)]T. (3.2)

The state-space form of the discrete-time aerodynamic model is

x̂(k+ 1)= Ãx(k)+ B̃u(k),
y(k)= C̃x(k)+ D̃u(k),

}
(3.3)
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where

Ã=



A1 A2 · · · Ana−1 Ana B1 B2 · · · Bnb−2 Bnb−1
1 0 · · · 0 0 0 0 · · · 0 0
... 1 · · · 0 0 0 0 · · · 0 0
...

...
. . .

...
...

...
...

. . .
...

...

0 0 · · · 1 0 0 0 · · · 0 0
0 0 · · · 0 0 0 0 · · · 0 0
0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 0 1 · · · 0 0
...

...
. . .

...
...

...
...

. . .
...

...
0 0 · · · 0 0 0 0 · · · 1 0


, (3.4)

B̃=
[
B0 0 0 · · · 0 1 0 0 · · · 0

]T
, (3.5)

C̃ =
[
A1 A2 · · · Ana−1 Ana B1 B2 · · · Bnb−2 Bnb−1

]
, (3.6)

D̃ = [B0]. (3.7)

Then, the discrete-time state-space equation is turned into the continuous-time form
by bilinear transformation, and the model in the state-space form is constructed as
follows:

˙̂x(t)= Âx̂(t)+ B̂u(t),
y(t)= Ĉx̂(t)+ D̂u(t),

}
(3.8)

where x̂ ∈ Rn∗, u ∈ Rm and y ∈ Rp are respectively the state vector, the input vector
and the output vector. We define n∗ = na+ nb− 1 as the dimension of the state; m
and p are the dimensions of the input and output respectively. Here, Â ∈Rn∗×n∗ , B̂ ∈
Rn∗×m and Ĉ ∈ Rp×n∗ are matrices calculated by the above method. This model (3.8)
is referred to as ROM-ARX.

We set up the aerodynamic model at M = 0.70 and α = 5.5◦ to verify the method.
The input and output have been recorded in the training process in § 3.1. In the present
case, the output vector y contains the components of the lift coefficient Cl and the
pitching moment coefficient Cm. The input u is the flapping angle β. That is, for
the present single-input double-output system, m= 1, p= 2. The comparison between
CFD simulations and identified results with different orders is shown in figure 13, and
identified errors are shown in table 3. The error is defined as follows:

e=

L∑
i=1

|y(i)− yiden(i)|

L∑
i=1

|y(i)|

, (3.9)

where yiden represents the vector of identified aerodynamic forces and L is the length
of the training signals. It can be seen that the best identification is obtained with
errors of less than 8 % when na= nb= 60. In this case, the established ROM-ARX
(Â, B̂, Ĉ, D̂) has high accuracy compared with the CFD simulation.

Once we have constructed the state-space model (3.8), the instability problem of the
flow is converted into the analysis of eigenvalues of the matrix Â. We can obtain the
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FIGURE 14. (Colour online) Eigenvalues obtained by ROM-ARX with different orders at
M= 0.70 and α= 5.5◦. (b) Shows a zoomed view of the region of interest in (a) and (c)
shows a zoomed view of the unstable poles in (b).

Order na= 8 na= 60 na= 70 na= 8 na= 20 na= 60
nb= 8 nb= 8 nb= 70 nb= 60 nb= 60 nb= 60

Error of Cl (%) 55.1 20.9 15.7 9.2 9.9 7.8
Error of Cm (%) 58.2 21.4 16.6 11.2 11.7 7.9

TABLE 3. Identified errors with different orders.

unstable global fluid mode that is associated with the instability of the transonic buffet
flow. The real part of the eigenvalue indicates the damping of the mode, and a positive
one means that the flow is unstable. The imaginary part, in the reduced frequency
scale, indicates the reduced frequency of the mode. Figure 14 displays eigenvalues of
ROM-ARX with different orders at M = 0.70 and α = 5.5◦. It can be seen that most
eigenvalues are located in the left half of the complex plane (figure 14a,b). There are a
pair of conjugate eigenvalues lying in the right half-plane, and they are approximately
convergent with the identified accuracy, as shown in figure 14(c). In addition, we
notice that the imaginary parts (indicating frequency) of the eigenvalues are nearly
equal to 0.2, which coincides with the buffet frequency from the CFD simulation
(figure 4). This pair of eigenvalues represents the dominant unstable global mode, and
its coherent flow structure is shown in mode 2 of figure 12(b). The dynamics of the
buffet flow system is dominated by this pair of unstable eigenvalues.

3.3. Balanced truncation model
A linear model (ROM-ARX) has been obtained in (3.8). Its dimension has been
greatly reduced compared with the full-dimensional system, but it is still O ∼ (102)

in most cases, which is inconvenient for the design of the feedback control law.
Moreover, it is observed that in many high-dimensional systems, the control input
may only excite a few controllable modes, while the remaining modes stay stable.
Therefore, we aim to find an approximate but lower-dimensional model to represent
the input–output dynamics. Balanced truncation is a commonly used method, which
was developed by Moore (1981) for stable systems. The basic idea is to discard states
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that have little effect on the overall model response. By finding a transformation, the
controllability and observability Gramians can be transformed into equal and diagonal
entries, which are called generalized Hankel singular values (HSVs). A balanced
ROM can be obtained by truncating the states with small HSVs.

The standard balanced truncation method was extended to study unstable systems by
Zhou, Salomon & Wu (1999), Rowley (2005) and Flinois, Morgans & Schmid (2015).
It is necessary to first calculate the Gramians of the system, which represent the
system input and output characteristics. For an unstable system, the controllability and
observability Gramians of a continuous system (3.8) can be defined in the frequency
domain as follows:

Mc =
1

2π

∫
∞

−∞

(iωI − Â)−1B̂B̂
T
(−iωI − Â

T
)−1 dω,

Mo =
1

2π

∫
∞

−∞

(iωI − Â
T
)−1ĈĈ

T
(−iωI − Â)−1 dω.

 (3.10)

The integrals in (3.10) are bounded for unstable systems as long as the eigenvalues
of Â are not on the imaginary axis. The full dynamics can be divided into two
subspaces, one representing the unstable dynamics (the unstable global modes) and
the other describing the stable dynamics required for the subsequent analysis. Since
the dynamics in both subspaces are decoupled, they can be modelled separately. The
system (3.8) can be transformed to

˙̂x=
d
dt

(
x̂u
x̂s

)
=

(
Âu 0
0 Âs

)
x̂+

(
B̂u

B̂s

)
u,

y=
(
Ĉu Ĉs

)
x̂+ D̂u,

 (3.11)

where Âu and Âs are the decoupled state matrices, the eigenvalues of which are in the
right and left half-complex-planes respectively, while x̂u and x̂s are the corresponding
states. The dimensions of x̂u and x̂s are nu and ns respectively (n∗ = nu + ns). Then,
we define the controllability and observability Gramians corresponding to the stable
set (Âs, B̂s, Ĉs) describing the stable dynamics as Ms

c and Ms
o respectively. Similarly,

the Gramians corresponding to the unstable set (Âu, B̂u, Ĉu) are defined as Mu
c and

Mu
o. By introducing the transformation x̂ = Tx, the Gramians of the original system

can then be related to those corresponding to the subsystems through

Mc = T
(

Mu
c 0

0 Ms
c

)
T∗,

Mo = (T−1)∗
(

Mu
o 0

0 Ms
o

)
T−1.

 (3.12)

For an unstable system, we need to establish a balanced model which can (i) capture
the unstable dynamics of the original system and (ii) accurately reproduce the input–
output behaviour. The first requirement can be satisfied by guaranteeing that unstable
modes are not truncated. All unstable global eigenvalues are used directly to represent
the dynamics in the unstable subspace. This leads to an ‘exact’ model for the unstable
subspace. Generally speaking, the dimension of the unstable subspace is often less
than 10 for fluid systems, and so this method often requires the computation of only
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FIGURE 15. (Colour online) Comparison of time responses under harmonic excitations:
(a) lift coefficient and (b) pitching moment coefficient at 1.4 times the buffet frequency;
(c) lift coefficient and (d) pitching moment coefficient at 0.7 times the buffet frequency.

a few eigenvalues and eigenmodes. For the second requirement, the stable subspace
is balanced by truncating the states with small HSVs (e.g. only the first r states are
kept). This choice has been proved to achieve an accurate description of the stable
input–output behaviour with a small number of modes (Barbagallo et al. 2009). In this
process, the input and output remain unchanged. Therefore, the primary ROM-ARX
model with n∗ dimensions is approximated by a balanced one with n dimensions (n=
nu + r and n � n∗). We refer to this balanced model as balanced ROM, which is
expressed as follows:

ẋ= Ax+ Bu,
y= Cx+ Du.

}
(3.13)

We also take the buffet flow at M = 0.7 and α = 5.5◦ to verify the method. In
this case, there are a pair of unstable complex eigenvalues from figure 14; that is,
nu = 2. For the stable subspace, we choose r = 2. In this way, a balanced ROM
with four dimensions is established. It is validated in the time domain by comparing
the predicted results with CFD simulations under excitations of two harmonic signals.
Their amplitudes are both 0.03◦, and their frequencies are 0.7 and 1.4 times the buffet
frequency respectively. Figure 15 shows a comparison of the time histories of the lift
and pitching moment coefficients between the ROMs (ROM-ARX and balanced ROM)
and CFD simulations. The ROMs perform well during the initial transients, but over
longer time frames they fail to capture the actual dynamics. This is not surprising as
these perturbations exceed the validity range of the linear models. The dynamics of the
present buffet flow is dominated by the linear characteristic, and the results obtained
from the balanced ROM are in good agreement with higher-order models. The present
model is the first ROM with a moving boundary for transonic buffet flow, with which
it is feasible to perform model-based control law design.

4. Active control
As mentioned in § 1, one goal of the present paper is to develop linear control

laws to stabilize the unsteadiness of transonic buffet flow. In this section, three active
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Control law Buffet flow
system

FIGURE 16. (Colour online) Block diagram of the open-loop control.

control laws are proposed at M = 0.70, α = 5.5◦ and Re= 3× 106 on a NACA 0012
airfoil. The motivation for us to choose this buffet condition is that the amplitudes of
buffet loads are largest at α=5.5◦ for a Mach number of M=0.70. If the unsteadiness
in this condition can be stabilized by the present controller, we believe that it will
also be effective in other buffet cases. We first study an open-loop control law based
on numerical simulations in § 4.1. Then, we use the linear ROM obtained from the
balanced truncation method in § 3.3 to design two types of model-based closed-loop
control laws using the pole assignment method (§ 4.2) and LQ technique (§ 4.3). The
comparison between the closed-loop control laws and the discussion about the physical
mechanisms of the optimal control are presented in § 4.4.

4.1. Open-loop control
The controller proposed here is of the open-loop type; that is, the flap is driven in
a prescribed periodic oscillating way. The block diagram of the open-loop control is
shown in figure 16. The control law is given as

β(t)= A sin(ωflapt+ ϕ)= A sin(ηωflowt+ ϕ), (4.1)

where A is the amplitude of the oscillating flap, ωflap is the circular frequency of the
oscillating flap, which is η times the buffet frequency ωflow, t is the non-dimensional
time and ϕ is the phase angle.

4.1.1. Effect of the flapping amplitude and frequency
We first investigate the effects of the flapping amplitude and frequency on the

buffet flow. That is, the phase angle is fixed at ϕ = 0 while the amplitude A and the
frequency ratio η are changed. Generally speaking, the flapping has an obvious impact
on the unsteadiness of the buffet flow when the amplitude is large or the frequency
ratio is close to 1 (η∼ 1) (Doerffer et al. 2011). A larger flapping amplitude (A> 5◦),
however, often causes extra fluctuations in the aerodynamic performance. Therefore,
we take two medium amplitudes, A= 2.0◦ and A= 3.5◦, as examples in the present
study. In order to conduct a comprehensive parameter study, the frequency ratio η

changes in a range from η = 0.2 to η = 5.0, with increased resolution around η ∼ 1.
It has been tested that for a wider range of ratio, the trend agrees with that of the
present one.

Figure 17 shows the amplitude of the lift coefficient as a function of the frequency
ratio at A = 2.0◦ and A = 3.5◦. The trends of both curves are consistent. It can be
seen that at most frequencies, the amplitude of the lift coefficient with the present
open-loop control is larger than that of the stationary airfoil. In particular, when the
flapping frequency is close to the buffet frequency (η ∼ 1), aerodynamic resonance
occurs, resulting in an amplitude much larger than that of the stationary airfoil
(Doerffer et al. 2011; Iovnovich & Raveh 2012; Sipp 2012). We denote the
aerodynamic resonance by the term R zone. Similarly, we use E zone to represent
the region of effective control. For the cases in the E zone, the amplitude of the

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
7.

34
4 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2017.344


Active control of transonic buffet flow 331

10 2 3

No control

E zone

R zone

4 5

0.5

0.2

0.1

0.3

0.4

A
m

pl
itu

de
 o

f

FIGURE 17. (Colour online) The amplitude of the lift coefficient as a function of the
frequency ratio η.
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FIGURE 18. (Colour online) The relationship between the oscillating frequency of the lift
coefficient and the frequency ratio η at (a) A= 2.0◦ and (b) A= 3.5◦.

lift coefficient is smaller than that of the stationary airfoil, for the ratio η in the
range 1.4–1.8. Figure 18 shows the oscillating frequencies of the lift coefficient with
different flapping frequencies. In the case of A= 2.0◦ (figure 18a), the basic frequency
follows the buffet frequency, while in the case of A = 3.5◦ (figure 18b), the basic
frequency locks onto the flapping frequency and the secondary frequency equals the
buffet frequency. For a smaller amplitude (A = 2.0◦), the flap oscillation only has a
weak impact on the unstable buffet flow; therefore, the buffet flow is the dominant
one. For a larger amplitude (A= 3.5◦), the unsteadiness caused by the oscillating flap
dominates the buffet flow, transforming the basic frequency from the buffet frequency
to the flapping frequency.

4.1.2. Effect of the phase angle
The effect of the phase angle is then studied with the parameter set of A= 2.0◦ and

η= 1.6. Figure 19 shows the amplitude of the lift coefficient at different phase angles
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FIGURE 19. (Colour online) The amplitude of the lift coefficient as a function of the
phase angle.
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FIGURE 20. (Colour online) The oscillating frequency of the lift coefficient at different
phase angles.

and figure 20 shows the oscillating frequency of the lift coefficient as a function of
the phase angle. The phase angle step size is 30◦ and has been reduced around 290◦
for the increased resolution. It can be seen that the amplitude of the lift coefficient
displays two dips near 90◦ and 290◦, which are significantly smaller than that of the
stationary airfoil without control. From figure 20, it can be seen that the oscillating
frequency completely follows the flapping frequency around 290◦. At other phase
angles, the responses of the lift coefficient display two frequencies, with the basic
one equal to the buffet frequency. Therefore, the optimal phase angle is approximately
290◦ for the present open-loop control.

Figure 21 shows the response of the lift coefficient and PSD results at A = 2◦,
η = 1.6 and ϕ = 290◦. In this combination of control parameters, the open-loop
control law can efficiently suppress buffet loads, reducing the amplitude of the lift
coefficient by more than 70 % (from 0.130 to 0.035). The PSD results indicate that
the oscillating frequency shifts from the buffet frequency (t < 624) to the flapping
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FIGURE 21. (Colour online) (a) Time history of the lift coefficient and (b,c) PSD
results at the stages (b) t < 624 and (c) t > 950 at A = 2◦, η = 1.6 and ϕ =
290◦. The process of this open-loop control is available as a supplementary movie at
https://doi.org/10.1017/jfm.2017.344 (movie 1).

frequency (t> 950). Therefore, the present open-loop control strategy with appropriate
control parameters can significantly reduce the buffet unsteadiness. However, it
cannot completely suppress the unsteadiness due to the sustained disturbance of the
oscillating flap on the flow. The unsteadiness at t > 950 is caused by the prescribed
flap oscillations.

4.2. Closed-loop control by the pole assignment method
A four-dimensional balanced ROM was developed in § 3.3. The system has a pair
of conjugate poles in the unstable complex plane, indicating the instability of the
flow system. As the purpose of the pole assignment is to stabilize the system, it is
desired to have all of the poles of the closed-loop system located in the left half
of the complex plane. The block diagram of the closed-loop control is shown in
figure 22, in which the feedback gain K is solved according to the framework of the
pole assignment method.

4.2.1. Pole assignment method framework
Pole assignment is a traditional method for closed-loop control, which is essentially

a special algebraic inverse eigenvalue problem (Kimura 1977; Franke 2014). Its basic
idea is to find a feedback gain matrix that keeps all or partial poles of the closed-loop
system in the desired place.

Since the balanced truncation does not change the controllability, the balanced
system in (3.13) shares the same controllability with the original system in (3.8). The
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Buffet flow
system

Feedback gain

FIGURE 22. (Colour online) Closed-loop control topology.

Gramians defined in (3.10) are not singular matrices. Therefore, the balanced ROM
(A, B, C, D) is controllable. According to the output feedback, the linear feedback
control law is defined as a linear function of the output aerodynamics,

β(t)= u(t)= Ky(t), (4.2)

where the feedback gain is K ∈Rm×p. By substituting the output of (3.13) into (4.2),
we can obtain

u(t)= K (I − DK )−1Cx(t). (4.3)

Then, by substituting (4.3) into the open-loop system equation (3.13), we obtain the
state equation of the closed-loop system,

ẋ(t)= [A+ BK (I − DK )−1C]x(t). (4.4)

We define Ac=A+BK (I −DK )−1C, which is a function of the feedback gain K . The
characteristics of the closed-loop system are indicated by the eigenvalues (poles of
the closed-loop system) of the state matrix Ac. Therefore, the poles of the closed-loop
system can be modified by the feedback gain K .

We note that the balanced ROM decouples the dynamics into stable and unstable
subspaces and that the dynamics of the system is dominated by the two-dimensional
unstable part of the model. Therefore, we can change the stability of the system by
only assigning unstable poles; that is, a partial pole assignment technique can be used
(Davison & Wang 1975). For the static output feedback, the number of poles that can
be assigned is

q=min(n,m+ p− 1), (4.5)

where n,m and p are the dimensions of the state, input and output respectively. The
process to assign partial poles can be stated as follows.

(1) Define a finite self-conjugate set Λ of q (q< n) complex numbers λ̃1, λ̃2, . . . , λ̃q ∈

C. For the unstable flow control, we can just assign unstable poles.
(2) Calculate an output feedback gain matrix K , which can ensure that the

eigenspectrum of the closed-loop system satisfies λi(Ac(K ))= λ̃i, i= 1, . . . , q.

The gain matrix K is calculated by the nonlinear least-squares method. The mapping
f is defined by

f (K )=

λ1(Ac(K ))− λ̃1
· · ·

λq(Ac(K ))− λ̃q

 . (4.6)
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FIGURE 23. (Colour online) Unstable poles move to the left half-plane.

The pole assignment is equivalent to solving the following nonlinear least-squares
problem:

min
K∈Rm×p

f̂ (K ) :=
1
2
‖f (K )‖2

=
1
2

q∑
i=1

(λi(Ac(K ))− λ̃i)
∗(λi(Ac(K ))− λ̃i), (4.7)

where f (K ) is defined as in (4.6) and the superscript ∗ denotes the complex conjugate.
The goal of this problem is to find a feedback gain K that guarantees that the poles of
the closed-loop system matrix λi(Ac(K )) are as close as possible to the desired poles.

4.2.2. Feedback control
The current transonic buffet flow under consideration has only a pair of unstable

conjugate poles which dominate the characteristics of the buffet flow system. From the
above framework, the number of poles that can be assigned is q= 2. Therefore, we
assign the pair of unstable poles with predetermined values and ignore the others; that
is, we move the unstable complex-conjugate pair from the right half of the complex
plane to the left half, as shown in figure 23.

Generally speaking, the choice of pole location is driven by design specifications,
such as setting time, rise time, etc. A large absolute value of the real part will
cause unexpected oscillations. Therefore, two pairs of conjugate poles, PA1 and PA2,
with medium real parts are assigned in this paper, referring to the real parts of the
subcritical buffet states. The imaginary parts of both pairs are kept the same, equal
to the buffet frequency. They are listed in table 4.

The nonlinear least-squares method is used to obtain the gain matrix K . The results
are shown in table 4 and the feedback control laws are given as follows:

PA1: β(t)= 0.054[Cl(t)−Cl0] + 1.080[Cm(t)−Cm0], (4.8)
PA2: β(t)= 0.18[Cl(t)−Cl0] + 0.90[Cm(t)−Cm0]. (4.9)

It is interesting to compare the responses of PA1 and PA2, which are shown in
figure 24. Both simulations start from a fully developed buffet flow, with feedback
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Case Pole location Gain matrix K

Original pole 0.015± 0.2j —
PA1 −0.015± 0.2j k1 = 0.054, k2 = 1.080
PA2 −0.040± 0.2j k1 = 0.180, k2 = 0.900

TABLE 4. Original and assigned poles.

controls impulsively applied at a given time, t= 490 (the dashed vertical line). Once
the control starts (t > 490), the flap actuation operates and the unsteadiness of the
aerodynamics decreases. Finally, the flap tends to the initial position of zero and
the aerodynamic forces converge to the unstable steady state. This indicates that the
feedback control laws, PA1 and PA2, are both able to drive the flow towards the
target unstable steady solution, thus stabilizing the flow completely. However, the
regulating time of PA2 is 400, which is shorter than 1030 for PA1. This corresponds
to the fact that the assigned poles of PA2 are more stable than those of PA1. We
further calculate the amplitude–frequency characteristics of the convergent response
and compare them with the assigned poles, as shown in figure 25. It can be seen
that the convergent characteristics from the CFD simulation reasonably match those
from the assigned poles. Thus, the present model-based pole assignment control is
valid with effective control laws.

4.3. Closed-loop control by the LQ method
The above feedback control laws obtained by the pole assignment method can
stabilize the buffet unsteadiness, and it is mathematically possible to obtain many
more stabilized control laws. However, these control laws are not necessarily optimal
or suboptimal. In contrast to the pole assignment method, the LQ approach can
provide an optimal/suboptimal control law by minimizing a quadratic cost function.
This kind of technique has been widely applied for active control purposes (e.g.
Barbagallo et al. 2009; Ahuja & Rowley 2010; Illingworth et al. 2012; Akhtar et al.
2015). The sketch map of the closed-loop optimal/suboptimal control by the LQ
method can also be represented by figure 22. The feedback gain in this section is
acquired by the optimal/suboptimal design of the LQ technique, rather than by pole
assignment as in § 4.2.

4.3.1. Model-based control
In this section, we choose to minimize the difference between the actuated

aerodynamic forces and the unstable steady solution (see figure 8), meaning that
if the flow is actuated by a feedback based on this minimization, the rotational angle
of the flap tends to zero as the flow is stabilized. Therefore, in an LQ controller, the
feedback gain K o is chosen to minimize a quadratic cost function J, which is defined
by

Jm =

∫
∞

0
(xTQx+ uTRu) dt, (4.10)

where Q is a symmetric semidefinite matrix with positive values, which is chosen
to penalize deviations of the state x from the set point. Similarly, R is a symmetric
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FIGURE 24. (Colour online) Responses of (a,b) actuation angle, (c,d) lift coefficient and
(e, f ) pitching moment coefficient for the closed-loop control laws of PA1 and PA2.
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FIGURE 25. (Colour online) Comparison of convergent characteristics between the CFD
simulation and the assigned poles. The real part (damping) of the CFD simulation is
calculated by the logarithmic decrement and the imaginary part (frequency) is from the
PSD analysis.

positive definite matrix to penalize control expenditure. The matrices Q and R are
often chosen to be diagonal matrices, and the magnitudes of the diagonal elements
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can be adjusted to tune the control performance by adjusting the relative penalty
ratios. The optimal control law that minimizes J in (4.10) is given by u= K ox, with
K o = R−1BTK̃ o. Here, K̃ o is an unique solution to the algebraic matrix Riccati
equation,

ATK̃ o + K̃ oA− K̃ oBR−1BTK̃ o +Q= 0. (4.11)

In practice, however, the above optimal feedback control is difficult to achieve
because the state is unavailable without an estimator. Therefore, a suboptimal control
law u=K sy based on the output feedback is used as an alternative. The cost function
J of the suboptimal output feedback is defined by

Js =

∫
∞

0
(Cl(t)−Cl0)

2
+wm(Cm(t)−Cm0)

2
+wcu(t)2 dt, (4.12)

where wm and wc denote constant weight parameters.
In the present buffet control, we define wm = 1 and wc = 100 to avoid excessively

aggressive controllers. The gains obtained based on the above LQ approach are k1 =

0.2 and k2 = 1.2. That is, the suboptimal control law can be expressed as follows:

β(t)= 0.20[Cl(t)−Cl0] + 1.20[Cm(t)−Cm0]. (4.13)

Figure 26 shows the time histories of the responses of the fully developed buffet
flow under the suboptimal control law in the CFD simulation. It can be seen that the
flow is stabilized to the steady base flow. The setting time is 220, which is closer to
that of PA2 (400) compared with that of PA1 (1030). It is also important to note that
the gains obtained through the LQ technique and PA2 are close, leading to similar
control responses. Therefore, they are both suboptimal controllers.

The flow fields under the suboptimal controller from t= 500 to t= 750 (figure 26)
are recorded and analysed by the DMD technique. The first four dominant global
modes with their pressure contours are shown in figure 27, and the corresponding
growth rates and reduced frequencies are shown in table 5. Similarly to the DMD
modes of the buffet flow (figure 6) and the training flow (figure 12), the first mode
of the present damped flow is also a static mode. It is very close to the steady
base flow. From table 5, mode 3 is a shift mode with a negative growth rate, which
means that the range of shock motions is damped during the control action. Its value
correspondingly agrees with the convergent characteristic of the CFD simulation of
PA2 in figure 25. We also notice that modes 2 and 4 share similar flow structures
and similar frequencies. These frequencies are close to the buffet frequency. Both are
correlative modes with small disturbances towards the dominant buffet mode (mode
2 in figure 6) under the control action. In addition, they have negative growth rates,
which correspond to the convergent response of the output in figure 26. Therefore,
the coherent physics of the damped flow is captured by DMD analysis, the dominant
divergent global mode being a damped one under the control action. In addition, it is
clearly shown that the origin (mechanism) of transonic buffet is the global instability
of the flow, rather than Lee’s self-sustained feedback interpretation (Lee 2001), which
further supports the conclusion of Crouch et al. (2009) and Sartor et al. (2015b).
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FIGURE 26. (Colour online) Responses of (a) the actuation angle, (b) the lift coefficient
and (c) the pitching moment coefficient with the suboptimal closed-loop control law.
The process of this kind of feedback control is available as a movie (movie 2) in the
supplementary material.

Mode Growth rate Reduced frequency

1 0 0
2 −2.32× 10−2 0.183
3 −5.42× 10−2 0
4 −8.26× 10−2 0.204

TABLE 5. The growth rates and reduced frequencies of the dominant DMD modes.

4.3.2. Controller robustness
Robustness is an important feature for a controller with good performance, which

should be also effective under unexpected perturbations and off-design conditions. In
this section, we take the suboptimal controller obtained from the LQ technique as an
example to test its robustness.

From the response in figure 26, it can be seen that the controller is switched on only
when the buffet flow has evolved to limit cycle oscillation. The controller is effective
for this kind of fully developed nonlinear flow. Therefore, it certainly should also work
well in underdeveloped cases. We now use the same controller to test its performance
with various disturbances to the steady state. As shown in figure 28, control is turned
on at t= 90, 200, 350, and 490, corresponding to the base case. It can be seen that
the control is effective and is able to stabilize the steady state in each case.
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FIGURE 27. (Colour online) The first four dominant global modes from the DMD
technique for the feedback control process: (a) mode 1, (b) mode 2, (c) mode 3 and
(d) mode 4.

The robustness of the controller to a transient external disturbance to the fully
developed flow is then tested. The disturbance has a static flap angle of −2.5◦

and persists for 10 non-dimensional time steps, as shown in figure 29(a). After the
disturbance, extra lift fluctuation is caused. When the controller is switched on at
t = 597, the unsteadiness of the buffet flow with the extra fluctuation is suppressed
and the steady state is again stabilized. Therefore, the present control law is still
robust to the nonlinear disturbance.

The suboptimal controller is then further challenged by repeating the robustness test
but in off-design buffet conditions. Two sets of buffet flows are chosen as examples.
As shown in figure 30, the first is a small disturbance in either the designed Mach
number or the designed angle of attack, i.e. M = 0.702, α = 5.5◦ and M = 0.70,
α = 5.56◦. The second set contains three flow conditions that are far away from the
designed buffet state, i.e. M = 0.70, α = 5.0◦; M = 0.72, α = 4.5◦; and M = 0.75,
α = 3.5◦.

For the cases in set 1, tiny disturbances seldom cause distinct changes in the
characteristics of buffet flows, such as shock motion range, aerodynamic forces,
and so forth. The suboptimal control law, therefore, is perfectly effective in these
cases, stabilizing the buffet flows to their unstable steady solutions. For the cases in
set 2, we find that the gains of the suboptimal control law are also effective, but
the regulation parameters, Cl0 and Cm0, should be altered according to the buffet
conditions. These values are calculated by iterations proposed by Gao et al. (2016b).
With these regulation parameters, the renewed control law can stabilize the buffet
flows in set 2 to their unstable steady solutions, as shown in figure 31. Therefore,
the present controller is also suitable for other off-design buffet conditions.
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FIGURE 28. (Colour online) Response of the lift coefficient with control turned on at
different times.
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FIGURE 29. (Colour online) (a) Flap angle and (b) lift coefficient response of the closed-
loop system under a transient external disturbance.

4.4. Analysis of the control laws

From the above independent active controls, we have obtained several feedback control
laws that can stabilize the transonic buffet flow. Their underlying physics still needs
to be discussed. Therefore, we further investigate the following questions.

(1) Why do the closed-loop controls designed separately using the pole assignment
and LQ methods result in similar and suboptimal controllers?

(2) Why is the optimal parameter combination of the open-loop control in § 4.1 at
η∼ 1.6 and ϕ ∼ 290◦?

(3) Are there any common rules shared by these active control laws that can guide
the optimal control of unstable flows?
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FIGURE 30. (Colour online) Unstable poles for different buffet flow conditions. Set 1 is
a small disturbance in either the designed Mach number or the designed angle of attack,
while set 2 contains flow conditions far away from the designed buffet state.
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FIGURE 31. (Colour online) The time history of the lift coefficient with the suboptimal
control law at (a) M= 0.70, α= 5.0◦, (b) M= 0.72, α= 4.5◦ and (c) M= 0.75, α= 3.5◦.
In these cases, the regulation parameters, Cl0 and Cm0, should be obtained in advance.

To answer the first question, we compute the phase angle between the control signal
(flap angle) and the lift coefficient, because the phase plays a central role in the
feedback control law. In order to get signals with better periodicity, we reconstruct the
control signal using outputs from the fully developed buffet flow. The reconstructed
signals for the control laws of PA1, PA2 and the suboptimal one obtained from the
LQ method are shown in figure 32. It can be seen that the phase angles are 270◦, 290◦
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FIGURE 32. (Colour online) The phase angles of the reconstructed control signals of (a)

PA1, (b) PA2 and (c) LQ to the lift coefficient.

and 300◦ respectively. The phase angle of PA2 is close to that of the suboptimal one.
Therefore, they share similar damped responses and setting time.

To answer why the suboptimal control laws (PA2 and LQ method) are obtained
when their phase angles are approximately 290◦, we further analyse the physical
interpretation from the Bode diagram of the open-loop system. We find that these
controls correspond to the optimal phase which is the key parameter associated with
the zeros of the open-loop system. In figure 33, the Bode diagram is displayed with
the output of lift coefficient to the input of flap rotation. For comparison, figure 33
also shows the amplitude and the phase calculated by the CFD simulation. The
results obtained by the balanced ROM agree with the data from ROM-ARX, and
both agree well with the CFD simulation. There are two important frequencies from
the magnitude–frequency curve in figure 33(a). The lower one is at k = kb = 0.20,
the frequency of the unstable poles, and the upper one is at k= 1.7kb = 0.34, which
is equal to the frequency of the zeros. At the lower frequency, the curve reaches the
maximum peak value (magnitude (k) > 0), which indicates that a small-amplitude
input can achieve a maximum output gain. This is, in essence, the phenomenon of
aerodynamic resonance (Iovnovich & Raveh 2012), and the key frequency is called
the ‘resonance frequency’. The response with a large amplitude when η∼ 1.0 in § 4.1
is caused by resonance. Certainly, we should avoid the resonance range when we
design an open-loop controller. The upper key frequency corresponds to the minimum
trough value (magnitude (k) < 0), which means that even a large-amplitude input
can only achieve a minimum output gain. This phenomenon is in contrast to the
aerodynamic resonance. We define it as the ‘anti-resonance phenomenon’, and the
key frequency is called the ‘anti-resonance frequency’. The phase corresponding to
anti-resonance is 296◦ (figure 33b). We find that this phase is very close to the phase
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FIGURE 33. (Colour online) Bode diagram of the linear models obtained by ROM-ARX
and the balanced ROM. It should be noted that the curves corresponding to the two
ROMs overlap well. The squares obtained from CFD simulations are also coincident with
the ROMs.

angles of PA2 and LQ. This is the root cause for the fact that the two control laws
share similar suboptimal setting times. For the case of PA1, the phase angle is 270◦,
close to the phase of anti-resonance but not as close as that of PA2; thus, it can
stabilize the buffet flow but its setting time is longer than that of PA2. Therefore,
the Bode diagram, especially the key phase corresponding to the anti-resonance,
plays an important role in the design of the present closed-loop control law even if
the frequencies are mismatched. The closer the phase angle is to 296◦, the shorter
the setting time is. Under this condition, control action results in a lift coefficient
perturbation that is nearly in phase opposition with respect to the input lift signal;
that is, the actuator (flap rotation) does negative work on the flow field, thus reducing
the unsteadiness of the flow.

Active control by CFD simulation also depends on the anti-resonance and its
corresponding phase. For the open-loop control in § 4.1, we notice that the optimal
flapping frequency (kf = 1.6kb) is nearly equal to the anti-resonance frequency and
the optimal phase angle (figure 19) is also close to that of the corresponding phase.
Therefore, the characteristics of the open-loop control system are entirely dependent
on the Bode diagram. The frequency and phase corresponding to anti-resonance
represent the optimal combination of control parameters for the open-loop control
law. That is why we get the optimal control at η ∼ 1.6 and ϕ ∼ 290◦. In addition,
as shown in figure 34, the optimal phase angle for the delayed feedback controller
proposed in our recent study by CFD simulation is approximately 310◦ (Gao et al.
2016b), which is also close to the key phase corresponding to anti-resonance. Thus,
the use of parameters corresponding to anti-resonance is also supported by CFD
simulations.

The frequency and phase of the anti-resonance are the guides to the design of
the optimal control law. That is, the best performance is obtained when the control
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FIGURE 34. (Colour online) Effective control regions for different gains and phase
angles at M = 0.70, α = 5.5◦ and Re= 3× 106. (Taken from Gao et al. (2016b).)

operates close to the anti-resonance, in which phase opposition control is achieved.
We find that the state of anti-resonance is in essence the zero of the open-loop
dynamic system. In contrast to the poles, which represent the dynamics of the flow
itself, the zero depends on the actuator, which means that when different actuators are
adopted, the zero will change; consequently, the frequency and phase corresponding
to the anti-resonance will also change. However, once we achieve the zero and its
corresponding frequency and phase for a new actuator, we can design an approximate
optimal controller with the given actuator. This rule does not only apply to the present
transonic buffet flow, but is also a common guide for other unstable flows.

5. Summary and discussion

In this paper, we present an approach to the development of a linear balanced
ROM of the input–output dynamics of a high-dimensional unstable flow that contains
a moving boundary and strong discontinuity, such as a shock wave and its motions.
Similarly to the balanced truncation models presented by Rowley (2005), Barbagallo
et al. (2009) and Ahuja & Rowley (2010), the identified system in state space
can be divided into unstable and stable subspaces. The dynamics in the unstable
subspace is exactly described by retaining both of the unstable conjugate poles, and
the appropriate truncation is just applied to the dynamics in the stable subspace.
The balanced ROM with four dimensions can accurately predict the input–output
characteristics of the open-loop system compared with the initial identified model
with 120 dimensions and the full-order CFD model. To the best of the authors’
knowledge, this is the first approach to propose a modelling method for transonic
buffet flow with an oscillating shock wave and moving boundary, and to perform
model-based feedback control design. This method is also suitable for the modelling
of incompressible bluff body wake flows (Zhang et al. 2015b).

The present modelling method relies on the unstable steady solution. Instead of
training the system directly from the full developed buffet flow (limit cycle behaviour),
here we must perform the training based on the steady base flow; otherwise, the
nonlinearity will cause a failure to identify the input–output data. Therefore, the
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core idea of the present modelling method is in linear small disturbances to the
steady base flow, and the starting point is to obtain this base flow, which is also
the basic idea of most widely used methods (e.g. Rowley 2005; Kim & Bewley
2007; Ma et al. 2011). Although many approaches have been proposed to determine
the unstable steady solution, it is still a challenge for transonic buffet flow due to
its asymmetry and strong discontinuity. An interesting future direction would be to
develop a modelling method for unstable flow without an unstable steady solution.
Nonlinear modelling methods (He, Yang & Gu 2014; Kou, Zhang & Yin 2016; Kou
& Zhang 2017b) and identification in closed loop may be two potential approaches.

Both model-based feedback controls result in similar suboptimal controllers. Based
on the four-dimensional balanced ROM, two kinds of closed-loop control with
static output feedback are designed by the pole assignment and LQ methods. It is
interesting to find that they obtain similar suboptimal linear control laws although they
are separately designed. When introduced in CFD simulations, they are both able to
stabilize the unsteadiness of buffet flow and ultimately converge to the unstable steady
base flow. Compared with the technique of using state feedback, the present output
feedback has specific physics and does not need to design an observer. This kind
of model-based closed-loop control, therefore, is convenient to realize also in other
unstable flow cases or even in experiments. Although we have not performed a robust
control law design, the robustness of the suboptimal controller is still satisfactory.
Under nonlinear disturbances or some off-design flow conditions, the controller is still
able to stabilize buffet flows. For off-design cases far away from the standard point,
it still performs well but regulation parameters (Cl0 and Cm0) need to be obtained
in advance. However, it is a difficult task to find these parameters because they
correspond to the unstable steady solution. An interesting approach to overcome this
is to develop model-based adaptive control, as reported by Belson et al. (2013) and
Fabbiane et al. (2014, 2015).

Parameters (frequency and phase angle) corresponding to the anti-resonance of the
linear open-loop dynamics are vital to the optimal control. The best performance is
obtained when the control operates close to the anti-resonance. This is verified not
only by the present model-based closed-loop control, but also by the open-loop control
and a presupposed closed-loop control (Gao et al. 2016b) based on CFD simulations.
The point of anti-resonance is in essence the zero of the open-loop dynamics, which
depends on the actuator. This is a general rule for both kinds of open-loop and closed-
loop control systems. Based on the present study, a universal guide is to design a
control law with parameters corresponding to the anti-resonance.
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Appendix A. Dynamic mode decomposition described by the similar matrix

A snapshot sequence with N samples is described as {s1, s2, si, . . . , sN}, where
the ith snapshot is si ∈CM and where the time step between two samples is 1t. We
assume a linear dynamic system to map the current flow field to the subsequent flow
field,

si+1 =Ψ si, (A 1)

where Ψ ∈ CM×M is the system propagator containing a particularly large number of
entries. If the dynamic system is nonlinear, this assumption is indeed a linear tangent
approximation. Because the linear relationship is assumed, the dynamic characteristics
are contained in the eigenvalues of the matrix Ψ . In order to obtain the dominant
eigenvalues accurately, the order of the high-dimensional system matrix Ψ should be
reduced. We then form two matrices,

S = [s1, s2, . . . , sN−1], (A 2)
Y = [s2, s3, . . . , sN]. (A 3)

Using the linear process in (A 1), a matrix constructed as a Krylov sequence is
obtained,

Y = [s2, s3, . . . , sN] = [Ψ s1,Ψ s2, . . . ,Ψ sN−1] =Ψ S. (A 4)

If DMD is achieved by a similarity transformation of the system matrix, a similar
matrix Ψ̃ should be constructed to replace the full-order matrix Ψ . First, we seek an
invertible matrix by performing singular value decomposition (SVD) in the snapshot
matrix S ∈CM×N ,

S =UΣVH, (A 5)

Ψ =UΨ̃ UH, (A 6)

where Σ has l non-zero singular values {σ1, . . . , σl} in its diagonal. From (A 1), we
can obtain UHU = I, U ∈ CM×l and VHV = I, V ∈ Cl×N . The truncation rank l of
the SVD is important, especially when experimental data with noise are copied. In
this study, the truncation rank is obtained by an economy-size approach proposed by
Jovanović, Schmid & Nichols (2014). The matrix S can be calculated by minimizing
the Frobenius norm of the difference between Y and SX,

minimize
ψ
‖Y −Ψ S‖2

F. (A 7)

From (A 5) and (A 6), equation (A 7) is expressed as

minimize
Ψ̃

‖Y −UΨ̃ ΣVH
‖

2
F. (A 8)

The matrix Ψ is then approximated by Ψ̃ ,

Ψ ≈ Ψ̃ =UHYVΣ−1. (A 9)
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The matrix Ψ̃ has the eigenvalue µj, which makes Ψ̃ wj = µjwj, where wj is the
eigenvector of the jth eigenvalue. The jth dynamic mode Φj is defined as

Φj =Uwj. (A 10)

The corresponding growth rate gj and physical frequency ωj of this mode are

gj =Re{log(µj)}/1t, (A 11)
ωj = Im{log(µj)}/1t. (A 12)
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