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Introduction: Big Data and 
Modern Medicine
We live in the information age. Tech-
nological developments in recent 
decades have enabled the compila-
tion, aggregation, and curation of 
vast amounts of data of every con-
ceivable kind. The term “Big Data” is 
used to describe an important subset 
of this information, “a large collec-
tion of disparate data sets that, taken 
together, can be analyzed to find 
unusual trends.”1 Four key concepts 
are embodied in this brief definition. 
First, Big Data involves the acquisi-
tion of unprecedented amounts of 
information that have become avail-
able through digitization of already 
compiled data and the systematic col-
lection of staggering amounts of new 
information. Second, Big Data often 
involves linking types of information 
that previously were rarely, if ever, 
considered together. Third, analysis 
of the data is facilitated by artificial 
intelligence, including various appli-
cations of machine learning. Fourth, 
continually updated algorithms are 
intended to produce unanticipated 

associations or trends. Because it is 
not known what diverse data may be 
valuable, Big Data requires extensive 
data collection, and therefore it pro-
ceeds on the assumption that more 
data are always good to collect.

Big Data’s entry into medical prac-
tice has been accelerated by the wide-
spread adoption of electronic health 
records (EHRs). Spurred on by $35 
billion in federal financial assistance 
from the Health Information Tech-
nology for Economic and Clinical 
Health (HITECH) Act of 2009,2 by 
2015, 96 percent of hospitals3 and 
80 percent of physicians4 had an 
EHR system certified by the Depart-
ment of Health and Human Services. 
The next wave of development is the 
adoption of federal interoperability 
standards, which will facilitate data 
transfer and analytics that can span 
multiple health care systems.5

The compilation and analysis of 
personal data have been dominated 
by huge, highly profitable technol-
ogy companies, such as Google and 
Facebook. Substantial revenue for 
these types of companies comes 
from the commercial value derived 
from detailed facts about individuals 
that document prior actions, predict 
future actions and risks, and can be 
used to nudge or encourage certain 
behaviors. Surveillance capitalism 
describes the various ways in which 
technology companies generate per-
sonal data through intrusive surveil-
lance methods, use proprietary algo-
rithms to analyze personal data, and 
monetize the data by selling it to a 
wide range of customers.

Some experts believe that Big Data 
will transform the practice of medi-
cine,6 although insights from Big 
Data are now used mostly in health 
research.7 The federally sponsored 
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and administered Precision Medi-
cine Initiative is the most ambitious 
Big Data undertaking in health care. 
Its research protocol, the All of Us 
research program, is collecting vast 
amounts of data from diverse individ-
uals for long-term research use. How-
ever, the acquisition, storage, analysis, 
use, and dissemination of prodigious 
amounts of health and other sensitive 
information raise significant privacy 
concerns, brought into stark relief by 
inadequate current laws.8

This article explores how Big Data 
technology and novel, aggressive 
business practices have led to the 
prominent role of surveillance capi-
talism. Furthermore, surveillance 
capitalism can be expected to play a 
substantial role in precision medicine 
in generating data for and expropri-
ating the findings of precision medi-
cine. The article concludes with a 
discussion of some essential elements 
that should be included in new health 
privacy legislation to provide strin-
gent but reasonable protections.

Surveillance Capitalism
In her highly acclaimed and deeply 
disturbing book, The Age of Surveil-
lance Capitalism: The Fight for a 
Human Future at the Frontier of 
Power, Shoshana Zuboff defines sur-
veillance capitalism as “the unilateral 
claiming of private human experience 
as free raw material for translation 
into behavioral data.”9 She describes 
how the business models of technol-
ogy companies such as Google are 
based on exploiting vast amounts of 
personal data. Zuboff quotes Larry 
Page, co-founder of Google: “People 
will generate enormous amounts of 
data … Everything you’ve ever heard 
or seen or experienced will become 
searchable. Your whole life will be 
searchable.”10 Eric Schmidt, former 
Chief Executive Officer of Google, 
similarly stated:

You give us more information 
about you, about your friends, 
and we can improve the quality 
of our searches. We don’t need 
you to type at all. We know 
where you are. We know where 
you’ve been. We can more or 

less know what you’re thinking 
about.11

Why would billions of people12 allow 
technology companies to appropri-
ate their private information for data 
mining and sale to an undisclosed, 
vast array of interested parties? 
Zuboff suggests an answer. “Surveil-
lance capitalism offers solutions to 
individuals in the form of social con-
nection, access to information, time-
saving convenience, and, too often, 
the illusion of support.”13 And all of 
these services are seemingly “free.”

Proprietary Algorithms
An initial concern about surveillance 
capitalism is that businesses using 
the internet have unfettered access 
to everyone’s personal information 
for an unlimited time14 and for good 
or nefarious purposes. But disparate 
data snippets, associations, and pref-
erences are merely the raw materi-
als for the black box algorithms of 
Google, Facebook, and other tech-
nology companies.15 The technology 
companies do not merely compile 
data and sell personal information 
to commercial entities for targeted 
advertising and marketing. The value 
added and huge profits of surveillance 
capitalism are based on developing 
and using proprietary algorithms to 
continually update the digital profiles 
of billions of people — their charac-
teristics, lifestyles, experiences, envi-

ronments, interests, associations, 
wants, and beliefs. This allows the 
companies to predict individuals’ 
likely behaviors, such as their inter-
est in various products and services 
and the most effective way for com-
mercial entities to exploit consumer 
profiles for financial gain.

Influencing Behavior
Even more troubling, comprehen-
sive data collection and analytics can 
influence behavior through the osten-
sibly innocuous algorithms that order 
online search results and select the 
content for personalized news feeds.16 

Personal data about interests and 
attitudes also can be used to moti-
vate actions, such as organizing and 
coordinating the activities of groups 
comprised of like-minded individu-
als regarding social, racial, political, 
religious, or other sensitive matters. 
Joining with others who share inter-
ests can be personally and socially 
beneficial, such as enabling individu-
als with certain health conditions to 
communicate with others with simi-
lar afflictions. Yet, manipulation of 
data and people raises increasingly 
troubling societal issues of privacy, 
autonomy, liberty, social cohesion, 
and democracy.

National Security, Politics, and 
Disinformation
There is an irony in invasive sur-
veillance technology being used to 
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undermine or even destabilize gov-
ernment. After the terrorist attacks 
of September 11, 2001, federal agen-
cies responsible for intelligence gath-
ering and national security solicited 
Google and other technology compa-
nies to accumulate vast troves of data 
on potentially violent individuals and 
groups. The connection between the 
technology companies and govern-
ment security agencies was revealed 
by Edward Snowden in 2013,17 but 
the simultaneous, ubiquitous, pri-
vate surveillance by these companies 
makes the national security uses of 
surveillance capitalism less surpris-
ing and perhaps more inevitable than 
previously assumed.

Meanwhile, beginning with Barack 
Obama’s 2008 presidential cam-
paign, data analytics became an inte-
gral part of mainstream American 
politics. Targeted fundraising and 
voter appeals gave the Obama cam-
paign an edge, thereby initiating an 
“arms race” in cyber campaigning. 
By 2012, Obama’s reelection cam-
paign, working with Eric Schmidt of 
Google, “knew every wavering voter 
in the country that it needed to per-
suade to vote for Obama, by name, 
address, race, sex, and income,”18 to 
permit “micro-targeting” of cam-
paign efforts. By 2016, these same 
techniques were utilized by both 
political parties at the federal and 
state levels, and by numerous politi-
cal campaigns around the world, 
including the Brexit vote.19 Also in 
2016, Cambridge Analytica, a politi-
cal data analytics firm, improperly 
obtained personal data from 87 mil-
lion Facebook users to develop pre-
dictive voter profiles later used by the 
Trump campaign.20 

Since then, the largely unregulated 
universe of data acquisition, aggrega-
tion, analytics, and application has 
been exploited by malevolent domes-
tic and foreign operatives to launch 
disinformation campaigns.21 It also 
facilitated diverse and dispersed 
individuals to coordinate and carry 
out violent acts, as epitomized by 
the insurrection at the U.S. Capitol 
on January 6, 2021.22 Additionally, 
misinformation about COVID-19 
distributed on social media has led 
to significant resistance to vaccina-

tion, masking, social distancing, and 
other public health measures, result-
ing in many thousands of preventable 
deaths and the prolongation of the 
worst pandemic in a century.23

New Sources of Data
To maintain their competitive advan-
tage and to continue generating vast 
profits the largest technology com-
panies have updated their predic-
tive capabilities by exploiting new 
sources of data. The best example is 
Google. Through aggressive deploy-
ment of internally developed sur-
veillance methods (e.g., Street View, 
Google Maps) and corporate acquisi-
tions (e.g., YouTube, Fitbit), Google 
extended its data sources beyond 
internet searches to e-mails, texts, 
photos, songs, videos, locations, 
interests, faces, emotions, social 
networks, consumer activity, smart 
home devices, wearables, and health 
information.24 The goal is ubiquitous 
data capture, intervention, action, 
and control of economic behavior. 

Other technology giants followed 
Google’s financially successful strat-
egy of diversifying and expanding 
their sources of unique, personal data. 
For example, Facebook acquired Ins-
tagram, developed the Novi digital 
wallet, and harvested data from its 
Like button to get a more robust view 
of individuals’ preferences and associ-
ations. Microsoft acquired LinkedIn 
to provide additional data that could 
be analyzed and marketed.25 Internet 
service providers, including Verizon, 
AT&T, and Comcast, also began mon-
etizing data derived from subscribers’ 
internet activity. To launch these new 
ventures quickly, some companies 
with large customer bases acquired 
established technology companies, as 
exemplified by Verizon’s purchase of 
Yahoo! and AOL.26 

Internet of Things
Novel methods of surveillance capi-
talism generate new sources of data 
and new privacy concerns. This is 
especially the case with the “Internet 
of Things,” which involves billions of 
networked sensors that record and 
transmit data over the internet,27 
producing additional raw materi-
als for artificial intelligence. These 

data sources include medical devices; 
environmental sensors; surveillance 
in public spaces, including facial 
recognition; “smart” televisions and 
other entertainment systems; “smart” 
cars, buildings, homes, and clothing; 
and digital assistants that record and 
relay users’ commands and other con-
versations.28 Many consumers infatu-
ated with the latest “smart” technol-
ogy do not realize that detailed data 
may be continuously recorded and 
transmitted for analysis.29 

An example of these privacy issues 
involves smart toys, which can rec-
ognize the voices of individual chil-
dren and interact in a personal way 
for appropriate educational and 
entertainment purposes. These toys 
usually have external Bluetooth and 
Wi-Fi connections, which can dis-
close a child’s location information 
and make the child vulnerable to 
harm.30 In theory, parents who give 
these toys to their child implicitly or 
explicitly consent to data collection 
and transmission about their child, 
but they cannot consent to disclo-
sures made by their child’s playmates 
that may occur at the same time.31 
Lawsuits and regulatory actions 
dealing with smart toys include data 
breaches involving hundreds of thou-
sands of passwords, user names, 
email addresses, and actual conversa-
tions children had with their dolls.32 

The most notorious incident of 
a smart toy creating risks to young 
children and their families is Hello 
Barbie, which was introduced in 
2015. The interactive Barbie doll was 
Wi-Fi enabled and could be hacked 
into a surveillance device for spying 
on children. It was also possible to 
hack the doll’s system information 
and gain access to a family’s Wi-Fi 
network, thereby enabling control of 
all internet-connected devices at the 
owner’s home. Mattel, manufacturer 
of Hello Barbie, pulled the doll from 
the market.33

Medical Records
In 2019, the disclosure of Google’s 
Project Nightingale, in partnership 
with Ascension, raised serious con-
cerns about access to millions of med-
ical records by Google. Ascension is a 
St. Louis-based, Catholic chain of 150 
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hospitals and 6,700 physicians, cov-
ering 50 million patients in 20 states 
and the District of Columbia. With-
out any notice to patients, consent, 
or even an opportunity to opt out, 
Ascension gave Google access to all 
of Ascension’s complete, individually 
identifiable, EHRs.34 The stated pur-
pose was to use artificial intelligence 
to identify ways of improving patient 
outcomes.

After Project Nightingale was dis-
closed in the media, the first question 
many patients asked was whether 
this arrangement was legal under 
the Health Insurance Portability and 
Accountability Act (HIPAA) Privacy 
Rule, and the short answer is yes. 
As described below, covered entities 
under HIPAA, including health care 
providers, are permitted to use and 
disclose “protected health informa-
tion” (individually identifiable infor-
mation) without notice or consent for 
treatment, payment, or health care 
operations.35 Quality improvement, 
the avowed purpose of Project Night-
ingale, is included in the definition of 
health care operations.36 Since Ascen-
sion was permitted to do this analysis 
under HIPAA, Google, a “business 
associate” of Ascension, also could 
undertake the analysis on Ascension’s 
behalf because the parties executed a 
business associate agreement.37 

Unsurprisingly, Project Nightin-
gale is not a “one off ” arrangement 
of Google and Ascension. Other large 
technology companies, including 
Amazon, Apple, and Microsoft, have 
actively pursued research arrange-
ments with some of the largest and 
most respected medical institutions 
in the country.38 Even assuming there 
will be insights leading to improved 
health care, questions remain about 
whether health privacy and security 
will be maintained and whether it 
is acceptable to use millions of indi-
vidually identifiable patient records 
for analysis and commercialization 
without notice to or consent from 
patients. 

Using Surveillance Data to Predict 
and Control Risks
Predictive data are increasingly being 
used in common consumer activities. 
For example, most auto accidents are 

caused by careless acts, such as speed-
ing, tailgating, running red lights, 
unsafe lane changing, and driving 
in bad weather.39 Drivers involved 
in these accidents are more likely to 
be distracted, intoxicated, or teen-
aged.40 Sensors installed in cars can 
measure how someone is driving, and 
some insurance companies believe 
that predictive information of driver 
behavior generated by sensors can 
reduce auto accidents and insurers’ 
liability. A few years ago, my insur-
ance agent offered me a discount on 
my auto insurance if I would allow 
placement of a sensor on my car to 
monitor how I drive.41 I declined the 
discount and said I would pay what 
amounts to a “privacy tax” not to be 
monitored. However, drivers might 
not have this option much longer, 
as auto insurance is highly competi-
tive, and companies requiring the use 
of sensors might be able to offer less 
costly auto insurance.42 

Closely related, rental car com-
panies could begin using sensors 
to monitor how their cars are being 
driven and then prevent their cars 
from being started if the driver has 
been careless or reckless.43 Car rental 
companies could even base their driv-
ing predictions on sensor data of des-
tinations, identity of occupants, and 
even the private conversations of pas-
sengers. Such surveillance measures 
probably would be legal under the 
weak version of consent in the United 
States in which consent is valid if 
individuals merely click “I agree” at 
the end of a multi-page document 
that virtually nobody reads. 

Predictive analytics are also used 
to “encourage” individuals to make 
positive behavioral changes. For 
example, several years ago, my uni-
versity-employer, like most large 
employers, began offering all employ-
ees a discount on their employee con-
tributions for health insurance if we 
enrolled in an employer-sponsored 
and third-party administered well-
ness program involving self-reports 
on various health measures, such as 
weight, exercise, smoking, and alco-
hol consumption. I declined and 
chose to pay the “privacy tax.” Lower 
paid employees at my university, such 
as housekeeping and cafeteria work-

ers, could not afford to forego an 
increase in their take home pay and 
therefore enrolled in the wellness 
program and have been monitored 
and urged to achieve certain health 
goals. 

Few would object to encourag-
ing individuals to adopt healthier 
lifestyles, but the evidence is mixed, 
at best, that employer-sponsored 
wellness programs are effective in 
improving employee health, reducing 
health costs, or producing a positive 
return on investment.44 Moreover, 
it is questionable whether any mod-
est gains in wellness are worth the 
price of permitting employers to con-
trol health care costs by contracting 
with third-party companies to surveil 
employees’ lifestyles and “encour-
age” health-promoting behavioral 
changes. 

The examples of auto and health 
insurance only begin to scratch the 
surface of predictive analytics based 
on personal data harvesting. Other 
insurance products (e.g., life, dis-
ability, long-term care, and property 
and casualty) are among the next 
likely targets. Financial applications 
include consumer credit and home 
mortgages in which predictive ana-
lytics could consider consumers’ pur-
chasing history, credit card usage, 
and credit scores. Employment, 
education, and government uses are 
other likely applications. In these and 
other areas the two main issues are 
whether the algorithmic predictions 
are accurate and, if so, whether the 
insights they provide are worth the 
privacy incursions and other social 
costs.

Precision Medicine
At least since the Human Genome 
Project (1990-2003), the National 
Institutes of Health (NIH) has 
embraced large-scale research proj-
ects, such as the current Cancer 
Moonshot45 and Brain Initiative.46 
NIH’s large-scale precision medicine 
research project is called All of Us.47 
Precision medicine has been defined 
as an approach for protecting health 
and treating disease that takes into 
account a person’s genes, behaviors, 
and environment.48 Precision medi-
cine has proven to be valuable in clin-
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ical settings for treating various can-
cers and rare disorders, as well as for 
identifying the safest and most effica-
cious drugs for specific individuals.49 

More widespread introduction 
of precision medicine into clinical 
settings depends on research devel-
opments, and this is where NIH is 
playing a leading role. The All of 
Us Research Program was begun in 
2015, and in 2018 it began enrolling 
at least one million diverse individu-
als in the United States.50 In addition 
to genome sequencing, All of Us par-
ticipants are asked to share data from 
(1) health surveys (demographic, life-
style, and substance use); (2) physical 
measurements (blood pressure, heart 
rate, weight, height, and body-mass 
index); (3) biospecimens (blood and 
urine); (4) EHRs (including medica-
tions, laboratory results, vital signs, 
and billing codes); (5) digital health 
(from Fitbit and other wearables); 
and (6) geospatial and environmen-
tal data (including weather, air pollu-
tion, and sensor readings).51 The last 
two categories of data are especially 
relevant to surveillance capitalism.

Even though the All of Us Research 
Program is collecting an unprec-
edented volume of health data, it is 
not collecting all the data that could 
affect an individual’s health. Addi-
tional precision medicine research 
and clinical applications also could 
include the following data fields: (1) 
health histories and vital statistics of 
family members, including birth and 
death certificates; (2) military ser-
vice records, including health records 
and data on hazardous exposures; 
(3) employment records, including 
exposure and biological monitor-
ing data: (4) financial information, 
including consumer data generated 
by credit cards and consumer loyalty 
programs; (5) educational records, 
including behavioral health infor-
mation and student health service 
records; (6) travel information and 
geo-location data, including expo-
sures; (7) social media postings, 
including behavioral and mental 
health self-reports; and (8) govern-
ment records, including Social Secu-
rity data, Veterans Administration 
health records, criminal justice infor-
mation, professional licensure appli-

cations, drivers’ license information, 
and passport information. What 
could emerge from virtually unlim-
ited data collection would be health-
based dossiers of incredible detail for 
algorithms to probe for associations, 
interpretations, and predictions.52

Precision medicine faces signifi-
cant challenges. In addition to the 
scientific obstacles of demonstrating 
clinical utility in various settings, pre-
cision medicine has generated vigor-
ous ethical and policy criticisms.53 
These include the argument that pre-
cision medicine, by developing indi-
vidually tailored and therefore more 
expensive diagnostics and therapeu-
tics, will exacerbate health inequi-
ties; that numerous predictions of 
slightly increased risks will create a 
population of “worried well” people; 
and that health system budgets for 
costly medical interventions provid-
ing only slightly improved outcomes 
could be better spent elsewhere.54 
Perhaps the greatest legal and ethi-
cal challenge would be protecting 
privacy if health records contained 
increasingly voluminous quantities of 
sensitive information that go beyond 
traditional medical information to 
include social, behavioral, financial, 
and other data.55

Challenges to Privacy
The All of Us Research Program has 
pledged to protect the privacy and 
security of participants’ information 
through deidentification, storage of 
information on protected comput-
ers, certificates of confidentiality, 
and other measures.56 Even assum-
ing that there are no breaches of 
security, it is easy to envision sensi-
tive health information being widely 
disclosed to third parties. Under the 
All of Us guidelines, research partici-
pants have access to their own health 
information, including the predictive 
health assessments produced by algo-
rithms developed by researchers.57 If 
a participant is to benefit from this 
personalized information, the data 
must be uploaded or somehow incor-
porated into the participant’s clinical 
EHR, where it can be used by the par-
ticipant’s health care providers. Many 
people in the United States do not 
realize that once health information 

becomes part of their clinical record 
it does not gain privacy protection; in 
fact, it becomes more vulnerable to 
disclosure.58

HIPAA Privacy Rule
Much of this misunderstanding is 
related to the erroneous assump-
tion that the HIPAA Privacy Rule59 
is comprehensive and stringent. It 
is neither. First, the Privacy Rule 
only applies to health care providers, 
health plans, health clearinghouses, 
and their business associates.60 It 
does not apply to, among other enti-
ties, insurance companies (other than 
health insurers), employers, schools, 
financial institutions, or technology 
companies. Second, the Privacy Rule 
is weakened by numerous, broadly 
worded exceptions. As mentioned 
earlier, a covered entity, such as a 
hospital, is free to use and disclose 
individually-identifiable health infor-
mation without a patient’s knowledge 
or consent for treatment, payment, 
and health care operations.61 In addi-
tion, there are twelve public purpose 
exceptions that permit covered enti-
ties to disclose individually-identi-
fiable health information without 
notice or consent: (1) where required 
by law; (2) for public health activities; 
(3) about victims of abuse, neglect, 
or domestic violence; (4) for health 
oversight activities; (5) for judicial 
and administrative proceedings; (6) 
for law enforcement; (7) about dece-
dents; (8) for cadaveric organ, eye, or 
tissue donations; (9) for some types 
of research; (10) when there is a seri-
ous threat to health or safety; (11) 
for special government functions, 
including national security; and (12) 
for workers’ compensation.62 

In the context of precision medi-
cine, the most important exception 
to the HIPAA Privacy Rule is con-
sent (or authorization). Individu-
als have a right to access their own 
health records and to direct a cov-
ered entity to disclose some or all of 
the contents of their health records 
to any other person or entity.63 This 
gives rise to “compelled authoriza-
tions,” whereby individuals subject to 
economic leverage or legal compul-
sion can be required to provide their 
health records for a governmental or 
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commercial purpose, such as apply-
ing for employment, insurance (life, 
disability, and long-term care), Social 
Security disability, workers’ compen-
sation, veterans’ benefits, and profes-
sional licensure. The best estimate is 
that there are at least 25 million com-
pelled authorizations each year in the 
United States.64

In many cases, third parties can 
require the disclosure of complete 
health records, and even where the 
authorization is for more limited 
records, covered entities often find 
it easier to send complete records 
than engaging in the time-consum-
ing and costly process of reviewing 
and redacting certain information. 
In the era of precision medicine, 
health records could contain sen-
sitive information about matters 
ancillary to health status, such as 
relational, lifestyle, or financial data. 
Furthermore, once health records 
are received by an entity not subject 
to the HIPAA Privacy Rule (e.g., pro-
spective employer), HIPAA does not 
limit redisclosure of the information 
to other individuals and entities. 

Procedural and Substantive Privacy
Challenges to privacy can be divided 
into procedural and substantive 
issues. The United States, having 
failed to enact a broad privacy law 
in the 1970s when it was first con-
sidered,65 has adopted the default 
position that data access practices by 
public and private entities are lawful 
unless they violate a specific statute 
or regulation.66 In operation, notice 
and consent for access, use, and dis-
closure of private information, epito-
mized by online “click through” con-
sent, is seriously deficient because the 
notice is rarely read or understood, 
and the consent is rarely informed or 
knowing. Even where notice is more 
informative and consent is more 
intentional, the process of compelled 
authorization, discussed above, is 
inherently coercive.

Compelled authorizations, permis-
sible under the HIPAA Privacy Rule 
and other laws in the United States, 
are prohibited under the European 
Union’s General Data Protection 
Regulation (GDPR).67 Recital 32 

defines consent in a much more strin-
gent way than in the United States.

Consent should be given by a 
clear affirmative act establishing 
a freely given, specific, informed 
and unambiguous indication 
of a data subject’s agreement to 
the processing of personal data 
relating to him or her, such as 
by a written statement, includ-
ing by electronic means or an 
oral statement.68

Legislation protecting privacy should 
address a range of procedural issues, 
such as transparency, limiting dis-
closures to the minimum necessary 
information, limiting identifiability 
to the minimum necessary, limiting 
time for use and disclosure of data, 
and prohibiting the reidentification 
of individuals and the redisclosure 
of information. Many of these limita-
tions already are part of the GDPR. 
In the United States, these types of 
reforms are necessary but insufficient 
to protect informational privacy.

Substantive privacy protections 
require an analysis of the lawful uses 
of information. For example, under 
the Americans with Disabilities Act 
(ADA),69 after an employer extends a 
conditional offer of employment, the 
employer may condition employment 
on the satisfactory completion of a 
medical examination and a review 
of the individual’s health records.70 
This is a reasonable requirement 
because many jobs involve strenu-
ous physical exertion or exposure to 
hazardous environments. Neverthe-
less, neither the medical examina-
tion nor the health record review 
must be limited to matters directly 
related to the prospective employee’s 
job duties, even though an employer 
may not rescind a conditional offer 
for medical reasons that are not job-
related.71 The substantive issue is 
what information an employer may 
lawfully use in deciding employabil-
ity, such as whether it is permissible 
to refuse to employ an individual who 
is at greater risk of a future health 
problem.72 Other substantive health 
privacy issues include what personal 
health information insurers may con-

sider in deciding insurability73 and 
what health information government 
agencies may consider in ruling on 
eligibility for benefits.74

Toward Reasonable, Effective 
Regulation
Legislative, regulatory, and other 
legal measures to curtail excessive 
disclosure or use of health informa-
tion have been adopted at an extraor-
dinarily slow pace and existing enact-
ments are ineffective. Three reasons 
for this unacceptable situation come 
to mind: (1) technology changes 
more quickly than law; (2) surveil-
lance capitalists include some of the 
largest and most powerful companies 
with well-financed cadres of lobbyists 
and lawyers; and (3) regulation of 
information implicates fundamental 
aspects of American society, such as 
First Amendment freedom of speech 
and freedom of contract. The follow-
ing elements should be a part of any 
enactment to protect health privacy 
in the age of Big Data, surveillance 
capitalism, and precision medicine.

Comprehensive Health Privacy 
Legislation 
Unlike the great majority of indus-
trialized democracies, the United 
States lacks comprehensive health 
privacy legislation.75 The HIPAA Pri-
vacy Rule was only intended to pro-
tect privacy in the payment chain of 
health care. It does not apply broadly 
and does not prohibit the redisclo-
sure of health information received 
by non-covered entities. The Privacy 
Rule also lacks effective remedies 
and does not include a private right 
of action for aggrieved individuals 
to redress harms caused by unlawful 
privacy breaches.76

A few states have recently enacted 
privacy legislation of a general 
nature, beginning with the California 
Consumer Privacy Act,77 which has 
been followed, so far, by Virginia78 
and Colorado.79 Illinois enacted the 
nation’s first biometric information 
privacy law,80 followed by Texas,81 
Washington,82 and California.83 
Although state legislatures have been 
termed the “laboratories of democ-
racy,”84 it simply takes too long to 
enact legislation on emerging tech-
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nologies in a substantial number of 
states, and some states are unlikely 
ever to enact such legislation. For the 
foreseeable future, the small number 
of idiosyncratic state laws are likely 
to remain inconsistent and often 
indecipherable. 

In contrast to the limited protec-
tions of federal and state laws, the 
GDPR categorically treats health data 
as sensitive and strictly protected. 
Article 9, section 1 prohibits the pro-
cessing of “data concerning health,”85 
which could be construed as covering 
not only traditional clinical informa-

tion, but the broad classes of data 
collected by precision medicine.86 
Following the GDPR model would 
mean comprehensive, consistent pri-
vacy legislation rather than categori-
cal legislation separately dealing with 
educational, financial, health, and 
other types of information.87

Stringent Consent Requirements
The viability of consent has been 
destroyed by technology companies. 
Many millions — if not billions — of 
people now regard consent as a “click 

through” burden that is a worthless, 
time consuming, formalistic require-
ment before they can download an 
app or software update. The actual 
consent language is often part of a 
long, legalistic document in small 
type, which further ensures that virtu-
ally nobody reads it.88 Some consent 
documents even grant app developers 
and technology companies an extraor-
dinary license to invade privacy.89 In 
addition, compelled authorization is a 
form of coercion, but it is not prohib-
ited by the HIPAA Privacy Rule or any 
state law in the United States. 

Limiting the Use of Data
There are two main ways of protect-
ing health privacy: limiting access to 
data and limiting use of data. Limiting 
access to data may be considered a pro-
cedural strategy to keep certain enti-
ties from obtaining data. For example, 
under the Genetic Information Non-
discrimination Act (GINA),90 it is 
unlawful for an employer to “request, 
require, or purchase genetic informa-
tion with respect to an employee or a 
family member of an employee …”91 In 
theory, if an employer or other entity 

does not have access to certain data, it 
cannot use the data to the detriment 
of the individual, and the individual’s 
privacy is also protected. In the case of 
GINA, this approach is undermined 
by compelled authorization prac-
tices, because even though employers 
may not request genetic information, 
healthcare providers and other enti-
ties in possession of genetic informa-
tion often fail to take the extraordi-
nary steps to delete or redact genetic 
information when complying with an 
authorization. 

By contrast, limiting the use of data 
does not explicitly prohibit access to 
data, although GINA prohibits both 
access to and discrimination based 
on genetic information.92 Where only 
use is prohibited, no reasonable indi-
vidual or entity would want access 
to data that cannot legally be used 
because it might expose them to legal 
liability.93 Thus, even without explicit 
access restrictions, use limitations 
may be effective in protecting pri-
vacy indirectly. However, legislation 
prohibiting the use of data is more 
difficult to enact because it must 
address the substantive issues of how 
decisions about inclusion and exclu-
sion (e.g., employability, insurability) 
are made by employers, insurers, and 
other data users.94

Conclusion
Big Data, surveillance capitalism, 
and precision medicine are all com-
plicated and still evolving. When 
combined and applied in the context 
of health privacy, the three concepts 
become even more difficult to analyze 
or regulate.95 This article has argued 
that vital privacy interests are at stake 
at the intersection of Big Data, sur-
veillance capitalism, and precision 
medicine. Furthermore, the speed at 
which vast amounts of personal data 
are being accumulated means that 
the negative consequences of the cur-
rent, largely laissez faire approach 
are becoming more pronounced. 
Comprehensive, federal health pri-
vacy legislation should be enacted 
to, among other things, limit the use 
of compelled authorization consent, 
prohibit “click through” consent, and 
place substantive controls on the use 
of health information.

Big Data, surveillance capitalism, and precision 
medicine are all complicated and still evolving. 
When combined and applied in the context of 
health privacy, the three concepts become even 
more difficult to analyze or regulate. This article 
has argued that vital privacy interests are at 
stake at the intersection of Big Data, surveillance 
capitalism, and precision medicine. Furthermore, 
the speed at which vast amounts of personal data 
are being accumulated means that the negative 
consequences of the current, largely laissez 
faire approach are becoming more pronounced. 
Comprehensive, federal health privacy legislation 
should be enacted to, among other things, limit the 
use of compelled authorization consent, prohibit 
“click through” consent, and place substantive 
controls on the use of health information.
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This article is an expanded and anno-
tated version of a presentation for the 
Institute for Biomedical Ethics at the 
University of Basel, Switzerland, on 
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