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Abstract

Matérn hard-core processes are classical examples for point processes obtained by
dependent thinning of (marked) Poisson point processes. We present a generalization
of the Matérn models which encompasses recent extensions of the original Matérn hard-
core processes. It generalizes the underlying point process, the thinning rule, and the
marks attached to the original process. Based on our model, we introduce processes with
a clear interpretation in the context of max-stable processes. In particular, we prove that
one of these processes lies in the max-domain of attraction of a mixed moving maxima
process.
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1. Introduction

Point processes obtained by dependent thinning of stationary Poisson processes have been
extensively examined in recent decades. Matérn hard-core processes [15] are classical exam-
ples of such processes, where the thinning probability of an individual point depends on the
other points of the original point pattern. While a Matérn I process is based on an unmarked
Poisson process, a Matérn II process relies on a marked Poisson process with independent
and identically distributed (i.i.d.) marks. The Matérn models and slight modifications thereof
are applied to real data in various areas, for instance ecological science [20, 24], geographical
analysis [25] and computer science [11].

There exist several extensions of Matérn’s models [13], concerning the hard-core distance
[14, 26], the thinning rule [27], or the generalization of the underlying Poisson process [1]. In
the Matérn II model and its generalizations, the marks are uniformly distributed on the unit
interval or take on values on the plane. These choices for the mark spaces stem, on the one
hand, from its interpretation in specific applications, in particular in biology, where the marks
are commonly interpreted as appearance or germination times [12, 27]. On the other hand,
the distribution of the original Matérn II process is independent of the specific choice of the
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univariate mark distribution as long as it is continuous [26]. Therefore, extensions concerning
the marks have not been the focus of interest. Allowing for more general mark spaces, how-
ever, creates the opportunity to explore novel connections to Matérn-type models from both
theoretical and practical points of view.

Max-stable processes are of particular interest in the modelling of extreme events, forming
the class of distributional limits of pointwise maxima of stochastic processes. In order to make
the framework of max-stable processes available for applications, it is necessary to assume
that the underlying stochastic process of given data lies in the max-domain of attraction of
a max-stable process. However, only a few non-trivial processes are known to possess this
property; see [8] for details. Therefore, introducing processes in the max-domain of attraction
of a max-stable process is a desirable goal.

The thinning rules of Matérn hard-core processes and their extensions usually involve a
comparative operation regarding the underlying marks. In case of the Matérn II model, for
example, the point in the original process with the smallest mark can never be deleted. In
this sense, the marks corresponding to the points of a Matérn-type process exhibit some kind
of locally minimal or, turning the perspective, maximal behaviour. Since sample-continuous
max-stable processes can be represented as the supremum of continuous functions forming
a Poisson process [10], the question arises whether connections can be established between
max-stable processes and a Matérn-type model with continuous functions as random marks.

This manuscript consists of two main parts. In the first we present and examine a point
process model which encompasses and further generalizes Matérn hard-core processes and
their extensions. In the second part we establish theoretical connections between our model and
max-stable processes. Based on our model, we introduce processes with a clear interpretation
in the context of max-stable processes and with close relationships to them. In particular, we
prove that one of these processes is in the max-domain of attraction of a mixed moving maxima
process under suitable conditions.

2. Model formulation

2.1. Preliminaries

In this paper we regard a point process ® [5, 6] as a locally finite, random, countable set of
points that are elements of a complete, separable metric space S. Let Ml be another complete,
separable metric space. A marked point process ®j; on S with marks in M is a point process
on S x M such that the ground process ®°(-) := ®;( - x M) is a simple point process itself, i.e.
a point process with no multiplicities. We denote the target sets of & and ®,; by Njr and My,
and their respective o-algebras by Ay and M.

Poisson processes are the most important examples of point processes. A simple point pro-
cess @ is a Poisson process with intensity measure u = E®(-) if, for every Borel set B C S, the
number of points in B is Poisson distributed with parameter p«(B). This implies that the number
of points in disjoint Borel sets By, . .., B, n € N, are independent. A point process & is called
a Cox process with random measure A if it is a Poisson process conditional on A [4]. In the
case S=R?, it is often assumed that the random measure A has the form A(dx) = W(x)dx,
where (W(x), x € S) is a non-negative, locally integrable stochastic process. Then, we call ® a
Cox process with random intensity function W. In the case that W is a log Gaussian random
field, the Cox process @ is called a log Gaussian Cox process [19].

Matérn introduced point process models which are obtained from a stationary Poisson pro-
cess ® on S=R? with intensity A by a dependent thinning method [15]. In the Matérn I
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model, all points & € ® that have neighbours within a deterministic hard-core distance R > 0
are deleted. The Matérn I model considers a marked point process ®,; where each point § € ¢
is independently endowed with a random mark mz ~ U[0, 1]. A point (§, mg) € @y is retained
in the thinned process @y, if the ball Br(&) contains no points £' € ® \ {£} with mg < mg.
That is,

Dy ={(§, mg) € Dy :mg < myg, forall & e dNBRrE)\ {E})
={(§. mg) € Py : fin(Pum: &, mg) =1},

with the thinning function

fin(@urs &, mg) = I1 (1= Lerenpe) Ly <me).
(&' ,mer)e @y \{(§,mg)}

It is of particular interest to compute the probability that a given point (§, mg) € @) is retained
in the thinned process. This probability can be calculated using Palm calculus [2, 6, 16, 18],
which we briefly summarize in the following. The reduced Campbell measure C' for a point
process @ on § is a measure on S x Njf defined by

CD)=E) lgo\gpen:  DCSx Ny
Eed

Let the intensity measure p be o-finite. Then, the reduced Campbell measure is, in its first
component, absolutely continuous with respect to . Its Radon—Nikodym density Pé is called
the reduced Palm distribution. Therefore,

CBxF)= / PL(F)du(§).  BeB(S). Feli,
B
and for non-negative functions 4 : S x Ny — [0, 00),

B Y he o \1e)= [ [ he.ndrion duce)

Eed

Hence, Pé_ can be interpreted as the conditional distribution of ® \ {£} given & € ®. Thereby,
the retention probability of a point (£, mg) € Oy equals

r&.me)= | finlp: & me) P} 1, (do).
1f

Since the generating functional of a point process ® on § is defined as

Gow)=E [] w&)

Eed

for suitable functions u : S — [0, 1] [28], r(§, m¢) is the generating functional of a point pro-
cess with distribution P!S»ms and u(g’, mg)=1-— 1S’€BR(§)1mg/<ms- With @, being a Poisson

process in the case of the Matérn II model, the reduced Palm distribution Pf,mg equals the
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distribution of @ itself [2, Example 4.3]. Therefore, the retention probability of a point
(€, mg) € @y is given by

r(§, mg) = exp (= A|Br(0)| - mg),

and the intensity of the thinned ground process equals

1
Mh=)»/0 r(€, mg) dmg = |Br(0)| ' (1 — exp (— ABr(0)]));

see [12]. The reduced Palm distribution of a general point process is more difficult to handle.
However, it can be explicitly calculated for many Cox process models [3, 17].

2.2 Generalizing the Matérn hard-core processes

We present a point process model obtained by dependent thinning of a marked point process,
which generalizes the Matérn models in several ways. We therefore call the new model a
generalized Matérn model.

Definition 2.1. Let ® be a point process on a complete, separable metric space S. Let @y
denote a marked point process where each point £ € @ is independently attached with a random
mark mg taking on values on a complete, separable metric space M. Furthermore, let Tg,,; £ m,
denote a Bernoulli random variable whose success probability equals the thinning function

fo(@u & me) = [ [1—¢& me, & mep&, me, & men),

(S/,mg/)ECDM

where ¢ : (S, M)2 — {0, 1} and p: (S, M)2 — [0, 1] are measurable functions. Then, we call
the thinned marked point process @, defined by

Qin ={(5, mg) € Py : Tay; eme = 1} 2.1)

a generalized Matérn model with corresponding thinned ground process
Oy, = (£ : (5, me) € D).

The functions ¢ and p in Definition 2.1 have the following interpretation. The function ¢ speci-
fies the inferior points which are in danger of being deleted. We call a point (§, mg) € @y infe-
rior to (§, mg') € @y and (&', mg/) superior to (&, mg), respectively, if ¢(&, mg, &', mg) =1.
A point is called inferior if it is inferior to some other point of the process. Therefore, we also
call ¢ a competition function. The function p determines the probability that an inferior point
is deleted by the corresponding superior point. We henceforth set

C(Evmé’éamé)zl’ P(E’méaévmé)zl_PO(é)E[Oa 1]’

and thereby include independent po-thinning in our model that may depend on the locations of
the points in the ground process ®°. To simplify the notation, we will use abbreviations like

E=(&, mg)and (&, &)= (&, mg, &', mgr) throughout the paper.

Example 2.1. The Matérn I and II hard-core models can be easily derived from our model.
Replacing the stationary Poisson process in the Matérn II model by a Cox process, we also
obtain Matérn thinned Cox processes [1].
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Example 2.2. A further generalization of the Matérn I model was presented in [27]. According
to their thinning rule, a point £ of a stationary Poisson process & is retained with probability

po [] a—rag—=&1m
&'ed\{&}

for pg € (0, 1] and some deterministic, measurable function f : [0, co) — [0, 1]. This can be
obtained from our model by setting ¢ =1 and p(&, &) =f(||E — &'|]).

Example 2.3. Consider a stationary Poisson process ® on S =R?, marks mg in M= R{O:1}
with mg(0) ~ p and mg (1) ~ v for probability measures v and v. Let f : [0, 00) x RZ2 - [0, 1]
be a fixed measurable function with f(-, m, n) =f(-, n, m) for all m,n€ R and pg € (0, 1].
We choose p(&, &) =f(ll§ —&'|l, me(1), mg(1)) and the competition function ¢(&, &)=
L 0)=m,:(0)- Then,

Jen(Pos; &, mg) = po l—[ [1- lmg(O)ng/(O)f(Hg — &), me(1), me(1))].
& cop\(§)

This model was presented in [27] as an extension of the Matérn II model.

Example 2.4. Let ® be a Poisson process on R attached with random mark functions
me(-) = Ugp(- —&), where Ug ~U[0, 1] and ¢ denotes the d-dimensional standard-normal
density. Consider p(&, &) =max(0, 1 — ||€ — &’|)) and the competition function ¢(§, &)=
L, (&)>mg(&)- This leads to a soft-core model where inferior points are the more likely to be
thinned the closer they are to superior points. See Figure 1 for a plot of this model in d = 2.

2.3. Generalized Matérn model based on log Gaussian Cox processes

We further examine our model by calculating first- and second-order properties. Since our
model is defined in a rather general setting, reasonable restrictions are needed in order to
calculate the reduced Palm distribution and subsequently the intensity function and the second-
order product density. Here, we assume that @ is a log Gaussian Cox process because of its
importance for conditionally max-stable processes [8]. However, the following results may be
derived in a similar way for other Cox processes or infinitely divisible point processes [16], if
the reduced Palm distribution is known. Let W = exp (W) denote the random intensity function
of ®, where W is a suitable Gaussian random field with mean function p and covariance
function C. We write ® ~ LGCP(u, C) for short.

Proposition 2.1. Let M denote a complete, separable metric space, and ® ~LGCP(u, C)
with random intensity function V. Let ®y; denote the corresponding marked point process
where each point § € ® is independently endowed with an M-valued random mark mg with
law v. Then, the retention probability of a point (§, mg) € @y in the corresponding generalized
Matérn model (2.1) is given by

(&, mg) = poEg exp (— /S (1—h&, €H)V(E) dS’V(dmsf)) 2.2)

x M
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FIGURE 1: Plot of the original Poisson process & with its underlying intensity function (upper left)

and of the ground process CD?h of the generalized Matérn model and its estimated intensity function

with the specifications p(€, &)= (1 — 1§ — &' /R)+, £(§, &)= leepye) (upper right); p(, €)=

(L= 1E =&"Il/R)+, & &) =Lerenpe)lmgy<me» me ~UIO, 1] (lower left); p(§, &) =1~ |I§ -

EN/R)y, (&, &)= lmér($)>mg(5) with mg(-) = Ugp(- —§), Ug ~UJ0, 1], and the two-dimensional
standard normal density ¢ (lower right); R =0.5.

where h(€, §)=1— (€, £)p(§. §), ® ~LGCP(L, O), f(-) = () + C( §), and ¥ denotes
the random intensity function of ®. Furthermore, the intensity function of the thinned ground
process d>?h is given by

pth($)=poE‘I’(§)/M]Eq, exp <—/S MC(E,E/)P(&E/)\T’(S/)dé/V(dMg')> v(dme).  (2.3)

Proof. Let & € @y;. In case of the generalized Matérn model, the retention probability of
& € dyy is given by

(&, mg) = /M Sin(p U €, me); &, me) Py(dg).

Since ® ~LGCP(u, C), the reduced Palm distribution P’é of ® equals the distribution of
5~LGCP(ﬁ, C) (see [3, Theorem 1]). Therefore, with 515M denoting the corresponding
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marked process with independently attached marks with law v, we obtain

rE.m)=E ] [1-¢¢& &pE g

g ey uig}
=(1-¢E. HpE OE [ 11— &pE. &)
5/E5M
=poE [ e &)
§edy

=po Eg exp (— /S . (1—heE, £))TE) dS/V(de’))

where the last equality follows from calculating the generating functional of ®y. Since the
intensity function of a log Gaussian Cox process equals EW(-) [19], the second part is a
consequence of [1, Equations (7) and (8)]. [

Proposition 2.2. Assume the same setting as in Proposition 2.1. Let P ~ LGCP(ix, C) with
mean function 1(-) = u(-)+ C(-, &) + C(-, n) and random intensity function . Then, the
second-order product density of the thinned ground process CID?h of the generalized Matérn
model (2.1) equals

P D&, ) = PRE[WEW ()] /M fM v(dme)v(dmy) hE. WA, )

x Eg exp (— /S y (1— (&, &)h(y, E))W(E) dé/V(dms/))

Proof. The probability that neither of the arbitrary points (§, mg) and (5, m;) is deleted by
any point of the point configuration ¢ € Mjs is

@& =] 0 —¢& &pE ENA -, Epan. &),

gep
Thus, the probability that (§, mg) and (n, my,) € @) are retained in the thinned process ®y,
equals

2

(
Jin

&= [ DU g P W)
If

where P!E . is the two-fold reduced Palm distribution of ®,,. Since the two-fold reduced Palm

distribution P!S,n equals the distribution of b~ LGCP(jx, C), see [3, Theorem 1], we obtain

rE.m=E ] (1-¢& &pE &)1 - Epm. E))
£ ey Uig.n}
=poh&, mhn, B [ hE, &), &)

5/6‘51\/1

=p%h(§, Mh(n, §) Eg exp (— /

SxM

(1= h(E. Eh(n, E))W(E) dé'v(dMg/)>-

Since the second-order product density of a log Gaussian Cox process is given by E[W(§)W ()]
[19], the claim now follows due to [1, Equations (10) and (11)]. U
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3. Application to mixed moving maxima processes

In a generalized Matérn model, we particularly allow the marks to be real-valued continuous
functions from S to R. This creates the opportunity to bridge to max-stable processes.

3.1. Preliminaries on max-stable processes

We briefly summarize the main facts concerning max-stable processes for our purposes.
Analogous to the case of «-stable processes, a stochastic process Z = (Z(t), t € S) is called
max-stable if, for a sequence (Z,, n € N) of independent copies of Z, there exist sequences
a,(x) > 0 and b,(x) € R such that

{ Zi(x) = by()
l:nilaxn

D
..... eS| }xes 2 (Z@)hes,

where = denotes equality in distribution. A stochastic process Y = (Y(¢), t € S) is said to lie in
the max-domain of attraction of Z if there exist sequences c,(x) > 0 and d,(x) € R such that

the process
{ Yi(x) — dy(x) }
max ————
i=1,...,n cn(x) S
converges in distribution to Z.

Mixed moving maxima processes [21, 22, 23] are the most studied max-stable processes.
Let S=R9, K C S be a compact set, and X be a non-negative stochastic process whose paths
are almost surely (a.s.) in X = C(S, R) and which fulfils the condition

Ex / sup X(t — &) d§ < oo.
S teK
Then, a mixed moving maxima process is defined by
zy=\/ uX(t—s), 1€S, 3.1)
(s,u,X)e®

where \/ denotes the supremum and © is a Poisson process on S x (0, co] x X with intensity
measure dA(s, u, X) = ds u~2du dPy. A common interpretation of a mixed moving maxima
process is that the process X represents the shape of a storm with centre s and magnitude
u [22].

Replacing the underlying Poisson process in (3.1) by a Cox process, we obtain the so-called
Cox extremal process [8]. For a sample-continuous positive stochastic process W satisfying

EgEy / sup X(f — £)W(£) dé < 0o (3.2)
S teK

for any compact set K € R?, a Cox extremal process is defined by

Y() = \/ uX(t —s), (3.3)

(5,,X)e®
where © is a Cox process directed by the random measure

dA(s, u, X) = W(s)ds u~>du dPy.
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A Cox extremal process allows for the same interpretation as a mixed moving maxima pro-
cess. Being max-stable conditional on the intensity process W, a Cox extremal process is also
called a conditionally max-stable process. The integrability condition (3.2) ensures that a Cox
extremal process is almost surely finite on compact sets and sample-continuous on R¢. The
finite-dimensional distributions of Y are given by

Xt —§)
P(Y(t1) <y1, ..., Y(ta) <yn) =Ey exp <_EX/ max l—q’(é)dé),
§l<isn i
for y1, ..., yu, > 0 [8]. Accordingly, the finite-dimensional distributions of the mixed moving

maxima process Z are given by

s 1<i<n Vi

p < X(ti —§) )
(Zt) =y1, ..., Z(tn) <yn) =exp | =Ex [ max ————d& ).

Only finitely many storms contribute to ¥ and Z on the compact set K under mild assump-
tions (see [7, Corollary 9.4.4] and [8, Lemma 2]). Hence, all other storm processes are fully
covered by a single storm or by a patchwork of several storms. The probability of being cov-
ered by a patchwork of storms is difficult to handle. Therefore, alternative quantities might be
of interest, e.g. the case that a storm is completely covered by another one, or the case that a
storm centre is not covered by another storm, but visible.

3.2. Matérn extremal process

We first consider the case of complete coverage. This case can also be seen as a direct ana-
logue to the objective of the thinning rules in Matérn-type models, especially in biological
applications, keeping only the ‘relevant’ points and excluding the ‘irrelevant’ ones from con-
sideration. In the context of max-stable processes, this means excluding all storms which can
never contribute to the maximum.

Definition 3.1. Let ® be a Cox process on S=R¢ with sample-continuous random inten-
sity function 7~'W, 7 >0. Let X be a non-negative stochastic process whose paths are
almost surely in X = C(S, R). Each point £ € ® is independently attached with a random
mark function mg(-) = Ug X¢(+), where Ug ~ ru’zl(,,oo)(u) du and X¢ ~ PPy, having sample-
continuous paths. Let @, denote the corresponding marked point process and let &y, denote
the generalized Matérn model

D =1{(&, mg) € Py : fin(DPys; &, mg) =1}
with the thinning function
ﬁh(q)M9 E’ mg) = 1_[ I:l — 1U§/>Supt65 Ung(l—g)X&-/(f—f/)fl] . (3.4
g ecay

Then, we call a stochastic process IT defined by

nn= \/ ma-§. tes, (3.5)
(&,mg)edy

a Matérn extremal process.

Considering the thinning function (3.4) underlying the generalized Matérn model in the above
definition, we choose p = 1 and the competition function ¢ such that a point & € @), is deleted
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if the corresponding function mg(- —£) is, at each point, strictly smaller than the function
mg (- —&") for some other point §" € ®),. Hence, the thinning function is indeed chosen such
that we delete each point which can never contribute to the maximum of the storms. In this
sense, Py, can be interpreted as the process of potential contributors. Therefore, the functions
mg (- —&) are closely related to the extremal functions of @) introduced in [9], i.e. those func-
tions which actually contribute to the maximum, though the set ®y, is usually much larger than
the set of points corresponding to the extremal functions.

The biggest difference between a Matérn and a Cox extremal process concerns the magni-
tude component u of the underlying Cox processes having finite mass in the Matérn case and
infinite mass in the case of a Cox extremal process. The following proposition, however, shows
that we can recover a Cox extremal process from a Matérn extremal process in the limiting
case T — 0.

Proposition 3.1. Let condition (3.2) hold, and let T1 denote the Matérn extremal process (3.5).
If T — O, then the Matérn extremal process converges weakly to the Cox extremal process, that
is, the convergence T1 — Y holds weakly in C(S, R) with the Cox extremal process Y given
by (3.3).

Proof. Since the marks m; are sample-continuous, the continuity of the sample paths of IT
can be proved with similar arguments to the continuity of paths of the Cox extremal process Y
[8]. The finite-dimensional distributions of IT are given by

=PUeXe(t1 — &) <y1, ..., UsXe(t, — &) < y,, forall (§, mg) € Pypy)

: -
- IP’(US < min (iXs( = &)™) forall (&, mg) € (I)th)

=IP>(U5 < min (yiXg(t; — &)1, for all (é,mg)GCDM)
1<i<n

B o0
=Eyexp|— / f / U™ 1z 00y () duW (§) dé dIPX(x)]
L X JS Jminj<j<, (ix(t—§)~1)

_ -1
=Egexp|— fx /S max <r, IIEiign ()’ix(ti — 5)—1)> W(&)dg d]P’x(x)i|

=Ey exp = /stmin (l, max (v~ 'x(t —g))) W(E)de dIP’x(x)}.

T 1<i<n

Hence, with condition (3.2) and by using dominated convergence,

s 1<i<n

y Xt —§)
lim P(II() <y1, ..., (ty) <yn) =Eg exp (—Ex [ max T‘I’(E)dé ,

which equals the finite-dimensional distributions of Y (see Section 3.1). It remains to prove the
tightness of I1, i.e.
alim lim sup P(wg(I1, §) > ) =0

-0 -0
for ¢ > 0, an arbitrary compact set K C S, and
wk(I1, §) = sup [TI(71) — T(#2)] .

11,0eK: |t —n <8
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This can be shown analogously to [8, Theorem 7] using Fatou’s Lemma, dominated conver-
gence, and the uniform continuity of the paths of X on compact sets. (]

In view of Proposition 3.1 and the fact that a Cox extremal process is in the max-domain
of attraction of a mixed moving maxima process under suitable conditions [8, Theorem 7], the
question arises whether the same holds true for the Matérn extremal process IT for fixed t > 0.
Indeed, we have the following theorem.

Theorem 3.1. Let condition (3.2) hold, and let ® be a Cox process whose random intensity
function T\ is stationary with EW(0) = 1, T > 0. Then, the Matérn extremal process T1 is in
the max-domain of attraction of the mixed moving maxima process Z given by (3.1). That is, if
I1; are i.i.d. copies of T1, the convergence

n
n! \/ I, — 7z
i=1

holds weakly in C(S, R).

Proof. Consider the sequence 1" =pn~! \/i_; I;. The tightness of 1™ can again be
derived by similar arguments to the proof of [8, Theorem 7]. It remains to prove that the
marginal distributions of 1" converge to that of Z. These can be calculated as

P (0) <21, -, T(0) < 2)

= v exp |— min | —, max W; (&) dé dPx(x)
i1 X JS T 1<j<m l’lZ]
=Ey exp / /mm ( ax w) n! ’Zl W;(&) dé dPx(x) ).
CiIE g =

i x(r, . x(tj — £)
s (2 s B9=0) 1 5

1<j<m <m Zj

Since

due to the strong law of large numbers, we obtain, with condition (3.2) and by using dominated
convergence, that

X(t
lium(")m)gzl,...,n<n>(tm)fzm):exp[_EX e XG—9 g]’
e s l<j=m zZj

showing our claim. O

3.3. Process of visible storm centres

In view of the interpretation of mixed moving maxima or Cox extremal processes, the
phenomenon that a storm diminishes with growing distance to its centre gives rise to the
assumption that for each path X(w, -) of X there exist monotonously decreasing functions f,,
and g, such that

go(ll7ll) = X(w, ) < fo(l2l), ~ forallzes, (3.6)
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and g,(0) = X(w, 0) =f,(0). Assuming further that
X(0) L c, c>0, 3.7

the location of a local maxima of a mixed moving maxima or Cox extremal process corre-
sponds to a storm centre [8]. Hence, this storm centre is ‘visible’, i.e. it can be extracted from a
realization of the process. Being able to identify at least some of the storm centres is attractive,
allowing the extraction of further information from a realization of a mixed moving maxima
or Cox extremal process which might be used for statistical inference.

Definition 3.2. Assume the same setting as in Definition 3.1, but additionally assume that
conditions (3.6) and (3.7) hold. Let ®j denote the generalized Matérn model

=1 mg) e Dy fiy (Purs &, mg) =1}

with the thinning function

fi@uigmo =[] [1_1U§/>U§XE(O)X5/(S—§’)’I]' (3.8)
geoy

Then, we call the thinned ground process @fﬁo a process of visible storm centres and the
associated stochastic process IT* defined by

M= \/ m@—-8), tes,

(S,mg)eq)t*h

the extremal process of visible storm centres.

Indeed, conditions (3.6) and (3.7) and the thinning function (3.8) ensure that <I>:‘h only
consists of the visible storm centres. The thinning rule (3.8) is much sharper than the
thinning function (3.4) in the preceding section. Because of the relation IT*(§) =meg(0) =

V' cq, Mer(6 =) =TI(E) for & € @0, we have

Dy, = {§ € o : T1(E) = TT*(§)},

with @y, denoting the generalized Matérn model underlying the Matérn extremal process (3.5).
Hence, the set @ is a subset of the set ®y,, and even a subset of the points corresponding to
the extremal functions of ®,,. It also shows that the continuous paths of the extremal process
of visible storm centres coincide with the paths of the Matérn extremal process at least in some
open neighbourhoods of & € <I>fh’0. If the function mg(- —&) corresponding to a point § € Py
is an extremal function but & ¢ <I>;“h, then IT*(§) > mg(0), i.e. the storm centre & is covered by
other storms; see Figure 2.

Taking over the notation from Section 2.3, we henceforth assume that the Cox process ®
is a log Gaussian Cox process with random intensity function W, T >0, i.e. we consider
® ~ LGCP(u — log T, C). We now calculate first- and second-order properties of the process
of visible storm centres.
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FIGURE 2: Tllustration of an extremal process of visible storm centres IT* (left) and a Matérn extremal
process IT (right). The black solid lines form the final processes. The shape with centre & =2 does not
contribute to IT*, since its centre is covered by another shape.

Proposition 3.2. Let ® ~ LGCP(u — log 7, C) with random intensity function ='W, 7 > 0,
and corresponding marks mg(-) = U X (1), where Ug ~ ru‘zl(f’oo)(u) du and Xg~ Py,
having sample-continuous paths satisfying conditions (3.6) and (3.7). Then, the intensity
function of the process of visible storm centres is given by

1 —exp(—7t7'X(0)7! 'cq,)i|>

y

po; (§) = EW(§)Ey (X(O)Eq, [

where
cg = /S ExX(¢ — £)F(') &’

and t='WU is the random intensity function of CT)NLGCP(ﬁ—log 7,C) with u(-)=
n() + CC, &).

Proof. Using Proposition 2.1 and (2.2), the retention probability can be calculated by
o
7 -2
r(§, mg) =Eg exp <_EX /S /T Ly > Uexeoxce—gn-1 W (E g, dug: dé/)-

Due to conditions (3.6) and (3.7), U X (0)X(§ — E’)_l > 1, such that

o0
HE, me) = Eg exp (—~Ex f f (2T dug d”
S JUgXe (0)X(E—€)~!

—Ee oxp (—Ex [ XE=E) G ae

Hence, with (2.3), the intensity equals

poy (§) = EW(§)Ex [/ Eg exp <—u_1X(0)_lcq,> u=? du],
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with cg = [(ExX(§ — &’ )W (¢') d¢’. By calculating the integral with respect to u, we finally
obtain

1 —exp(— - X(0)"! 'C‘NP)D -

‘y

par (€)= EW(§)Ex (X(o)IEa [

The second-order product density can be derived in a similar manner using Proposition 2.2 and
conditions (3.6) and (3.7).

Proposition 3.3. Let ® ~ LGCP(u — log t, C) with random intensity function T~'W. Then,
the second-order product density of the process of visible storm centres equals

pgfl(s ) =E[W(E)W()] f / [ / f f(s Mgy * dug duy,

/ /‘MSXE(O) fE, ")”E - n duy d”é} dPy, dPy, ,

Xy &

where

. o [XE-¢) [ X —8)=
f(«S,n)—]Eq,[eXp( EX/S SX()qf(s)ds)exp( EX/S X()\ws)ds)

. (XE-E) X —ED\ &
X exp <EX/Sm1n( X uX©) )‘P(‘E)dé}

Here, t='W is the random intensity function of ® ~ LGCP(Ji — log z, C) with i(-) = u(-) +
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