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Abstract
Cyberbiosecurity is an emerging field that relates to the intersection of cybersecurity and the clinical and
research practice in the biosciences. Beyond the concerns that usually arise in the areas of genomics, this paper
highlights ethical concerns raised by cyberbiosecurity in clinical neuroscience. These concerns relate not only
to the privacy of the data collected by imaging devices, but also the concern that patients using various
stimulatory devices can be harmed by a hacker who either obfuscates the outputs or who interferes with the
stimulatory process. The paper offers some suggestions as to how to rectify these increasingly dire concerns.
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Introduction

Cyberbiosecurity/biocybersecurity is an emerging area of research focusing on the intersection between
cybersecurity and the growing bioeconomy. The field emerged as the frontiers of biology and cyberse-
curity began to collide. There is an increasing biological presence in the cybersecurity field, including the
use of biometric data to access computing devices, and the use of biological principles in cybersecurity,
such as employing concepts from DNA sequencing in the detection of malware.1,2

There is also an increasing cybersecurity presence in the biomedical world. In most cases, the
concerns relate to either the growing digitization of biomedical data and the concomitant potential
disclosure of patient health records,3 or synthetic biology and the use and abuse of DNA sequencing
technologies to surreptitiously and maliciously introduce problematic DNA sequences in naïve labora-
tories through hacking various computer systems.4

Although there are also overlapping areas in the fields of neuroscience and genetics that raise
problematic cyberbiosecurity concerns, such as the malicious manipulation of genes within modified
stem cells in the treatment of traumatic brain injury or ischemic stroke,5 the heretofore focus principally
on genetics is an admittedly narrow view of the potential concerns of cyberbiosecurity.

Neuroscience, like genetics, also has an increasing need for cybersecurity. These cyberbiosecurity
concerns in the field of clinical neuroscience create ethical concerns principally via the access to or
deletion of private healthcare data. Other ethical concerns relate to the inability to provide health services
when a neuroscience facility is subject to a cyberattack, especially in poorer hospitals that might be
unable to afford advanced cybersecurity technicians, or afford newermore secure devices. Further ethical
concerns relate to the misdiagnoses of neurological diseases when neuro-devices have been hacked to
present incorrect information. Here again, it is the poorer and/or minority demographics that are most
likely to be affected by such situations as there may not be an opportunity for additional medical testing
to verify a diagnosis that was based on false information.
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We will review some of the concerns as they relate to the current state of the art technologies such as
internet enabled neuro-devices in hospitals that open up the medical infrastructure to cyberattacks,
emerging technologies, such as brain computer interfaces (BCIs) and Elon Musk’s Neuralink, and the
future neuroscience technologies.

Cyberbiosecurity

Cyberbiosecurity or Biocybersecurity is a field that is so young it does not even yet have a consistent
name. It broadly relates to any or all areas where either bioscience research or clinical activities come in
contact with the flow of information over the internet. Consider the two following examples to explain
some of the concerns and considerations in cyberbiosecurity.

A mischievous hacker Alice employs software to access the computer of Bob, the naïve bioscientist
who might, at most, employ standard password protections on his lab’s network and its computers. Bob
submits an order to a third party genetic sequencing company, Charlie, to manufacture a particular
nonmalicious strand of DNA for an experiment. Alice—who has accessed Bob’s computers through
perhaps a standard malware or phishing attack, or even guessed Bob’s passwords—intercepts Bob’s
outgoing email to Charlie with the requested strand and changes the order to amalicious strand of DNA.
Fortunately, universally accepted standard operating procedures (albeit, somewhat lacking) will require
Charlie to inspect the requested strand of DNA for known blacklisted genes that might be dangerous.
Unfortunately, Alice can employ standard cyber-hacking tools to design a malicious strand of DNA that
seems innocuous and will not be detected by those standard operating procedures. Charlie prints
millions of the requested DNA strand and sends them back to Bob, who remains unaware that the
DNA is not what he ordered. Bob uses theDNA in his experiments. Ultimately, that DNA causes trouble,
either ruining the experiment, or potentially even worse if the resulting protein had toxic properties.
Although seemingly an unlikely scenario, a proof of concept experiment was able to accomplish that
exact scenario.6

In a second scenario, Alice, our hacker, publishes online tools for biologists to use, particularly
bioinformaticians. Bob, again our naive scientist at a large pharmaceutical company, might, in searchin-
ing for a particular tool for creating a precise strand ofDNA for future research, uses Alice’s tool to design
and order the desired strand of DNA. Alice, unbeknownst to Bob, has maliciously designed her tool such
that while the output of the tool seems innocuous, the tool itself can be used to hack into Bob’s computer,
exposing valuable unpublished intellectual property and business information.7

The concerns of cyberbiosecuirty, however, go beyond these examples. As additional weaknesses
are discovered and manipulated by others like Alice, the scope of the field will expand and grow in
importance in genomics, synthetic biology, and clinical neuroscience.

Hospital Neuro-Devices

Hospitals have long been targets of cyberattacks such as ransomware.8 These are nontrivial as they can end
up costing institutionsmillions of dollars, and possibly even result in the loss and erasure of valuable patient
records.9 This is arguably due to the value of the data housed in hospitals, the inherent privacy of the data,
the need to have constant access to the data, and the risk averse nature of these institutions. In addition,
hospitals havemany internet of things (IoT)medical devices (MDIoT) fromvariedmanufacturers scattered
throughout the campus, each one needing to access the hospital’s central intranet, and, as such, each one a
potential access point for a hacker.10 These devices are notorious for being unprotected against hackers.11

Included within these devices are the many imaging and recording neuro-devices for electroenceph-
alograms, magnetic resonance imaging, positron emission tomography, computerized tomography,
magnetoencephalography, as well as the various stimulatory devices that provide transcranial magnetic
stimulation, transcranial direct or current stimulation, as well as other neurostimiluators, and neuro-
surgery devices and robots.
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The worldwide market of just the monitoring devices is valued at over 6 billion USD annually within
the greater 10 billion USD neurology market12,; much of that market includes the aforementioned
devices supplied by numerous key players. Inconsistencies between the nonstandardized interfaces and
idiosyncrasies amongst themany devicesmeans thatmaintaining optimal security settings for all devices
is nearly impossible for the hospital informational technology staff. As such, many of these devices will
ultimately be hackable and the resulting private patient data accessible to malicious actors. The ability to
hack the system also allows the data to become corrupted either through deletions of valuable
information or the addition of confounding information, false data or just noise. Such data could result
in the wrong diagnosis and/or wrong prescription which could be harmful to the patient. The data can
also be used to assess and target determinable behavior patterns for manipulation and social exploita-
tion.13

One example: Implantable pulse generators are regulated devices that are provided to treat conditions
such as depression or Parkinson’s. These devices are often Bluetooth enabled and allow data to be
transferred to software on devices like phones and tablets to manage the generators. Although security
experts have yet to see any actual hacks implemented on these devices, they warn that weak encryption,
or lack any of encryption, as well as weak passwords, could potentially allow malicious hackers access.14

If and when these devices are hacked, they could be actively manipulated or mis-calibrated to cause
actual physical harm, or even lethality to a patient.

Brain Computer Interfaces

Research exploring the merging of man and machine via brain machine interfaces, or BCIs (brain
computer interfaces) has been advancing for decades.15 The various iterations of the technologies can
allow for multi-directional communication between the brain and one or more devices by way of
software and hardware. The technology has long raised ethical concerns related to a myriad of issues
ranging from questioning free-will to human enhancement.16,17,18

However, BCIs can also raise additional ethical concerns as they become subject to biocybersecurity
threats. Although current technology does not easily allow for decoding and assigning meaning to the
electrical impulses collected by these machines, especially out of context, there are efforts that aim to
enable tools like artificial intelligence (AI) to decode the information, even extracting passable images
from the signals received from the brain.19 Those signals, if intercepted could become privacy concerns
for the individual who generated them, even being used to infer cognitive abilities and personality
traits of the users.20 Data from BCIs can reflect on the user’s physical health, cognition, and mental
health.21 Those signals could also be used to access things that are unlocked via emerging brainwave
biometrics.22,23 The data can also be employed to understand the decision making processes of
individuals; such an understanding, if misappropriated could be employed and exploited to that
individual’s detriment.

BCIs provide additional concerns given their extensive usage in a multitude of different settings, each
setting creating their own biocybersecurity concerns. They are used professionally in clinical care, in
neuroscience research, and even in the home for both medical and recreational uses24. Regardless of the
setting of its use, however, there is a need to provide cyber protection for each element of the process
connecting the human mind to a machine. These processes at risk include signal acquisition from the
brain, preprocessing of the signal, extraction of features from the signal, classification and translation of
the signal, and even user feedback after examining the output.

The risks of ethical concerns are exacerbated by the reality that the data are often not encrypted as they
pass between various software and hardware devices—sometimes wired, and sometimes wirelessly—
opening up the system to increasing threats. Even if the mostly unintelligible data within these devices
does not impinge on the ultimate privacy of the individual, as per current conventional wisdom, the data
are still per se the property of the user, and the taking of the data could be an ethical, if not legal
misappropriation of the user’s property.
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In general, the hacking of these systems can have repercussions regarding the integrity and usability of
the device, data can be altered both incoming and outgoing, artificial information or noise can be added,
and privacy of the user’s data can be impinged. Even the ultimate safety of the user and those around
her25: BCIs are often attached to devices such as prosthetics26 and rehabilitative exoskeletons.27 If the
interface becomes compromised via a hack, either through inserted malicious code, or over the air via
unsecured wireless transmission between the BCI and the device, a hacker could take control of the
device, even committing a crime. It would be difficult to prove that the crime was committed by a hack
and not by the owner of the prosthetic.28

Not only are the hardware devices often problematic vis-à-vis cyber protection, but the underlying
software is often opensource and potentially untrustworthy. That code can create further concerns.
Increasingly, BCIs are incorporating AI into the analysis of the harvested neural signals. The complexity
of AI, especially the somewhat opacity of AI decisions, and their sometimes-unexpected results, provide
additional opportunities for hackers to conceal malicious code within the BCI software. That malicious
code could hijack, change, or obfuscate the neural signals collected by the BCIs.

Neuralink

ElonMusk’s much hypedNeuralink device is supposed to be user friendly as well as medically relevant.29

The device is effectively unique in comparison to the current state of the art, as an implanted brain
machine interface with potentially thousands of individual connections to neurons. The device is
supposed to incorporate both a standard USB interface as well as wireless (Bluetooth) capabilities.30

Given the very public nature of the device and the potential and unknowable repercussions for being
hacked, the device will likely be a very attractive target for hackers who could cause real damage via, say,
overstimulation of the brain via the device.

These threats of cyberattacks are further raised as the device is intended to be compatible with
smartphone devices and their onboard third-party apps and potentially also store data in the cloud.
A relatively novel ethical concern with Neuralink compared to other devices in clinical neuroscience is
the degree to which the device will be communicating with the internet and the consent that such
communication will demand. Given the degree of access that Neuralink will have to a user’s brain,
effectively 24/7, Neuralink will need to be constantly implementing software patches to maintain
security. Those patches will likely need to be implemented without user consent, given their dire
necessity, as well as the likelihood that some users will be unable, unwilling, or underwhelmed to
implement those patches on their own. This lack of consent is ethically problematic.

Further, given its stated expected ability to interact with standard computing interfaces, if Neuralink
becomes employed as a biometric device, hacking Neuralink will allow hackers to access other systems
and networks that employ Neuralink for authentication. Even the implantation of the Neuralink device
via a robot that drills through a patient’s skull to access her brain raises cybersecurity concerns. Even
small errors in that area can have monumental repercussions.

The Role of Cyberbiosecurity

The latter examples are just a few of themany areas where clinical neurosciencemay have to consider the
emerging repercussions of cyberbiosecurity concerns. As technology continues to advance and more
records are maintained online, in the cloud, or connected tablets and devices, all being fed by internet
enabled neuro IoT devices, both in professional as well as recreational settings, those concerns will only
continue to grow. The images recorded of our brains during daily or specialized activities, or recordings
of electrical impulses go to the very essence of who we are as a person. It is vital that these data points are
protected from both random and directed malicious hacks. Regardless as to whether that data are
actually usably discernable today, or sometime in the near future, the data ought to be safeguarded. It is
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the ethical responsibility ofmanufactures, regulators, and practitioners tomake sure that the data are safe
and secure.

Within this world, the nascent field of cyberbiosecurity, which grew out of the older biosecurity
field,31 has a number of important roles. Researchers from diverse disciplines in computer science,
counterterrorism, cybersecurity, neuroscience, genomics, synthetic biology, policy, and law are all
coalescing to create and maintain this field.32

These researches need to threat-model the concerns and map out the various potential weaknesses in
typical clinical and research centers, protocols, and commonly used hardware and software tools. Each of
these areas could potentially provide gaping holes for hackers and other actors to access information or
technologies. This is nontrivial, and in some instances, can involve brute forcing multiple different
simulations on various pieces of clinical neuroscience infrastructure to assess what is benign and what is
potentially dangerous.

The field must also act to devise countermeasures that can be employed to prevent such attacks,
including planning and applying standards of cybersecurity, and working to have software patched
where it can be. Efforts should bemade especially in poorer areas to assist in updating and securing these
devices. Further, like cybersecurity command centers, cyberbiosecurity needs professionals to monitor
emerging hacks and targets, and provide accurate assessments to the field.

The field will be further helped by the development of outreach and educational efforts that seek to
inform the clinicians and researchers in neuroscience as to the potential dangers and pitfalls that can
occur at the intersection of computing devices, the internet of things, and neuroscience. Especially, but
not always, in laboratories and hospital settings. The continued publication of papers, like this one, will
help inculcate practitioners as to the potential dangers lurking behind their internet routers.

Ultimately, the field should work toward systems of institutional self-governance that appreciate the
need to include cybersecurity in business operations considerations and risk management, and/or
expanded regulatory oversight for medical devices. With clear regulations, the field can then push
manufactures of relevant devices and software to engineer their products through incorparating ethics-
by-design and privacy- by -design, such that features like two-factor identification, end-to-end encryp-
tion, and other aspects of cybersecurity and privacy protection are incorporated into products as the
default.

Conclusions

Many in the clinical neuroscience field may not yet be knowledgeable as to the extent that cyberbiose-
curity or biocybersecurity plays, or will play, in their research. The goal of this short overview of the field
is to rectify that perception. Failure to consider the ramifications resulting from the lack of proper
protocols, expansive oversight and regulation, standardization, and general good practices could create
both ethical and legal problems for practitioners in the field of clinical neuroscience.
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