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THE GENERIC DEGREES OF DENSITY-1 SETS, AND A
CHARACTERIZATION OF THE HYPERARITHMETIC REALS

GREGORY IGUSA

Abstract. A generic computation of a subset 4 of N is a computation which correctly computes most
of the bits of 4, but which potentially does not halt on all inputs. The motivation for this concept is derived
from complexity theory, where it has been noticed that frequently, it is more important to know how
difficult a type of problem is in the general case than how difficult it is in the worst case. When we study this
concept from a recursion theoretic point of view, to create a transitive relationship, we are forced to consider
oracles that sometimes fail to give answers when asked questions. Unfortunately, this makes working in the
generic degrees quite difficult. Indeed, we show that generic reduction is H{ —complete. To help avoid this
difficulty, we work with the generic degrees of density-1 reals. We demonstrate how an understanding of
these degrees leads to a greater understanding of the overall structure of the generic degrees, and we also
use these density-1 sets to provide a new a characterization of the hyperartithmetical Turing degrees.

§1. Introduction. In complexity theory, there has been recent work attempting
to rigorously understand and study the phenomenon in which a problem might be
known to have a very high complexity in the traditional sense, and yet still be very
easy to solve in practice. To this end, distinctions are made between the worst-case
complexity of the problem, which is the usual way to measure the complexity of
a problem, the average-case complexity of the problem [1]. which measures the
expected amount of time to solve the problem, and the generic-case complexity of
the problem [4], a measure of how complex the majority of the instances of the
problem are.

The study of generic-case complexity has led to the interesting realization that it
is sometimes possible to find the generic-case complexity of a problem that is not
even solvable. For instance, the word problem for Boone’s group is known to be
unsolvable, yet it can be shown to be generically linear time solvable [4]. This sort of
behavior allows for a complexity theoretic analysis of questions that had previously
been outside of the scope of complexity theory. Simultaneously, however, it calls
to light the recursion theoretic question: what can be said about the generically
computable sets, and about generic computation in general?

Following the notation of Jockusch and Schupp [3] we make the following
definitions:
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DEerINITION 1.1. Let 4 be a subset of the natural numbers. Then A4 has den-
sity 1 if the limit of the densities of its initial segments is 1, or in other words,
if lim, o0 422 = 1. In this case, we will frequently say that A is density-1.

The notation in this paper follows the heuristics of [6], but notation will be defined
as it is introduced. A subset of the natural numbers is often referred to as a real.
Note that the intersection of two reals is density-1 if and only if each of the reals is
density-1. (For any ¢ > 0, once the densities of the initial segments of each of the
realsis > 1 — % the density of their intersection will be > 1 — ¢.) We will sometimes
use function notation for reals, in which case we say that A(n) = 1ifn € A. and
A(n) = 0ifn ¢ A.Inlonger proofs, parenthetical comments will frequently be used
to provide short proofs of claims in order to help illustrate the structure of the proofs.

DermNITION 1.2. A real A is generically computable if there exists a partial
recursive function ¢ with the following properties:

e dom(¢) is density-1,
e ran(p) C {0, 1},
e p(n) = A(n). forall n € dom(y).

Note that this is very different from the following concept.

DEerINITION 1.3. A real A4 is coarsely computable if there exists a total recursive
function ¢, whose range is contained in {0,1} such that {n|p(n) = A(n)} is
density-1.

Thus, a generic computation is a computation which never makes mistakes, but
which occasionally does not give answers, while a coarse computation is a compu-
tation which always gives answers, but sometimes makes mistakes. Neither generic
computability nor coarse computability implies the other [3]. The focus of this
paper will be on generic computation (we remind the reader that the motivation for
generic computation is algorithms that, in practice, run faster than they otherwise
should be able to, not algorithms that take shortcuts and are occasionally inaccurate
in order to get answers more quickly.)

Now. we wish to work our way up to generic degrees, and for this reason, we first
present relativized generic computation.

DEermNITION 1.4, For reals 4 and B, A is generically B-computable if A is generi-
cally computable using B as an oracle. In this case, we frequently say B generically
computes A.

Notice, however, that this relativized notion of generic computation is very far
from transitive, since information can be “hidden” in a real in a way that causes it
to have a large amount of computing power:

OBSERVATION 1.5. There exist reals A, B, and C such that B generically computes
A. C generically computes B, but C does not generically compute A.

ProOOF. Let 4 be any real that is not generically computable. (There exists such
a real because every ¢ is a generic computation of at most Lebesgue measure zero
many reals, and there are only countably many partial recursive functions.)

Let B be the real such that2” € B < n € A (andm ¢ B if m is not a power of 2.)
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Let C = 0, the empty set.

Then, B generically computes 4 because B computes A, and a computation is
also a generic computation. Also, C generically computes B by the algorithm ¢
where ¢(m) = 0if m isnot a power of 2, and ¢ (m) does not halt if 7 is a power of 2.

Finally, C does not generically compute A, because A4 is not generically
computable. -

Now, we introduce generic reduction, which is a notion of relative generic com-
putation that has been modified to make it transitive. This will allow us to discuss
the degree structure of the generic degrees, and will give us a deeper understand-
ing of what it means to generically compute something, since now the difficulty in
generically computing a real will be precisely measured by its generic computation
power. We will also see in Observation 1.15 that the entire theory of relative generic
computation can be discussed within the structure of generic reduction, so we do
not lose anything.

The basic idea of a generic reduction will be that a generic reduction from A
to B is an algorithm that can use any generic oracle for B to generically compute
A. A generic oracle for B is an oracle that does not always respond when asked a
question, but that responds (always correctly) to density-1 many questions about
B. For this reason, we first define what it means for a Turing machine to work with
a partial oracle.

DEFINITION 1.6. Let 4 be a real. Then a (time-dependent) partial oracle, (A). for
A is a set of ordered triples (n, x, /) such that:

31((}1,0,1} IS (A)) =n¢A,

J((n.1.1) € (4)) = n € A.

The idea here is that (4) is a partial oracle that, when asked a question about A,
sometimes takes a while before it responds, and does not always respond. Thus, to
“ask” (A) whether or not n € A is to search (A4) for some x,/ such that (n, x,/) €
(4). Here, x is thought of as the answer that (A) gives, and / is thought of as the
amount of time before it gives an answer.

If such x. [ exist for n, we say that the oracle halts on 7, i.e. (4)(n) |. and that the
output of (4) on n is x; otherwise, we say that it does not halt on n. or (4)(n) 1.
Also, after querying the oracle (initiating a search for some such x. /) our reductions
will be able to do other things while waiting for the oracle to respond (while running
the search in parallel to other processes.) The “domain” of a partial oracle, written
dom((A4)). is the set of n such that (4)(n) .

The words “time-dependent” in the definition refer to the fact that the original
definition [3] is different in that it does not use an / parameter, and the eventual
definition of a generic reduction uses enumeration reductions rather than Turing
reductions. The two can be proven to be equivalent in our setting [2]. We use this
definition so that generic reductions can be formalized using Turing reductions,
rather than enumeration reductions. This choice streamlines the proofs of several
of our theorems, but it will force us to prove Lemma 2.10, which is obtained for free
with the other definition.

DEFINITION 1.7. Let A be a real. Then a generic oracle, (A)., for A is a partial
oracle for 4 such that dom((A4)) is density-1.
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Note then the following.

OBSERVATION 1.8. B generically computes A if and only if B computes a generic
oracle for A.

PrOOF. If ? is a generic computation of A, then we can let (n, x,[) € (A4) if
and only if ¢?(n) halts in [ steps. with value x. Conversely, if B computes (4) for
some generic oracle, (4), for A, then B can generically compute 4 by ¢?(n) = x
where x is the first x found such that there exists an / with (n, x,/) € (A4). This
algorithm halts on density-1. and gives only correct answers, since (A) is a generic
oracle for 4. -

DermNITION 1.9. Let 4 and B be reals. Then, 4 is generically reducible to B if
there exists a Turing functional ¢ such that for every generic oracle, (B), for B, x5
is a generic computation of A. In this case, we write B >, A.

Here, it is important to note that a generic reduction is given by a uniform way to
go from a generic oracle for B to a generic computation of 4. (In other words, the
same reduction ¢ must work for every generic oracle (B).) If we relax this condition,
and allow ¢ to depend on (B). then we get another, provably distinct, transitive
notion of reducibility [2]. Nonuniform generic reduction is somewhat more difficult
to work with, and in this paper, we will focus solely on uniform generic reduction.

Note that the proof of Observation 1.8 is uniform, which allows us to conclude
that >, is a transitive relationship:

LemMma 1.10. If C >, Band B >, A, then C >4 A.

PrOOF. Assume C >, B and B >, A. Then, let (C) be a generic oracle for C.
By assumption, (C) can be used uniformly to generically compute B. By the uni-
formity of the proof of Observation 1.8, (C) can also be used to uniformly compute
a generic oracle, (B). for B, and, by assumption, (B) can be used uniformly to
generically compute A4.

(The specific (B) that is computed will depend on (C). but any (B) is sufficient
to generically compute 4.) -

With transitivity, we may now define a degree structure in the standard manner.

DEerINITION 1.11. The generic degrees are the equivalence classes of reals under
the relation (4 =, B) <> (4 >, BA A <, B).

As usual, the preordering <, on reals induces a partial ordering <, on the generic
degrees:

a>, b+ A>, Bwhere 4 and B are elements of a, and b respectively.

Next, we show that the usual join operation induces a degree-theoretic join in the
generic degrees.

LemMA 1.12. Let A and B be reals. Let A® B be the real given by (2n € A® B <«
n€Ad and(2n+1€ A® B+ ncB).

Then, A® B >, A. A® B >, B, and, ¥C. if C >, A and C >, B then
C >, A® B.

ProoF. The basicidea of the proofis that a subset of N is density-1 if and only if its
even elements are density-1 in the even numbers, and its odd elements are density-1

https://doi.org/10.1017/js1.2014.77 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2014.77

1294 GREGORY IGUSA

in the odd numbers. The proof of this fact is a straightforward, but somewhat long
limit calculation, and will be omitted.

From this, we deduce that it is easy to go from a generic oracle for A & B to one
for each of A4, and B, and vice versa. -

In terms of understanding the generic degrees, one of the most important features
is that the Turing degrees embed naturally into the generic degrees.

DerINITION 1.13. For any real X, R(X) is the real defined by:
R(X)={2"k|m € X,k € N,k is odd}.

In other words, n € R(X) if and only if m € X, where 2" is the largest power of
2 dividing n.

PropOSITION 1.14. The map X + R(X) induces an embedding from the Turing
degrees to the generic degrees.

The key idea of this proof is that every piece of information in X is stretched
out over a positive density set in R(X), and so any generic description of R(X)
contains all of the information in X.

PrOOF. If Y >7 X, then we may generically reduce R(X) to R(Y) by using a
generic oracle for R(Y) to compute Y, and then using Y to compute X, which we
use to compute R(X).

Let (B) be a generic oracle for R(Y). Then, we can use (B) to compute Y in the
following way.

To determine if m € Y we search for a k € N such that (2k +1)2" € R(Y). Our
oracle, (B) must eventually give an answer for some such K, because otherwise its
domain would not be density-1. (B) is not allowed to make any mistakes. and so
that answer must also be the answer as to whether ornotm € Y.

Thus, to generically compute R(X) from (B). we use (B) to compute Y, use Y
to compute X, and use X to compute R(X). (Note that for our purposes, we only
need to generically compute R(X ), but computing R(X) is just as good.)

Conversely, if R(Y) >, R(X), then in particular, ¥ generically computes R(X).
This is because Y can compute a generic oracle for R(Y) (namely, the oracle that
halts everywhere), and any generic oracle for R(Y) can generically compute R(X).
So then, to use Y to compute X (m), we use our generic computation of R(X) to
simultaneously attempt to compute, for each k. whether or not (2k +1)2" € R(X).
The generic computation must halt on at least one of these, else the domain of the
generic computation is not density-1. When we find some k such that o ¥ ((2k+1)2™)
halts, then we use that output for our computation of X (m). B

Note, in particular, that by using this embedding, we are able to study generic
computation in terms of generic reduction.

OBSERVATION 1.15. Let A, B bereals. Then R(B) >, A if and only if B generically
computes A.

Proor. If R(B) >, A then B generically computes A because B can compute a
generic oracle for itself, which can be used to generically compute 4.

Conversely, any generic oracle for R(B) can (uniformly) compute B (as in the
first half of the proof of Proposition 1.14), and so. if B generically computes A,
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then any generic oracle for R(B) can generically compute 4 by computing B, and
then using the generic computation of A from B. -

82. Density-1 Reals.

2.1. Introduction. Now, to understand the generic degrees, we attempt to under-
stand them from two standpoints. First, we attempt to answer basic degree-theoretic
questions about them such as: Are there any minimal degrees? Are there mini-
mal pairs of degrees? Does every nonzero degree have another degree that it is
incomparable to? Second, we use the embedding of the Turing degrees to attempt
to understand the generic degrees in terms of their relationship with the Turing
degrees: How far up and how far down do the Turing degrees embed in the generic
degrees? Can we understand concepts within the generic degrees in terms of known
concepts within the Turing degrees?

For the question of “how far up do the Turing degrees go?” the answer is
straightforward, which is that they go all the way up.

OBSERVATION 2.1.  For any real A, R(A) >4 A. Thus, the embedded Turing degrees
are upward dense in the generic degrees.

PrOOF. Any generic oracle for R(A) can be used uniformly to compute 4, and
s0, in particular, to generically compute A. -

The study of how far down the Turing degrees go is, in some sense, the study of
the quasi-minimal generic degrees.

DEerFINITION 2.2. A nontrivial generic degree, b, is quasi-minimal if for every
Turing degree a, if b >, R(a). thena = 0.

In other words, a quasi-minimal generic degree is a generic degree that is not
generically computable, but is also not above any nonzero embedded Turing degrees.

Quasi-minimal degrees will be discussed more thoroughly in Section 2.3. when
we discuss minimal degrees and minimal pairs in the generic degrees.

One of the biggest goals of this paper is to discuss the generic degrees of the
density-1 reals, and show how they relate to many questions concerning the generic
degrees in general. To aid our discussion, we define density-1 generic degrees as
generic degrees that have density-1 elements.

DEerFINITION 2.3. A generic degree a is density-1 if there is a density-1 real 4 € a.

The original motivation for studying the density-1 reals is that they, in some
sense, isolate the “new” concept that needs to be addressed in the generic degrees:
A generic oracle sometimes outputs “1,” sometimes outputs “0,” and sometimes
does not halt. Furthermore, the “information” in the generic oracle is somehow
contained both in the outputs that it gives, and also in the places where it does not
give outputs. The density-1 reals isolate this second form of information, since a
generic oracle of a density-1 real can be assumed to never give any outputs other
than “1,” and so can be thought of as having all of its information contained within
its halting set.

The following lemma formalizes the concept that. from the point of view of
generic reduction, the entire information content of a density-1 real can be captured
using oracles and computations that only output “yes” answers when they halt.
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LEMMA 2.4. Let A be a density-1 real, and B be any real. Then, the following hold.

B >, A if and only if there exists a Turing functional ¢ which only outputs 1’s
(for any real X and number n. if * (n) |. then X (n) = 1). such that for any generic
oracle (B) for B, ¢'B) is a generic computation of A.

Also, A >, B if and only if there exists a Turing functional ¢ such that for any
generic oracle (A) for A, if dom((A)) C A, then 'Y is a generic computation of B.

The primary content of this lemma is that a generic oracle or generic computation
of a density-1 real, A, can, in some sense, be thought of as an enumeration of a
density-1 subset of A. This idea will be formalized more thoroughly in Lemmas 2.7
and 2.8.

PrOOF. Let A be a density-1 real, and assume B >, A.

Fix y such that for any generic oracle (B) for B, w®) is a generic computation
of A. If we modify y. and define ¢ so that ¢ behaves exactly the same way as ¥,
except that ¥ (n) diverges whenever ¥ (n) # 1. then ¢ will also have the property
that for any (B). ¢'®) is a generic computation of 4. because the outputs that it
gives will still be correct (¢’s outputs are a subset of y’s outputs). and the domains
of the computations will still be density-1, since for each (B), the domain of (5
will be the intersection of 4 with the domain of y(&).

Conversely, if there exists a ¢ as in the statement of the observation, then that ¢
is a generic reduction from 4 to B.

For the second part of the observation, assume there exists a ¢ that generically
computes B from any generic oracle for 4 that outputs only 1’s. Then it can be
modified to generically compute B from any generic oracle (4) for 4 in the following
manner. A4 is density-1, and (4) is a generic oracle, and so the intersection of 4 with
the domain of (A4) must be density-1. So now, we define y so that ¥ (n) = ¢ (n)
where Y = X \ {(n.0.7) | n.] € N}. (Intuitively, w is the computation that mimics
. except that it ignores any locations where its oracle outputs 0.) Then, y will
generically compute B from any generic oracle for 4, because it modifies that oracle
to a generic oracle that outputs only 1’s, and then uses (.

Again, the converse is true by definition: If 4 >, B, then there exists a ¢ which
generically computes B from any generic oracle for A. In particular, ¢ generically
computes B from any generic oracle for 4 that outputs only 1’s. -

Note that for this result, we needed to use the fact that the intersection of two
density-1 reals is density-1. We provided a short proof of this fact after Definition 1.1,
and we restate this observation here, since it will be very relevant to our work in this
section.

OBSERVATION 2.5. Let A and B be reals. Then AN B is density-1 if and only if both
A and B are density-1.

This allows us to prove a few results which will be useful to us, and will also help
illustrate the manner in which density-1 reals are easier to work with than other
reals.

LeEMMA 2.6. Let A and B be density-1 reals. Assume B C A. Then B >4 A.

ProOF. Assume B C A.
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Then B >, A via the algorithm ¢ where ¢(n) = 1 if n € B. This algorithm only
gives correct outputs because B C A, and it halts on the intersection of B with the
domain of the generic oracle for B, which is density-1. -

LemMaA 2.7. Let A and B be density-1 reals. Then AN B =, A ® B.

Proor. To show that A N B >, 4 @ B, we show that AN B >, A, and that
AN B >; B. This is true by Lemma 2.6.

Conversely, 4 & B >, A N B by the algorithm ¢ where ¢(n) = 1 if 2n and
2n + 1 are bothin 4 @ B. If (C) is a generic oracle for 4 © B, then the domain of
¢! is density-1 because it is the intersection of the domains of the natural generic
computations of 4 and of B from (C). -

LemMaA 2.8. Let a and b be density-1 generic degrees. Then'b >, a if and only if
JB € b 34 € a such that B and A are both density-1. and B C A.

PrOOF. Assume 3B € b 34 € a(B C A). with B and A4 both density-1. Then
B >, Aby Lemma 2.7.

Conversely. assume b >, a, and let By € b. 4y € a. with By, Ay both density-1.
Let B = By N Ap. and let A = Ay. Clearly, B C A. Also, by Lemma 2.7. B =,
Ao @ By. Furthermore, A9 ® By =, By because By >, Ag. Thus, B € b. 4 € a, and
B C A. =

We use Lemma 2.8 to prove that the density-1 sets are dense in the generic degrees.

PROPOSITION 2.9.  Let a and b be density-1 generic degrees. Assume b >4 a. Then
there exists a density-1 degree ¢ such thatb >4 ¢ >, a.

Before we prove this, however, we require a technical result roughly saying that
in generic reductions, we may assume that computations always give more outputs
if they get more inputs.

LemMa 2.10. Let A, B be reals. Then B >, A if and only if there is a @ such that
the following hold.

e For any generic oracle, (B), for B, ¢'B) is a generic computation of A.

e Forany C, if anything generically reduces to C via @, then for any partial oracles
(C)o and (C)y. if dom((C)o) S dom((C)1). and (C)y Tgom((c)y= (C)o (with
(C)o and (C), regarded as partial functions), then dom(p'€10) C dom(p'€)),
andgo(c)l rdom(go“)o): S0<C>0.

We call such a ¢ a “more-is-more” functional, since having more information
from the oracle never results in computing fewer things from the output. (Note that
in Jockusch and Schupp’s definition of generic reduction [3], all generic reductions
are via more-is-more functionals.)

ProorF. Certainly, if there is a ¢ as in the statement of the lemma, then B >, 4.
because the first bulletpoint ensures that ¢ is a generic reduction of 4 to B.

Conversely, assume that B >, A4 via y. Then, define p* as follows.

Think of X as a partial oracle, and consider all partial oracles Y that agree with
X (i.e.. so that Y does not give any outputs that X does not give). For any such Y,
if w¥(n) = x then ¥ (n) = x. (If there are multiple such Y's for which w ¥ (n) is
defined, then use the first such Y that is found.)

Note then that, first of all. if X is a generic oracle for B, then ch is a generic
computation for A4, because every Y that is used will be a partial oracle for B, and

https://doi.org/10.1017/js1.2014.77 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2014.77

1298 GREGORY IGUSA

any finite portion of a partial oracle for B can be extended to a generic oracle for
B. and so y¥ cannot make any mistakes when generically computing 4. Anything
that w* would output will also be outputted by ¢* . and so the domain of ¥ will
be density-1.

Also. ¢ satisfies the “more is more” requirement of the lemma, because if (C)g
and (C); are as in the lemma, then any Y that agreed with (C)y would also agree
with (C);. and so ) would halt anywhere that ¢(€) would halt. If anything
generically reduces to C via ¢. then in particular, ¢(€)' must agree with (€
anywhere that they both halt. B

Now we move on to prove Proposition 2.9.

Proor. Use Lemma 2.8 to fix density-1 sets B C A in b and a respectively.
We build a real C such that B C C C A. This guarantees that C is density-1 and
that B >, C >, A. The main difficulty in the construction will be ensuring that
C #;B.and 4 #, C.

Note that it is not necessary to ensure that B >7 C, and indeed, this will probably
not be the case.

The basic idea of the proof is that C will alternate between copying B until it
forces one instance of 4 not computing it, and copying 4 until it forces one instance
of it not computing B. By the end of the construction, there will be no ¢ via which
A could compute C, or via which C could compute B.

At stage 2e, we have some finite approximation a;, to C, and we wish to extend
it to ensure that C will not generically reduce to 4 via ¢,.

The first thing that we ask is whether ¢, is a functional that only outputs 1’s when
it halts. If not, then we do not have to do anything, since C will be density-1 by the
end of the construction, so by Lemma 2.4, if there is a reduction from C to A4, then
there is a reduction that only outputs 1’s.

Next, we ask whether it is true that for every generic oracle (4), for A, o' is a
generic computation of A4. If not, then we do not have to do anything, since C will
be a density-1 subset of A, so any generic computation of C that only outputs 1’s
must also be a generic computation of A4.

If so. then there must be some number 7. and some generic oracle, (4), for 4
such that cpgA)(n) = 1, but n ¢ B. Otherwise, 4 >, B via ¢.. (We are assuming
that <p£A) halts on density-1, and only outputs 1’s, so the only thing that could
prevent it from being a generic computation of B is if it outputs a 1 when it is not
supposed to.)

By the usual argument, there must be infinitely many such n (because otherwise
we could modify ¢, to not halt on those 7, which is not possible, because we know
that 4 #, B.) So we can choose one such  that is larger than |o>,.|. and extend our
approximation to C to be equal to B up to and including that 7.

This ensures that it is not true that 4 >, C via ¢, since n ¢ C. but cpéA) (n) =1.

At stage 2e + 1, we have some finite approximation 6.1 to C, and we wish to
extend it so that B does not generically reduce to C via ¢,.

The first thing we ask is whether ¢, is a more-is-more functional. If not, then
we do not need to do anything, since, by Lemma 2.10, if there is a reduction from
B to C, then there is a reduction via a more-is-more functional.
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Next, we ask whether it is true that for every generic oracle (B), for B, with

dom((B)) C B. <p§B Jisa generic computation of B. If the answer is “no.” then we
do not have to do anything: C will contain B, so every such generic oracle for B
will, in fact, also be a generic oracle for C. Thus if any of the (p(EB ) is not a generic
computation of B, then B will definitely not reduce to C via ¢,.

If the answer is “yes,” then it must be true that for some n, ¢2(n) # B(n).
Otherwise, 4 >, B because for any (4), <p§A) never gives incorrect outputs about B.
(Notice that any generic oracle for 4 actually is a superset of some generic oracle
for B, so since ¢, is a more-is-more functional, for any (4). the domain of <p§A) 1S
density-1.)

Similarly, if we let 4 be the real that agrees with 62,41 up to |o2.+1|. and agrees
with A after that, then there must also be some n ¢ B, such that ¢1(n) = 1
because otherwise 4; >, B. This is not possible, since 4; =, 4. We extend our
approximation to C to match 4 until we have copied enough to make o< (n) # B(n)
for some n.

This ensures that it is not true that C >, B via ..

Once we have completed w-many stages, we will have ensured that, for each e, if
@, only outputs 1’s, then it does not witness 4 >, C. and also. if ¢, is a more-is-
more reduction, then it does not witness C >, B. Thus, by Lemmas 2.4 and 2.10.,
A #, C and C #, B. Hence, because B C C C A, we have that B>, C >, 4.

Let ¢ be the generic degree of C. -

We can strengthen this result to split b over a.

PROPOSITION 2.11.  Let a and b be density-1 generic degrees. Assumeb >, a. Then
there exist density-1 degrees ¢ and d such thatb >, ¢ >, a. b >, d >, a, and
chd=h.

Proor. The basic idea of this proof is that we will mimic the previous construc-
tion, but we will ensure that C N D = B, which will ensure that C ® D =, B by
Lemma 2.7. We may also, if we desire, ensure that C U D = A, which we will do for
symmetry, but this does not ensure that a is the infimum of ¢ and d in the generic
degrees.

We will assume familiarity with the proof of Proposition 2.9.

As before, fix density-1 sets B C A4 in b and a respectively.

At stage 2e, we have some finite approximations a,, to C, and 73, to D, and
we wish to extend them so that C does not generically reduce to 4 via ., and so
that B does not generically reduce to D via .. (Notice here that we are satisfying
requirement 2e for C, but requirement 2¢ + 1 for D.)

We accomplish this by having C copy B until for some (4). Lp£A> incorrectly
computes some bit of C. We simultaneously have D copy A4 until for some (D),
cpéD) incorrectly computes some bit of B.

(If one of the strategies satisfies its objective before the other one does, then it
continues to copy the set that it is copying until the other strategy has satisfied its
own objective.) If one of the strategies does not need to act, then both strategies only
wait for the one that needs to act to satisfy its objective. If neither strategy needs to
act, then we simply move on to stage 2¢ + 1. (Again, this cannot be done uniformly,
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but that is fine, because we do not need either C or D to be computable from B,
but just for them both to be generically computable from B. This is guaranteed
since both C and D contain B.)

At stage 2e + 1, we have C copy 4 and D copy B in a manner analogous to what
we did at stage 2e.

At the end of the construction. we have that C N D = B, andso C & D =, B.
We have also forced that C #, B.D #; B.A %, C.and A #, D. So we may let c,
and d be the generic degrees of C, and D, respectively. B

2.2. Bounding Hyperarithmetic Reals. Now that we have established some tech-
niques for working with density-1 degrees, we seek to prove Theorem 2.15, which
says that for any real A, the Turing degree of A4 is hyperarithmetic if and only if
there is some density-1 B such that B >, R(A4). For our purposes, the most useful
characterization of the hyperarithmetic reals is that the hyperarithmetic reals are
precisely the reals that can be computed from any sufficiently fast growing function.

THEOREM 2.12 (Solovay [7]). Let A be a real. Then A is hyperarithmetic if and
only if there is a function [, and a Turing functional @, such that for every function g
dominating f. ©¥ is a computation of A. In this case, we say that [ is a modulus of
computation for A.

(Here, g dominates f if and only if ¥n, g(n) > f(n). In this case. we sometimes
write g > f.)

Here, A4 is hyperarithmetic if and only if there is a recursive ordinal « such that
A <7 0%, the ath jump of 0. Equivalently, as shown by Kleene, A4 is hyperarithmetic
if and only if it is A} (i.e.. definable by both a X! formula and a I1} formula in the
language of second order arithmetic.) See [5] for a more thorough explanation
of the subject. In this paper, however, we will only need the characterization of
the hyperarithmetic reals in terms of fast growing functions, so we do not present
the other two characterizations in detail, and Theorem 2.12 may be treated as a
definition.

The easier direction of our argument will be showing that anything computable
from a sufficiently fast growing function, /', can be coded into a density-1 set, 4, in
such a way that any generic oracle for 4 can recover a function that dominates f'.

ProPOSITION 2.13. Let A be any hyperarithmetic real. Then there is a density-1
real B such that B >, R(A).

The idea of this proof'is that, if f is a fast growing function, we may define B so
that B is density-1, but the density of B approaches 1 very slowly. If we do this, then
any generic oracle, (B). for B will have its density approach 1 at most as quickly as
B’s density does, and thus (B) will be able to compute a function that dominates
/. (B) can then use that function to compute 4.

Proor. By Theorem 2.12, there is a function f, and a Turing functional ¢ such
that for any g. if Vi g(n) > f(n). then (¢ is a computation of 4.

Let /', ¢ be as above. Replacing f with a faster growing function if necessary, we
may assume f is an increasing function. Let B be any density-1 real such that for
every n and m, if n < f'(m), then @ < 1—27" Because f(m) goes to infinity,
the density of B can be made to go to 1 while obeying this bound.
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Then, from any generic oracle (B) for B, we can define a function g. where g(m)
is the first number » such that we see that mdon;w > 1— 27" For every m,

g(m) is defined because the density of (B) must approach 1, so there must be some

| BN dom((B)) 1|

least no such that for all n; > ny, > 1 — 2™ and so there must be

ny
some n > ny where we see that sz > 1—27"(Note that, since (B) only
provides an enumeration of its domain, the first such # that we find might not be the
smallest such n. Generic oracles sometimes take a long time to give their answers,
so we slowly increase the values of n that we check while waiting for the oracle to
converge on any inputs less than .)

Since B Ndom((B)) C B. we have that for every m, g(m) > f(m), so we may
compute A4, and therefore compute (and generically compute) R(A4) vian € A
¢ (n) = 1. -

The other direction of our argument is more subtle, because, as we will see
in Proposition 2.17, there is no way to code an arbitrary density-1 real within a
modulus of computation.

PrOPOSITION 2.14. Let A be a real, and suppose B is a density-1 real such that
B >, R(A). Then A is hyperarithmetic.

PrOOF. By assumption, let 4 be a real. B a density-1 real, and ¢ a Turing
functional such that B >, R(4) via .

By Theorem 2.12, we must prove that there is a function /', and a Turing functional
w such that for any g, if g > [, then w# is a computation of 4.

Let f be the function where f(m) is the smallest number such that Vn >
f(m), wfﬂ"‘ > 1 — 27" Then we claim that from any g that dominates /', we can
uniformly compute 4.

The basic idea of the construction is that from any such g, we can get a lower
bound on the rate at which the density of B goes to 1. We then consider all
density-1 oracles whose density goes to 1 at least this fast. (We use g to build a
tree of possibilities for B that includes B, but also only includes paths that are
density-1.) Then, to get an answer from our collection of oracles we have them work
together in pairs in a way that ensures that whatever answer we get is an answer that
has been approved by B.

Let g be a function such that for all m, g(m) > f(m). Replacing g by a faster
growing function if necessary, we may assume that g is an increasing function.

Define T, C 2<“ to be the tree such that o € T, if and only if Vi, m, if n > g(m),
andifn < |o|, then w > 1 —27" The important facts about 7, are that
every path through 7}, is density-1. B is a path through 7. and that 7, is uniformly
recursive in g.

The first fact holds because g provides a lower bound on the rate at which the
density of a path must go to 1, and the paths through 7, all respect that lower
bound. The second fact holds because, by the definition of f', B is a path through
Ty, and faster growing functions provide larger trees, not smaller ones. The third
fact holds because the definition is uniform in g (and the apparently unbounded
quantifiers over n and m are bounded by g(m) < n < |o|. Since g is an increasing
function, a bound on g(m) is a bound on m.)
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To determine whether n € A, we search for a real X, such that for every X that
looks like it might be a path through 7', if we let Yy = Xo N X, and let (Yy) be
the partial oracle for Yy that only halts on the elements of Yy. (and that halts
immediately if it halts,) then for some odd value of k. cp(YX)(2"k) halts, and such
that all of those computations (ranging over different reals X) halt and give the
same output. Then n € 4 if and only if that output is “1.”

Such an X exists because B is such a real. (If we let Xy = B. then for every X,
if X is a path through 7', then ( Yy) is a generic oracle for B, and so ¢!¥*) must be a
generic computation of R(A), and thus it must halt on 2"k for some odd k. This is
observed at some finite stage by the usual compactness argument — Every X must
either at some finite height fall out of 7', or at some finite stage, with some finite
portion of itself, provide a correct answer by having ¥¥)(2"k) halt. Note that since
all of this happens at a finite stage. we do not need to search over all uncountably
many potential values of Xy, but rather only over all potential finite initial segments
of Xy. so the search for X, can be conducted effectively.)

Furthermore, the answer given when Xj is found must be correct, because B is a
path through 7. Thus B is always one of the eligible values for X', so forany Xo. (Y5)
is a generic oracle for B. Thus, ¢(¥?) cannot give any incorrect outputs for R(A).

Intuitively speaking, B is strong enough to force every X to give the correct vote,
so a consensus must eventually be reached. No Xj is able to force B to vote incor-
rectly. so any reached consensus must be a correct one. We use g only to build a
population of density-1 sets that includes B as a member. -

We may now conclude the main theorem of this section.

THEOREM 2.15. A real A is hyperarithmetic if and only if there is a density-1 real
B such that B >, R(A).

Proor. This follows directly from Propositions 2.13 and 2.14. -

We also mention a somewhat useful corollary that we get from the proof of
Proposition 2.14.

COROLLARY 2.16. Let B be a density-1 real, and assume that there is a recursive

lower bound on the rate at which the density of B approaches 1. Then B is quasi-
minimal.

Here, a recursive lower bound is a recursive function # : N — [0, 1] such that
lim, .o £(n) = 1 and for every n, and every k > n, wfﬂk‘ > h(n).

ProOF. Let B and / be as in the statement of the corollary.

Let 4 be a real, and assume that B >, R(A).

Let f be the function where f(m) is the smallest number such that Vn >
f(m), Bl 5 o=,

Let g be the function such that g(m) is the smallest n for which h(n) > 1 — 27",

Then, g > f. so by the proof of Proposition 2.14, g computes A. Also, g is
recursive because / is recursive, and g is defined recursively in /. Therefore, 4 is
recursive, because it can be computed from a recursive function.

Thus, for any 4, if B >, R(A)., then A4 is recursive. and so B is quasi-
minimal. B

Before we move on to discuss questions of the structure of the generic degrees,
we call attention to the asymmetry in our proof of Theorem 2.15.
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The proof of Proposition 2.13 shows that for any f', thereis a density-1 real B, such
that any generic oracle for B can uniformly compute a function that dominates f'.
Thus, the entire content of f', as a modulus of computation, can be captured by a
density-1 real, as a generic oracle.

We show here that the converse is not true, so density-1 generic degrees, in some
sense, are more powerful than moduli of computation, but this cannot be seen from
the Turing degrees that they can compute.

PROPOSITION 2.17.  There exists a density-1 real, A, such that for every f : N — N,
and every o, there is a g > f such that p? is not a generic computation of A.

The author would like to thank the anonymous referee for providing the following
lemma, dramatically shortening the original proof.

Lemma 2.18. Let A be a density-1 real, f : N — N a function, and ¢ a Turing
Sfunctional such that for every g > f, @8 is a generic computation of A. Then A has
an infinite T1} subset.

Proor. Define
By ={x| (Vh:N = Nwith & [y= f )30 € ©=“)[c > h A ¢°(x) |=1]}.

By ¢ >> h, we mean that for all n < |g|. ¢(n) > h(n). Note that this is a I} set.
Also, By, C A, because, if & = f, then by assumption there can be no ¢ > & such
that o7 gives a false output. We now claim that there must be some k such that By,
is infinite.

To show this, assume it is false. Then, for every x € By \ B, fix h, with
hy [k= f Ii witnessing that x ¢ By. Let g be the supremum of /" and these /4,

g(n) =max ({f(n)} U{hi(n) |k e NAx € Biy1 \ Bi}).

Note that this is the maximum of a finite set: By assumption B, is finite, and if
X ¢ B, then hy [,= f [, Also, g > f.

We now prove that {x | ¢¢(x) =1} C B,.

To see this, assume that 4(x) |= 1. Let oo be the initial segment of g that
was queried in the computation, and let kg = |g¢|. Then x € By, because VA :
N — Nwith & [g,= f [k. 00 > h. Now, assume ko # 0, and assume x ¢ By, _;.
By construction, g > h,, and so (o > g)[¢? (x) |= 1]. This is a contradiction,
because gp > g.

Thus, {x | ¢(x) }= 1} is finite, and so p¢ cannot be a generic computation
of A, because A is density-1. This provides a contradiction, and so we have that
there must be some k such that By is an infinite I1} subset of A4. =

To prove Proposition 2.17, it now suffices to find a density-1 set 4 with no infinite
I} subset.

Proor. Let X, be the eth 1'[} set. Let x. be the smallest element of X, that is
greater than 2°. Let 4 = N\ {x,}.

Then A is density-1 because it is missing at most e elements less than 2¢,
and it has no infinite H{ subset because if X, is infinite, then x, exists, and
Xxe € X\ A. 4

Note that this 4 has a computable lower bound on the rate at which its density
goes to 1. (It is missing at most e of its first 2¢ elements.) Thus, by Corollary 2.16,
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we have that 4 is quasi-minimal. In particular, this means that a generic degree can
avoid having a modulus while also avoiding having any actual Turing information
in it.

We now move on to discuss the structure of the generic degrees as a whole, and
to see how questions about the density-1 degrees fit in to the larger picture.

2.3. Structure of the generic degrees. The main purpose of this section is to
address the following two questions about generic degrees.

QUESTION 2.19. Do there exist minimal degrees in the generic degrees?

In other words. is there a generic degree a such that a >, 0, and for all generic
degrees b.ifa >, b >, 0. thena = b?

QUESTION 2.20. Do there exist minimal pairs in the generic degrees?

In other words, do there exist generic degrees a and b such thata >, 0. b >, 0.
and for all generic degrees ¢, if a >, ¢. and b >, ¢, then ¢ = 0?

To aid in our discussion, we also present an open question concerning the degrees
of the density-1 sets, which will turn out to be relevant to Questions 2.19 and 2.20.

QUESTION 2.21. Is it true that for every nonzero generic degree b there exists a
nonzero density-1 generic degree a such that b >, a?

We will see that a “yes” answer to Question 2.21 would imply that the answer to
Question 2.19 is no, and that a “no” answer to Question 2.21 would imply that the
answer to Question 2.20 is yes.

Before we do this, we give a brief overview on what is known about the degrees that
have a density-1 degree below them. In a previous paper [2], we showed that there
are no minimal pairs for generic computation (not generic reduction.) Translated
into the language of generic reduction, this can be phrased as follows.

TueoreM 2.22 (1. [2]).
Let B, C be nonrecursive reals. Then R(B) and R(C) do not form a minimal pair
in the generic degrees.

An analysis of the proof, however, yields a stronger result that is also more
relevant to the current discussion.

ProrosiTION 2.23 (1. [2]).

Let B, C be nonrecursive reals. Then there is an A such that A is density-1, A is not
generically computable, R(B) >, A, and R(C) >, A.

In fact, an easy generalization of the argument from [2] can be used to strengthen
Proposition 2.23 by replacing B, C with an arbitrary finite set of nonrecursive reals.

Proposition 2.23 gives us an immediate corollary concerning the quasi-minimal
generic degrees.

COROLLARY 2.24. Let b be any nonquasi-minimal generic degree. Then there is a
density-1 quasi-minimal generic degree a such thatb >, a.

This, in particular, shows that a counterexample to Question 2.21 would
necessarily be a quasi-minimal generic degree.

ProOOF. Let b be a nonquasi-minimal generic degree. Let B be a noncomputable
real such thatb >, R(B).

https://doi.org/10.1017/js1.2014.77 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2014.77

DENSITY-1 DEGREES 1305

Then, by a result of classical recursion theory, B is half a minimal pair, so there is
a nonrecursive real C such that B and C form a minimal pair in the Turing degrees.
(For any X.if B >7 X and C >7 X, then X is recursive.)

By Proposition 2.23, we can choose a density-1 real 4 such that 4 is not generically
computable, R(B) >, A, and R(C) >, A. Let a be the generic degree of 4. Then,
b >, R(B) >, a,and also ais density-1. It remains to show that a is quasi-minimal.

If not, then fix X nonrecursive such that R(X) <, A. but then, R(B) >, 4 >
R(X),and also R(C) >, 4 > R(X). Since R induces an embedding of the Turing
degrees into the generic degrees, we get that B >7 X and C >7 X. This contradicts
that B and C form a minimal pair in the Turing degrees. -

Thus, there are a fair number of quasi-minimal generic degrees, and, in fact, many
of them are density-1. Next, we indicate how a resolution to Question 2.21 would
allow us to resolve either Question 2.19 or Question 2.20.

Showing that a positive resolution to Question 2.21 gives a negative resolution to
Question 2.20 is the easy half, since it is a direct application of Proposition 2.9.

PROPOSITION 2.25. If for every nonzero generic degree b there exists a nonzero
density-1 generic degree a such that a <4 b, then there are no minimal degrees in the
generic degrees.

ProOF. Let b be a generic degree, and assume that there exists a nonzero density-1
generic degree a such thata <, b.

Then, 0 is a density-1 generic degree (because N is generically computable, and
density-1). So by Proposition 2.9, there exists a density-1 generic degree ¢, such that
a>g ¢ >, 0. Thus. b >, ¢ >, 0. and so b is not a minimal generic degree. =

The other half is slightly more subtle, but the argument is basically a modification
of the usual construction of a minimal pair in the Turing degrees, together with the
realization that a counterexample to Question 2.21 would have exactly the property
that we require in order to adapt the construction to our situation.

PROPOSITION 2.26. If there exists a nonzero generic degree b such that there is no
nonzero density-1 generic degree a witha <, b, then b is half of a minimal pair in the
generic degrees.

PrOOF. Let B € b. We will build a real C such that R(C) and B form a minimal
pair for generic reduction, or in other words, so thatif B >, D. and C generically
computes D, then D is generically computable.

We build C by finite approximation.

We have one stage for each e, and one stage for each (i, j).

At stage e, we ensure that C is not computed by ¢, in the usual manner. (We have
a 7 which is our current approximation to C. We ask whether there exists ann > |o|
such that ¢, (n) |. and if there does, then we extend 7 so that z(n) # ¢, (n). If there
does not exist such an 7, then in particular ¢, is not total, so we do not need to do
anything to ensure that C is not computed by ¢,.)

At stage (i, j). we have an approximation 7 for C, and we need to ensure that if
D generically reduces to B via ¢;, and if D is generically computable from C via
;. then D is generically computable. (As a reminder, being generically computable
from C is equivalent to being generically reducible to R(C).)
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The first thing that we ask is whether there is any extension 7 of 7, and any generic
oracle (B) for B such that for some 7, <p§B) (n) # @%(n). If there is, then we extend
7 to 7, thereby ensuring that apic cannot be a generic computation of any real that
generically reduces to B via ;. (This is because neither computation is allowed to
make any mistakes, and so in particular, if cp,(B ), and cp]f are trying to be generic
computations of the same real, then they are not allowed to disagree with each other
anywhere.)

If there is no such 7, then we ask whether there is any D such that D generically
reduces to B via ;. (In other words, we ask whether it is true that for every generic
oracle (B). for B. dom(gofB )) is density-1, and whether it is true that the gofB ) all
agree wherever they halt. If either of these is false, then there cannot be any D that
generically reduces to B via ¢;.) If there is no such D, then, again, we do not need
to do anything at stage (i, j).

If there is no such 7, and if there does exist such a D, then we may generically
compute any D that generically reduces to B via ¢;, and that also is generically
computable from C via ¢; by the following algorithm. The basic idea of the algo-
rithm will be that it halts on a subset of the halting set of ¢;, and gives only the
outputs given by ¢; applied to extensions of 7.

Now, let 4 be the union, over all generic oracles, (B). for B. of the domains
of the ¢?). Then. for each (B). dom(gofB )) is a density-1 set. Also. it is clearly a
subset of A4, and so the algorithm that enumerates the domain of Lpfm is a generic
computation of 4. Thus, 4 <, B.

Thus, by the hypothesis on B, 4 is generically computable (since it is a density-1
set, and B >, A), and so A contains a density-1 r.e. subset, W. (By the comment
after Lemma 2.4, a density-1 set is generically computable if and only if it contains
a density-1 r.e. subset.)

Now, we define w so that yw(n) | if and only if n € W and there exists a 7
extending 7 such that ¢} (n) |. In this case, we let y(n) = ¢7(n) for the first such
7 that we find. The domain of y is density-1 because it is the intersection of two
density-1 sets.

It is a generic computation of any D that we are concerned with, because every-
where that y halts, there is some (B) such that cp,(B ) halts, and furthermore W gives

the same output as gofB ) because it gives the same output as apf for some 7 extend-
ing 7. By assumption, we could not extend 7 to produce a disagreement between
these two. -

The answer to Question 2.21 must either be “yes.” or “no,” and so we may
combine Propositions 2.25 and 2.26, to conclude that if there exist minimal generic
degrees. then there exist minimal pairs of generic degrees. In fact, any minimal
generic degree is half of a minimal pair in the generic degrees. In the Turing degrees,
this follows from the fact that any nonzero degree has another degree that is Turing
incomparable to it. A result of Dan Turetsky (personal correspondence) shows that
this also holds in the generic degrees, and moreover that it can be witnessed by a
density-1 degree.

ProposiTiON 2.27 (Turetsky). If A is not generically computable, then there exists
a density-1 real B that is incomparable to A under <,.

https://doi.org/10.1017/js1.2014.77 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2014.77

DENSITY-1 DEGREES 1307

The proof is analogous to the proof that if B is 1-generic relative to A4, then B
is incomparable to 4. Here, we use a forcing consisting of an initial segment and
a density restriction. The notation of forcing will be suppressed in order to avoid
overburdening the word “generic.”

Proor. We build B by finite approximation. At stage s, we will have an initial
segment o, < B, and a restriction that for n > |o;]|. “’%n”‘ >1-2""

At stage 2e, we diagonalize against 4 reducing to B via ¢,. We first ask whether
there is some n, some © = o2.. and some partial oracle (z) for a real extending
7 such that 7 obeys the density restriction imposed at stage 2¢, and such that
pr) (n) # A(n). If there is such a 7, we extend oy, to that 7.

If there is no such 7, then we claim that we have already forced that 4 does
not generically reduce to B via ¢,. This is because we may attempt to generically
compute A by searching over all (7) extending o and obeying the density restriction

such that !” |. Whenever we find such a (z), we halt and give the same output

as <p§f). By assumption, none of these are incorrect, and so, because A is not

generically computable, it must be true that our computation does not halt on
density-1. In particular, for any B = ¢. and for any generic oracle (B) for B, (pr )
does not have density-1 domain.

In either case. we then proceed to extend our initial segment with a collection of
I’s that is long enough to be able to impose the next restriction on the density of B.

At stage 2e + 1, we diagonalize against 4 generically computing B via ¢.. Note
that if we ensure that 4 does not generically compute B, then this implies that B
does not generically reduce to 4. If dom(pZ) is finite, then 4 does not generically
compute anything via .. If dom(pZ) is infinite, then there is an n that is large
enough that we can extend o2, to a 7 such that 7(n) # ¢Z(n), and such that t
obeys the density restriction at stage 2e + 1.

Again, we extend by a sequence of 1’s that allows us to impose our next density
restriction. -

§3. I1l-completeness. We finish by proving that generic reduction is IT}-complete.

The definition we use for generic reduction is intrinsically H%, since it involves a
universal quantifier over all generic oracles. This makes it very difficult work with,
since the techniques of recursion theory are often poorly suited to dealing with
quantifiers over uncountable sets. Indeed, this is one of the primary reasons that
most of our work concerns the generic degrees of density-1 sets — it is somewhat
easier to work with subsets of a set than with arbitrary partial oracles.

By showing that >, is 1} -complete, we show that there is no way for this quantifier
over generic oracles to be replaced by quantifiers over naturals, and that generic
reduction is, in that sense, as complicated as it seems.

We show that >, is IT}-complete by showing that from any tree 7 C w®, we can
use the jump of that tree to uniformly find 4 and B such that 4 >, B if and only
if T is well-founded. This gives a Borel reduction of well-foundedness to generic
reducibility, proving that generic reducibility is IT}-complete.

THEOREM 3.1. There exists an algorithm which, given a tree T C »®, uses T' as
an oracle to compute a pair of reals A and B such that A >, B if and only if T is
well-founded. Thus, >, is H}-compl@te.
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The proof will consist of three parts.

In the first part, we describe the intended reduction from 4 to B. The reduction
will have the property that an infinite path through 7" corresponds to a method of
creating a generic oracle for A that does not generically compute B via the intended
reduction. Every node of the path will be able to be translated into another drop in
the density of the domain of the computation without a corresponding drop in the
density of the domain of the oracle.

In the second part, we build 4 and B to ensure that no reduction other than
the intended reduction will work. During this second part, we do not need to work
effectively, but rather we have access to 7".

Finally, we verify that our construction works. If 7' is well-founded, this will
be clear, because the intended reduction will function as it is designed to. If T is
ill-founded, we will need to show that for any potential generic reduction ¢, there is
a generic oracle for A that either makes ¢ give a false answer somewhere, or makes
dom(¢) not density-1. During this third part, we are not forced to work effectively
in anything, and indeed, the generic oracles that we build would be quite difficult
to compute.

The proof is somewhat bogged down in notation, but during the proof, we will
attempt to explain the notation as it appears.

PrOOF. PART 1.

Let T C w®.

For each ¢ € T, there will be a single bit b, € {0, 1}.

We will code b, into 4 in a manner so that any partial oracle for A which cannot
recover b, must have its density drop below 1 — 271912 at least once as a result.

We will code b, into B in a manner so that if a computation cannot compute b, .
then the domain of that computation will have its density drop below % as a result.

The intention of this is that if there is an infinite path P through 7', we will be
able to produce a generic oracle for 4 that omits b, for every ¢ on P, and that
therefore cannot generically compute B, because it is missing infinitely many pieces
of information, and each missing piece of information forces there to be another
instance of the computation’s domain’s density dropping below %

Unfortunately, this creates a problem. Even if the tree is well-founded, there
could theoretically be a generic oracle for 4 that chooses a collection of ¢’s of
increasing lengths from different paths of T, and omits each of the corresponding
b,’s. Potentially this might be unable to generically compute B even if the tree is
well-founded.

For this reason, we need to also introduce a method for propagating information
down the tree: if ¢ < 7, and b, is known, then it should be easy to deduce what b,
is. That way, removing the knowledge of an entire branch will still have the original
desired effect, but removing bits of information from different branches will be much
more difficult than previously.

However, if we want to be able to remove information along a path, we need
to make sure that our procedure for propagating information downward along 7'
does not also cause information to propagate upward along 7. Else, if Q is a path
through 7, ¢ < 7. ¢ < Q, and 7 £ Q. then b, could be deduced from b, so we
would not be able to selectively remove only the information along Q from A.
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For each ¢ € T, for each m < |g|, we create a procedure to deduce b,
from (bg,.....bs,). where oy = o, and g, is the immediate predecessor of a;.
This procedure is coded in a way so that if a partial oracle for 4 does not know the
procedure, then its density must drop below 1 — 2~171=2 as a result. The procedure
is also coded in a way so that knowing b, and knowing the procedure does not
necessarily allow us to deduce any of the by, .

Note that in the degenerate case where m = 0, this will be our desired coding of
b, into A with density 1 — 2~171-2,

The actual coding is as follows:

Consider the sets P; = {n € N|2/ <n < 21},

In B. for each ¢ € w®, uniformly choose an i, and code b, into P;. (If n € P;.
thenn € B+ b, =1.)Ifg ¢ T, then b, = 0.

This will ensure that a generic computation of B must compute all but finitely
many of the b,, since omitting a finite number of P; is only a finite omission, but
no density-1 set can avoid infinitely many P;.

We define 4 to be equal to A @ R(T'). where A is built as follows.

Uniformly choose a P; for each sequence (g, m, 7, j, k) such that ¢ € w®”,m <
.1€2" je{0.1}.k € N.Callit P, . j«. Then, to deduce b, from the sequence

lo

b, = j <= dndkn e (Zﬁ Pa,m,(bgl _____ bam><j,k)

For a fixed value of (g.m. 1), the set of all P,,,. ;i is known as the deduction
procedure coding b, from its m + 1 predecessors. The deduction procedure operates

under true assumptions if t = (b,,. ..., b,, ), and it operates under false assumptions
if T # (bg,.,....bg,).
The idea here is that knowing (b, ....b,,) will direct you to the correct place

to look for the value of b,. Once you know where to look, you simply search until
you find an answer. If you try to search for the value of b, using incorrect values for

answer, and you might get no answer. Because of this, knowing b, gives little to no
information about (b, ..., b,, ). However, if we wish to remove a deduction pro-
cedure from an oracle, we only need to remove the place where it actually gives an

answer, i.e., the last zm%’m,l many elements of P; for some i. The size is calibrated so
that removing a deduction procedure whose shortest element is 7 is just as difficult
as removing the knowledge of what b; is.

Given that 4 and B are each built in the manner just described, a generic oracle
for A is able to generically compute B by the following algorithm.

Let (A) be a generic oracle for A.

To determine whether or not n € B, we first determine which P; 7 is in. Then we
determine which b, is coded into that P;. Then, since 4 >, R(T), we can use (A4)
to determine whether or not ¢ € T. If no, then n ¢ B. If yes, then we attempt to
determine the value of b, inductively as follows:

If there is some m < |o| such that we can determine the values of b, for t
ranging over the m immediate predecessors of ¢ (this condition is vacuously met if
m = 0), andif (4) also includes the value of 4 in a location where the corresponding
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deduction procedure has a 1, then we determine the value of b, to be the output
(the j value) of that deduction procedure.

If T is well-founded, then for any generic oracle (A), for A, there will only be
finitely many ¢ such that (4) cannot determine the value of b,. The proof is as
follows.

Let (A) be a generic oracle for A. Assume there are infinitely many ¢ such that
(A4) cannot determine the value of b,. Let T C w® be the smallest subtree of T
containing all of the ¢ such that (4) cannot determine the value of b,. Then, T is
well-founded, because it is contained in 7", which is well-founded. Also, it is infinite,
by assumption. Thus, it must have at least one node where it branches infinitely.
Call the first such node ay.

From each of those countably many branches, choose a minimal node ¢ such
that the generic oracle cannot determine the value of b,. (For i > 0, let g; be an
extension of the ith branch of T such that (4) cannot determine the value of bs,.
but such that for any 7. if 6y < 7 < o;, then (4) can determine the value of b,.)

Then, we claim that the domain of (4) must have its density drop below 1—2~170/—3
infinitely often.

The reason for this is that, by assumption on g;, we know that the generic oracle
can determine the values of the b, for all of the 7 that satisfy g9 < 7 < ;. Thus,
since the first of those 7 has length |oy| + 1. the deduction procedure that allows us
to determine b,, from those b, is coded in a way so that if the generic oracle cannot
recover that deduction procedure, then its density must drop below 1 — 2~ 7%/=3,

Each of these deduction procedures is coded in a different place, so the domain of
the generic oracle has its density drop below 1 — 2~19%0/=3 infinitely often. Therefore,
the domain is not density-1, so (4) is not a generic oracle, providing a contradiction.

Thus, if T is well-founded, then any generic oracle can (uniformly) recover all
but finitely many of the b,, and therefore all but finitely many of the bits of B. Thus,
A>, B.

PART 2.

In this part, we construct A (and therefore 4, and B, where these are defined
according to the construction outlined in Part 1). While we do this, we ensure that
if 7 is ill-founded. then 4 #, B.

If T is ill-founded, then the intended reduction will not work as a generic reduc-
tion. Thus, the main purpose of this section will be ensuring that any reduction
that “cheats” infinitely often occasionally makes mistakes, and therefore cannot be
used to generically reduce B to A, since a generic reduction is never allowed to
give incorrect outputs. (Here, “cheating” simply means guessing at the values of b,
without having solid evidence as to why those guesses should be correct.)

The construction is as follows.

At the beginning of stage s. there is some number f (s) such that we have deter-
mined the values of b, for every o such that |o| < f(s). and for no other o. For
every o with |o| < f(s), and every deduction procedure for computing b,, we have
determined the values of A on the entire deduction procedure. (Thatis. if |a| < f(s).
then we have determined whether or not n € A4 for every n inany P, ,, . j«.) We also
have some finite set of numbers # such that we maintain a restriction saying that for
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any n in that set, any deduction procedure that operates under false assumptions
about any b, with |o| = n does not produce any answers. We have not determined
the values of 4 on any other deduction procedures.

At this point, we have one single functional, ¢,, that we need to diagonalize
against. This means that we either must ensure that there will be some generic ora-
cle (4) for 4 such that ") does not have density-1 domain, or we must ensure
that there is some generic oracle (A) for 4 such that <p§A) incorrectly computes B at
some number.

The first question that we ask is whether there any way of extending our
definition of A4 to allow <p§A) produce an incorrect output about B for some
partial oracle (4). for A. (We remind the reader that T is fixed. and B depends
entirely on A4, so determining the value of 4 also determines the values of A4
and B, and so determines whether or not ¢ produces any incorrect computations
for B.)

If we find such an extension, thgn we make that extension, and this guarantees that
when we are done constructing A4, (an(i therefore 4 and B.) it will not be true that
A >, B via @,. After that, we extend A arbitrarily in order to meet the hypotheses
on what the construction should look like at the beginning of a stage. (This involves
finding the largest number ¢ such that b, is defined for a ¢ with |g| = ¢, or such
that some deduction procedure for such a ¢ is defined somewhere, and extending
the definition of A arbitrarily to all other b,’s and deduction procedures for b,’s of
equal or lesser length.)

If o cannot be made to produce any incorrect computations for B, then we
extend our definition of 4 such that for every o with |o| = f(s). b, = 0. More
importantly, we restrict every deduction procedure that computes such a b, and
that operates under false assumptions to not give any answers. (i.e., to be empty.)
We allow all the correct deduction procedures to give correct answers immediately.
Finally, we insist that for the rest of the construction, for every deduction proce-
dure that operates under a false assumption about the value of b, for any ¢ with
lo| = f(s), that deduction procedure does not give any answers.

This completes the construction. (The second option will certainly happen
infinitely often, and so A will be defined everywhere after «» many steps.)

PART 3.

Finally, we prove that if 7 is ill-founded, then 4 ;fg B. To do this, we must
demonstrate that for any ¢ that had not been able to be extended to make a false
claim about B, there exists a generic oracle, (A4), for A4 such that ¢4) does not have
density-1 domain. (At the end of Part 1., we verified that if T is well-founded, then
A >, B. Also, if ¢ had been able to be extended to make a false claim about B.
we would have done that, and then it would certainly not witness 4 >, B.)

We remind the reader that in this part of the proof, we are allowed to work omni-
sciently, and in particular we will be allowed to know every choice that was made
in Part 2, and also to know an example of an infinite path through 7'.

Assume T is ill-founded. Let Q be an infinite path through 7. Assume that at
stage s of the construction 2 could not have been made to produce any incorrect
computations for B.
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Let 5o = s, and for each i > 0, let s; be the ith stage 7 after stage s such that ;!
was not able to be made to produce any incorrect computations for B at stage ¢.
Let o' be the initial segment of Q such that |¢/| = s;.

Now, we define (4) to be the oracle for A that does not include the answers
(the 1’s) from any of the deduction procedures used for deducing b,. or from any of
the deduction procedures used for deducing b,., unless those deduction procedures
have sufficiently large m values that they depend on bi-1.

Then we claim that (A4) is a generic oracle for 4. and that apw does not have
density-1 domain.

To show that (A) is a generic oracle for A, we show that the set of places where
(A) does not give answers is density-0.

There are finitely many (in fact, at most one) ¢’ of each possible length. Also, for
each length 7, there is at most one deduction procedure whose answers we erased
whose shortest queried string has length n. This is because only the correct deduction
procedures give any answers that need to be erased, and because we only erase deduc-
tion procedures that do not require knowledge of the previous b,i. Therefore the
pieces of information that we excluded from (4) were coded into smaller and smaller
portions of the corresponding P;. Thus, for every m, there is a last j such that the
last zl of P; was excluded from (A), and after that point, the density of the domain
of (4) never again drops below 5. (Also, it goes above 3 by the end of P;1.)

Finally, we show that <p§A) does not give outputs in any of the locations where the
b,i are coded in B.

The proof of this fact is that, for any i, any finite subset of the information in
(A) is a partial oracle that could be extended to a partial oracle for a different set
A which would also be consistent with the requirements imposed at the beginning
of stage s of the construction, and such that the value of b, in A; was different
from the value of b, in A. (This statement will be proved by induction shortly.)
Therefore, if ¢§A) gives any outputs on any of the b,:. then at stage s. we would
have been able to extend our condition on 4 to a condition specifying enough
of A; to cause ¢, to produce an incorrect computation for B, contradicting our
assumption on ;.

We conclude our proof by proving, by induction on 7, that any finite subset of the
information in (A4) is a partial oracle that could be extended to a partial oracle for
a different set 4; which would also be consistent with the requirements imposed at
the beginning of stage s of the construction, and such that the value of b, in A;
was different from the value of b, in 4.

Recall that by the construction of 4, and by the assumption on ', for every i,
b,i =0

Casel:i = 0.

Assume that we have seen a finite number of the pieces of information in (A).
Then we have also seen nothing but 0’s from all of the deduction procedures for
computing b,o. At stage s, the value of b,0 had not yet been decided, and there were
no conditions yet on the deduction procedures for computing b0, except for the
requirements that certain deduction procedures that operated under false assump-
tions were not allowed to give any outputs. Furthermore, none of the deduction
procedures operating under false assumptions about b0 ever give answers.
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Therefore, it would be consistent with what we have seen so far of (4) and
with the requirements imposed at the beginning of stage s to have b0 equal to 1,
and then to make the deduction procedures computing b0 output 1, and to add
correct deductions for future elements that operate under the assumption that
by = 1.

Case2:i> 0.

Assume again that we have seen a finite number of the pieces of information in
(A). Then, again, we have also seen nothing but 0’s from all except a few of the
deduction procedures for computing b,:. Among these deduction procedures, the
only ones from which we have seen any 1’s are those which operate under true
assumptions, and which also depend on the value of b, 1.

By induction, it is consistent (both with what we have seen of (4). and with the
condition on the construction at stage s) that b,:—1 could have the opposite of its
actual value. Thus, it would be consistent to fill in 4; to have the incorrect value for
b,i—1, and then to also have the incorrect value for b,:, and then to have the “rel-
evant” deduction procedure then place 1’s into the next relevant location. (Here,
relevant means operating under the assumptions that are true of 4, but potentially
false of A4y.)

Again, this does not contradict any of our requirements, since none of the deduc-
tion procedures that use b, = 1 have given any outputs yet. so the ones that operate
under assumptions that are correct in 4 can still be made to give outputs which
are correct in A;.

This concludes our proof of TT}-completeness of >,. =
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