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Abstract
Artificial intelligence (AI)-supported systems have transformative applications in the
humanitarian sector but they also pose unique risks for human rights, even when used
with the best intentions. Drawing from research and expert consultations conducted
across the globe in recent years, this paper identifies key points of consensus on how
humanitarian practitioners can ensure that AI augments – rather than undermines –
human interests while being rights-respecting. Specifically, these consultations
emphasized the necessity of an anchoring framework based on international
human rights law as an essential baseline for ensuring that human interests are
embedded in AI systems. Ethics, in addition, can play a complementary role in
filling gaps and elevating standards above the minimum requirements of
international human rights law. This paper summarizes the advantages of this
framework, while also identifying specific tools and best practices that either
already exist and can be adapted to the AI context, or that need to be created, in
order to operationalize this human rights framework. As the COVID crisis has laid
bare, AI will increasingly shape the global response to the world’s toughest
problems, especially in the development and humanitarian sector. To ensure that
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AI tools enable human progress and contribute to achieving the Sustainable
Development Goals, humanitarian actors need to be proactive and inclusive in
developing tools, policies and accountability mechanisms that protect human rights.

Keywords: artificial intelligence, AI ethics, machine learning, human rights, humanitarianism,

humanitarian organizations.

Introduction

The COVID-19 pandemic currently roiling around the globe has been devastating
on many fronts. As the United Nations (UN) Secretary-General recently noted,
however, the pandemic has also been a learning opportunity about the future of
global crisis response. Specifically, the world is “witnessing first-hand how digital
technologies help to confront the threat and keep people connected”.1 Artificial
intelligence (AI) is at the forefront of many of these data-driven interventions.
In recent months, governments and international organizations have leveraged
the predictive power, adaptability and scalability of AI systems to create
predictive models of the virus’s spread and even facilitate molecular-level
research.2 From contact tracing and other forms of pandemic surveillance to
clinical and molecular research, AI and other data-driven interventions have
proven key to stemming the spread of the disease, advancing urgent medical
research and keeping the global public informed.

The purpose of this paper is to explore how a governance framework that
draws from human rights and incorporates ethics can ensure that AI is used
for humanitarian, development and peace operations without infringing on
human rights. The paper focuses on the use of AI to benefit the UN Sustainable
Development Goals (SDGs) and other humanitarian purposes. Accordingly, it
will focus on risks and harms that may arise inadvertently or unavoidably from
uses that are intended to serve a legitimate purpose, rather than from malicious
uses of AI (of which there could be many).

As the Secretary-General has noted, AI is already “ubiquitous in its
applications”3 and the current global spotlight is likely to expedite its adoption

1 UN General Assembly, Roadmap for Digital Cooperation: Implementation of the Recommendations of the
High-Level Panel on Digital Cooperation. Report of the Secretary-General, UN Doc. A/74/821, 29 May 2020
(Secretary-General’s Roadmap), para. 6, available at: https://undocs.org/A/74/821 (all internet references
were accessed in December 2020).

2 See, for example, the initiatives detailed in two recent papers on AI and machine learning (ML)
applications in COVID response: Miguel Luengo-Oroz et al., “Artificial Intelligence Cooperation to
Support the Global Response to COVID-19”, Nature Machine Intelligence, Vol. 2, No. 6, 2020; Joseph
Bullock et al., “Mapping the Landscape of Artificial Intelligence Applications against COVID-19”,
Journal of Artificial Intelligence Research, Vol. 69, 2020, available at: www.jair.org/index.php/jair/article/
view/12162.

3 Secretary-General’s Roadmap, above note 1, para. 53.
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even further.4 As the COVID crisis has laid bare, AI will increasingly shape the
global response to the world’s toughest problems, especially in the fields of
development and humanitarian aid. However, the proliferation of AI, if left
unchecked, also carries with it serious risks to human rights. These risks are
complex, multi-layered and highly context-specific. Across sectors and
geographies, however, a few stand out.

For one, these systems can be extremely powerful, generating analytical and
predictive insights that increasingly outstrip human capabilities. They are therefore
liable to be used as replacements for human decision-making, especially when
analysis needs to be done rapidly or at scale, with human overseers often
overlooking their risks and the potential for serious harms to individuals or
groups of individuals that are already vulnerable.5 Artificial intelligence also
creates challenges for transparency and oversight, since designers and
implementers are often unable to “peer into” AI systems and understand how
and why a decision was made. This so-called “black box” problem can preclude
effective accountability in cases where these systems cause harm, such as when an
AI system makes or supports a decision that has a discriminatory impact.6

Some of the risks and harms implicated by AI are addressed by other fields
and bodies of law, such as data privacy and protection,7 but many appear to be
entirely new. AI ethics, or AI governance, is an emerging field that seeks to
address the novel risks posed by these systems. To date, it is dominated by the
proliferation of AI “codes of ethics” that seek to guide the design and deployment
of AI systems. Over the past few years, dozens of organizations – including
international organizations, national governments, private corporations and
non-governmental organizations (NGOs) – have published their own sets of
principles that they believe should guide the responsible use of AI, either within
their respective organizations or beyond them.8

4 AI is “forecast to generate nearly $4 trillion in added value for global markets by 2022, even before the
COVID-19 pandemic, which experts predict may change consumer preferences and open new
opportunities for artificial intelligence-led automation in industries, businesses and societies”. Ibid.,
para. 53.

5 Lorna McGregor, Daragh Murray and Vivian Ng, “International Human Rights Law as a Framework for
Algorithmic Accountability”, International and Comparative Law Quarterly, Vol. 68, No. 2, 2019,
available at: https://tinyurl.com/yaflu6ku.

6 See, for example, Yavar Bathaee, “The Artificial Intelligence Black Box and the Failure of Intent and
Causation”, Harvard Journal of Law and Technology, Vol. 31, No. 2, 2018; Rachel Adams and Nora Ni
Loideain, “Addressing Indirect Discrimination and Gender Stereotypes in AI Virtual Personal
Assistants: The Role of International Human Rights Law”, paper presented at the Annual Cambridge
International Law Conference 2019, “New Technologies: New Challenges for Democracy and
International Law”, 19 June 2019, available at: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=
3392243.

7 See, for example, Global Privacy Assembly, “Declaration on Ethics and Data Protection in Artificial
Intelligence”, Brussels, 23 October 2018, available at: http://globalprivacyassembly.org/wp-content/
uploads/2019/04/20180922_ICDPPC-40th_AI-Declaration_ADOPTED.pdf; UN Global Pulse and
International Association of Privacy Professionals, Building Ethics into Privacy Frameworks for Big
Data and AI, 2018, available at: https://iapp.org/resources/article/building-ethics-into-privacy-
frameworks-for-big-data-and-ai/.
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While these efforts are often admirable, codes of ethics are limited in key
respects: they lack a universally agreed framework; they are not binding, like law,
and hence do not promulgate compliance; they often reflect the values of the
organization that created them, rather than the diversity of those potentially
impacted by AI systems; and they are not automatically operationalized by those
designing and applying AI tools on a daily basis. In addition, the drafters of these
principles often provide little guidance on how to resolve conflicts or tensions
between them (such as when heeding one principle would undermine another),
making them even more difficult to operationalize. Moreover, because tech
companies create or control most AI-powered products, this governance model
relies largely on corporate self-regulation – a worrying prospect given the absence
of democratic representation and accountability in corporate decision-making.

Applying and operationalizing these principles to development and
humanitarian aid poses an additional set of challenges. With the exception of
several recent high-quality white papers on AI ethics and humanitarianism,
guidance for practitioners in this rapidly evolving landscape remains scant.9 This
is despite the existence of several factors inherent in development or
humanitarian projects that either exacerbate traditional AI ethics challenges or
implicate entirely new ones.

AI governance is quickly emerging as a global priority. As the Secretary-
General’s Roadmap for Digital Cooperation states clearly and repeatedly, the
global approach to AI – during COVID and beyond –must be in full alignment
with human rights.10 The UN and other international organizations have devoted
increasing attention to this area, reflecting both the increasing demand for AI and
other data-driven solutions to global challenges – including the SDGs – and the
ethical risks that these solutions entail. In 2019, both the UN General Assembly11

and UN Human Rights Council (HRC)12 passed resolutions calling for the
application of international human rights law to AI and other emerging digital
technologies, with the General Assembly warning that “profiling, automated
decision-making and machine-learning technologies, … without proper

8 For an overview, see Jessica Fjeld, Nele Achten, Hannah Hilligoss, Adam Nagy and Madhulika Srikumar,
Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-based Approaches to Principles
for AI, Berkman Klein Center Research Publication No. 2020-1, 14 February 2020.

9 See Faine Greenwood, Caitlin Howarth, Danielle Escudero Poole, Nathaniel A. Raymond and Daniel
P. Scarnecchia, The Signal Code: A Human Rights Approach to Information During Crisis, Harvard
Humanitarian Initiative, 2017, p. 4, underlining the dearth of rights-based guidance for humanitarian
practitioners working with big data. There are a few existing frameworks, however –most notably Data
Science & Ethics Group (DSEG), A Framework for the Ethical Use of Advanced Data Science Methods
in the Humanitarian Sector, April 2020, available at: https://tinyurl.com/yazcao2o. There have also been
attempts to guide practitioners on humanitarian law as it applies to lethal autonomous weapons
systems, including the Asser Institute’s Designing International Law and Ethics into Military AI
(DILEMA) project, available at: www.asser.nl/research/human-dignity-and-human-security/designing-
international-law-and-ethics-into-military-ai-dilema.

10 Secretary-General’s Roadmap, above note 1, para. 50.
11 UNGA Res. 73/179, 2018.
12 HRC Res. 42/15, 2019.
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safeguards, may lead to decisions that have the potential to affect the enjoyment of
human rights”.13

There is an urgency to these efforts: while we wrangle with how to apply
human rights principles and mechanisms to AI, digital technologies continue to
evolve rapidly. The international public sector is deploying AI more and more
frequently, which means new risks are constantly emerging in this field. The
COVID-19 pandemic is a timely reminder. To ensure that AI tools enable human
progress and contribute to achieving the SDGs, there is a need to be proactive
and inclusive in developing tools, policies and accountability mechanisms that
protect human rights.

The conclusions contained herein are based on qualitative data emerging
from multi-stakeholder consultations held or co-hosted by UN Global Pulse
along with other institutions responsible for protecting privacy and other human
rights, including the Office of the UN High Commissioner for Human Rights
(UN Human Rights) and national data protection authorities;14 multiple
interviews and meetings with the diverse panel of AI and data experts that
comprise Global Pulse’s Expert Group on Governance of Data and AI;15

guidance and reporting from UN human rights experts; scholarly work on
human rights and ethics; and practical guidance for the development and
humanitarian sectors issued by organizations like the World Health Organization,
the UN Office for the Coordination of Humanitarian Affairs (OCHA),16 the
International Committee of the Red Cross (ICRC),17 the Harvard Humanitarian
Initiative18, Access Now,19 Article 19,20 USAID’s Center for Digital
Development,21 and the Humanitarian Data Science and Ethics Group (DSEG).22

13 UNGA Res. 73/179, 2018.
14 Consultations include practical workshops on designing frameworks for ethical AI in Ghana and Uganda;

on AI and privacy in the global South at RightsCon in Tunis; on a human rights-based approach to AI in
Geneva, co-hosted with UN Human Rights; several events at the Internet Governance Forum in Berlin;
and a consultation on ethics in development and humanitarian contexts, co-hosted with the
International Association of Privacy Professionals and the European Data Protection Supervisor. These
various consultations, which took place between 2018 and 2020, included experts from governments,
international organizations, civil society and the private sector, from across the globe.

15 See the UN Global Pulse Expert Group on Governance of Data and AI website, available at: www.
unglobalpulse.org/policy/data-privacy-advisory-group/.

16 See the OCHA, Data Responsibility Guidelines: Working Draft, March 2019, available at: https://tinyurl.
com/y64pcew7.

17 ICRC, Handbook on Data Protection in Humanitarian Action, Geneva, 2017.
18 F. Greenwood et al., above note 9.
19 Access Now, Human Rights in the Age of Artificial Intelligence, 2018, available at: www.accessnow.org/

cms/assets/uploads/2018/11/AI-and-Human-Rights.pdf.
20 Article 19, Governance with Teeth: How Human Rights can Strengthen FAT and Ethics Initiatives on

Artificial Intelligence, April 2019, available at: www.article19.org/wp-content/uploads/2019/04/
Governance-with-teeth_A19_April_2019.pdf.

21 USAID Center for Digital Development, Reflecting the Past, Shaping the Future: Making AI Work for
International Development, 2018.

22 DSEG, above note 9.
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AI in humanitarian aid: Opportunities

Artificial intelligence is not a specific technology. Rather, it is a broad term
encompassing a set of tools or capabilities that seek to emulate aspects of human
intelligence. As a category, AI generally refers to a system that automates an
analytical process, such as the identification and classification of data; in rarer
cases, an AI system may even automate a decision. Hence, some prefer the term
“automated intelligent system” rather than the more commonly used “artificial
intelligence” or “AI”. For the purposes of this paper, “AI” will refer primarily to
machine learning (ML) algorithms, which are a common component of AI
systems defined by the ability to detect patterns, learn from those patterns, and
apply those learnings to new situations.23 ML models may be either supervised,
meaning that they require humans to feed them a set of rules to apply, or
unsupervised, meaning that the model is capable of learning rules from the data
itself and therefore does not require human coders to feed in rules. For this
reason, this latter set of models is often described as self-teaching.24 Deep
learning (DL) is, in turn, a more potent subset of ML that uses layers of artificial
neural networks (which are modelled after neurons in the human brain) to detect
patterns and make predictions.25

Algorithmic systems are capable of “execut[ing] complex tasks beyond
human capability and speed, self-learn[ing] to improve performance, and conduct
[ing] sophisticated analysis to predict likely future outcomes”.26 Today, these
systems have numerous capabilities that include natural language processing,
computer vision, speech and audio processing, predictive analytics and advanced
robotics.27 These and other techniques are already being deployed to augment
development and humanitarian action in innovative ways. Computer vision is
being used to automatically identify structures in satellite imagery, enabling the
rapid tracking of migration flows and facilitating the efficient distribution of aid
in humanitarian crises.28 Numerous initiatives across the developing world are
using AI to provide predictive insights to farmers, enabling them to mitigate the
hazards of drought and other adverse weather, and maximize crop yields by
sowing seeds at the optimal moment.29 Pioneering AI tools enable remote

23 Jack M. Balkin, “2016 Sidley Austin Distinguished Lecture on Big Data Law and Policy: The Three Laws of
Robotics in the Age of Big Data”, Ohio State Law Journal, Vol. 78, No. 5, 2017, p. 1219 (cited in
L. McGregor, D. Murray and V. Ng, above note 5, p. 310). See also the European Union definition of
artificial intelligence: “Artificial intelligence (AI) refers to systems that display intelligent behaviour by
analysing their environment and taking actions –with some degree of autonomy – to achieve specific
goals.” European Commission, “A Definition of Artificial Intelligence: Main Capabilities and Scientific
Disciplines”, 8 April 2019, available at: https://ec.europa.eu/digital-single-market/en/news/definition-
artificial-intelligence-main-capabilities-and-scientific-disciplines.

24 See “Common ML Problems” in Google’s Introduction to Machine Learning Problem Framing course,
available at: https://developers.google.com/machine-learning/problem-framing/cases.

25 Tao Liu, “An Overview of the Application of AI in Development Practice”, Berkeley MDP, available at:
https://mdp.berkeley.edu/an-overview-of-the-application-of-ai-in-development-practice/.

26 L. McGregor, D. Murray and V. Ng, above note 5, p. 310.
27 For good definitions of each of these terms, see Access Now, above note 19, p. 8.
28 See UN Global Pulse’s PulseSatellite project, available at: www.unglobalpulse.org/microsite/pulsesatellite/.
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diagnosis of medical conditions like malnutrition in regions where medical
resources are scarce.30 The list grows longer every day.31

Several factors explain the proliferation of AI in these and other sectors.
Perhaps the most important catalyst, however, is the data revolution that has seen
the exponential growth of data sets relevant to development and
humanitarianism.32 Data are essential fuel for AI development; without training
on relevant data sets, an AI model cannot learn. Finding quality data has
traditionally been more difficult in developing economies, particularly in least
developed countries33 and in humanitarian contexts, where technological
infrastructure, resources and expertise are often rudimentary. According to a
recent comprehensive white paper from the DSEG, however, this has begun to
change:

Currently, we are witnessing unprecedented rates of data being collected
worldwide, a wider pool of stakeholders producing “humanitarian” data, data
becoming more machine readable, and data being more accessible via online
portals. This has enabled an environment for innovation and progress in the
sector, and has led to enhanced transparency, informed decision making, and
effective humanitarian service delivery.34

Key challenges for rights-respecting AI

The very characteristics that make AI systems so powerful also pose risks for the
rights and freedoms of those impacted by their use. This is often the case with
emerging digital technologies, however, so it is important to be precise about
what exactly it is about AI that is “new” or unique – and therefore why it requires
particular attention A thorough technical analysis of AI’s novel characteristics is
beyond the scope of this paper, but some of the most frequently cited challenges
of AI systems in the human rights conversation are summarized in the following
paragraphs.

29 Examples include AtlasAI, EzyAgric, Apollo, FarmForce, Tulaa and Fraym.
30 See, for example, Kimetrica’s Methods for Extremely Rapid Observation of Nutritional Status (MERON)

tool, a project run in coordination with UNICEF that uses facial recognition to remotely diagnose
malnutrition in children.

31 For more examples of AI projects in the humanitarian sector, see International Telecommunications
Union, United Nations Activities on Artificial Intelligence (AI), 2019, available at: www.itu.int/dms_
pub/itu-s/opb/gen/S-GEN-UNACT-2019-1-PDF-E.pdf; accepted papers of the Artificial Intelligence for
Humanitarian Assistance and Disaster Response Workshop, available at: www.hadr.ai/accepted-papers;
and the list of projects in DSEG, above note 9, Chap. 3.

32 UN Secretary-General’s Independent Expert Advisory Group on a Data Revolution for Sustainable
Development, A World That Counts: Mobilising the Data Revolution for Sustainable Development, 2014.

33 See UN Department of Economic and Social Affairs, “Least Developed Countries”, available at: www.un.
org/development/desa/dpad/least-developed-country-category.html.

34 DSEG, above note 9, p. 3.
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Lack of transparency and explainability

AI systems are often obscure to human decision-makers; this is also known as the
black box problem.35 Unlike traditional algorithms, the decisions made by ML or
DL processes can be impossible for humans to trace, and therefore to audit or
otherwise explain to the public and to those responsible for monitoring their use
(this also known as the principle of explainability).36 This means that AI systems
can also be obscure to those impacted by their use, leading to challenges for
ensuring accountability when systems cause harm. The obscurity of AI systems
can preclude individuals from recognizing if and why their rights were violated
and therefore from seeking redress for those violations. Moreover, even when
understanding the system is possible, it may require a high degree of technical
expertise that ordinary people do not possess.37 This can frustrate efforts to
pursue remedies for harms caused by AI systems.

Accountability

This lack of transparency and explainability can severely impede effective
accountability for harms caused by automated decisions, both on a governance
and an operational level. The problem is twofold. First, individuals are often
unaware of when and how AI is being used to determine their rights.38 As the
former UN Special Rapporteur on the Promotion and Protection of Freedom of
Opinion and Expression David Kaye has warned, individuals are unlikely to be
aware of the “scope, extent or even existence of the algorithmic decision-making
processes that may have an impact on their enjoyment of rights”. Individual
notice about the use of AI systems is therefore “almost inherently unavailable”.39

This is especially true in humanitarian contexts, where impacted individuals are
often not able to give meaningful consent to data collection and analysis
(e.g., because it is required to receive essential services).40

Second, the obscurity of the data economy and its lack of accountability for
human rights41 can make it difficult for individuals to learn of harms to their rights

35 Cynthia Rudin and Joanna Radin. “Why Are We Using Black Box Models in AI When We Don’t Need
To?”, Harvard Data Science Review, Vol. 1, No. 2, 2019, available at: https://doi.org/10.1162/99608f92.
5a8a3a3d.

36 See Miriam C. Buiten, “Towards Intelligent Regulation of Artificial Intelligence”, European Journal of Risk
Regulation, Vol. 10, No. 1, 2019, available at: https://tinyurl.com/y8wqmp9a; Anna Jobin, Marcello Ienca
and Effy Vayena, “The Global Landscape of AI Ethics Guidelines”, Nature Machine Intelligence, Vol. 1,
No. 9, 2019, available at: www.nature.com/articles/s42256-019-0088-2.pdf.

37 See, for example, L. McGregor, D. Murray and V. Ng, above note 5, p. 319, explaining the various risks
caused by a lack of transparency and explainability: “as the algorithm’s learning process does not
replicate human logic, this creates challenges in understanding and explaining the process”.

38 David Kaye, Report of the Special Rapporteur on the Promotion and Protection of the Right to Freedom of
Opinion and Expression, UN Doc. A/73/348, 29 August 2018, para. 40.

39 Ibid., speaking about the application of AI in the online information environment.
40 DSEG, above note 9, p. 7.
41 Isabel Ebert, Thorsten Busch and Florian Wettstein, Business and Human Rights in the Data Economy: A

Mapping and Research Study, German Institute for Human Rights, Berlin, 2020.
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and to seek redress when those harms occur. It can also make it difficult even for
knowledgeable experts or fact-finders to audit these systems and diagnose faults.
The organizational complexity of most development and humanitarian projects
can compound these challenges.42 When a single project comprises a long chain
of actors (including funders, foreign governments, international organizations,
contractors, private sector vendors, local government entities, civil society
partners and data collectors), who is ultimately responsible when a system spits
out a discriminatory decision (or analysis that ultimately sways said decision)?

Unpredictability

A hallmark of ML and DL algorithms is their ability to learn and evolve in
unpredictable ways. Put another way, they are able to “progressively identify new
problems and develop new answers. Depending on the level of supervision,
systems may identify patterns and develop conclusions unforeseen by the humans
who programmed or tasked them.”43 Therein lies their essential value; ML
algorithms can, in some cases, analyze data that they have not necessarily been
trained to analyze, enabling them to tackle new tasks or even operate in new
contexts. At the same time, however, a system’s functional solutions will not
always be logical or even understandable to human interpreters. This
characteristic makes it difficult for human designers and implementers to
predict – let alone explain – the nature and level of risk posed by a system or its
application in a specific context. Moreover, there is a limit to the adaptability of
even the most potent ML systems. Many do not generalize well to new contexts,
resulting in extreme unpredictability when deployed on data that differs
significantly from their training data.

Erosion of privacy

The ability of AI systems to analyze and draw inferences from massive quantities of
private or publicly available data can have serious implications for many protected
facets of the right to privacy. AI systems can reveal sensitive insights into
individuals’ whereabouts, social networks, political affiliations, sexual preferences
and more, all based on data that people voluntarily post online (such as the text
and photos that users post to social media) or incidentally produce from their
digital devices (such as GPS or cell-site location data).44 These risks are especially
acute in humanitarian contexts, where those impacted by an AI system are likely

42 Lindsey Andersen, “Artificial Intelligence in International Development: Avoiding Ethical Pitfalls”,
Journal of Public and International Affairs, 2019, available at: https://jpia.princeton.edu/news/artificial-
intelligence-international-development-avoiding-ethical-pitfalls.

43 D. Kaye, above note 38, para. 8.
44 See HRC, Question of the Realization of Economic, Social and Cultural Rights in All Countries: The Role of

New Technologies for the Realization of Economic, Social and Cultural Rights. Report of the Secretary-
General, UN Doc. A/HRC/43/29, 4 March 2020 (ESCR Report), p. 10. See also Ana Beduschi,
“Research Brief: Human Rights and the Governance of AI”, Geneva Academy, February 2020, p. 3:
“[D]ue to the increasingly sophisticated ways in which online platforms and companies track online
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to be among the most marginalized. As a result, data or analysis that would not
ordinarily be considered sensitive might become sensitive. For instance, basic
identifying information – such as names, home towns and addresses –may be
publicly available information in most contexts, but for a refugee fleeing
oppression or persecution in their home country, this information could
jeopardize their safety and security if it were to end up in the wrong hands.45 In
addition, data-intensive ML can incentivize further data collection, thus leading
to greater interferences with privacy and also the risk of de-anonymization.
Moreover, the use of AI to analyze mass amounts of personal data is also linked
to infringements on other rights, including freedom of opinion and expression,
freedom of association and peaceful assembly, and the right to an effective remedy.46

Inequalities, discrimination and bias

When the data on which an AI model is trained are incomplete, biased or otherwise
inadequate, it may result in the system producing discriminatory or unfair decisions
and outputs.47 Biases and other flaws in the data can infect a system at several
different stages: in the initial framing of the problem (e.g., a proxy variable is
chosen that is linked to socioeconomic or racial characteristics); when the data
are collected (e.g., a marginalized group is underrepresented in the training data);
and when the data are prepared.48 In some cases, the inherent biases of the
developers themselves can be unintentionally coded into a model. There have
been several high-profile incidents where ML systems have displayed racial or
gender biases – for example, an ML tool used by Amazon for CV review that
disproportionately rejected women, or facial recognition tools that are worse at
recognizing non-white faces.49 In the humanitarian context, avoiding unwanted
bias and discrimination is intimately related to the core humanitarian principle of
impartiality,50 and the stakes for such discrimination can be especially high –

behaviour and individuals’ digital footprints, AI algorithms can make inferences about behaviour,
including relating to their political opinions, religion, state of health or sexual orientation.”

45 This partly explains the pushback against facial recognition and other biometric identification technology.
See, for example, The Engine Room and Oxfam, Biometrics in the Humanitarian Sector, March 2018;
Mark Latonero, “Stop Surveillance Humanitarianism”, New York Times, 11 July 2019; Dragana Kaurin,
Data Protection and Digital Agency for Refugees, World Refugee Council Research Paper No. 12, May
2019.

46 ESCR Report, above note 44, p. 10.
47 D. Kaye, above note 38, paras 37–38.
48 Karen Hao, “This Is How AI Bias Really Happens – and Why It’s So Hard to Fix”, MIT Technology

Review, 4 February 2019, available at: www.technologyreview.com/2019/02/04/137602/this-is-how-ai-
bias-really-happensand-why-its-so-hard-to-fix/. For further explanation of the types of biases that are
commonly present in a data sets or training models, see DSEG, above note 9.

49 K. Hao, above note 48; Joy Buolamwini and Timnit Gebru, “Gender Shades: Intersectional Accuracy
Disparities in Commercial Gender Classification”, Proceedings of Machine Learning Research, Vol. 81,
2018; Inioluwa Deborah Raji and Joy Buolamwini, Actionable Auditing: Investigating the Impact of
Publicly Naming Biased Performance Results of Commercial AI Products, 2019.

50 “Humanitarian action must be carried out on the basis of need alone, giving priority to the most urgent
cases of distress and making no distinctions on the basis of nationality, race, gender, religious belief, class
or political opinions.” OCHA, “OCHA on Message: Humanitarian Principles”, June 2012, available at:
www.unocha.org/sites/dms/Documents/OOM-humanitarianprinciples_eng_June12.pdf.
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determining, for instance, who receives critical aid, or even who lives and who dies.51

On a macro level, algorithms (including AI) can have the effect of “deepen[ing]
existing inequalities between people or groups, and exacerbate[ing] the
disenfranchisement of specific vulnerable demographics”. This is because “[a]
lgorithms, more so than other types of data analysis, have the potential to create
harmful feedback loops that can become tautological in nature, and go unchecked
due to the very nature of an algorithm’s automation”.52

Lack of contextual knowledge at the design phase

There is often a disconnect between the design and application stages of an AI
project. This is especially critical if the system is to be applied in humanitarian
contexts.53 The tools may be designed without adequate contextual knowledge;
often they are developed to be suitable for business and marketing decision-
making rather than for humanitarian aid in the developing world. Tools designed
without taking into account certain cultural, societal and gender-related aspects
can lead to misleading decisions that detrimentally impact human lives. For
example, a system conceived or designed in Silicon Valley but deployed in a
developing country may fail to take into account the unique political and cultural
sensitivities of that country. The developer may be unaware that in country X,
certain stigmatized groups are underrepresented or even “invisible” in a data set,
and fail to account for that bias in the training model; or a developer working on
a tool to be deployed in a humanitarian context may not be aware that migrant
communities and internally displaced persons are frequently excluded from
censuses, population statistics and other data sets.54

Lack of expertise and last-mile implementation challenges

Insufficient expertise or training on the part of those deploying AI and other data-
driven tools is associated with a number of human rights risks. This applies in
the public sector, generally, where it is widely acknowledged that data fluency is
lacking.55 This may result in a tendency to incorrectly interpret a system’s
output, overestimate its predictive capacity or otherwise over-rely on its outputs,
such as by allowing the system’s “decisions” to supersede human judgement.

51 See, for example, this discussion on the implications of automated weapons systems for international
humanitarian law: Noel Sharkey, “The Impact of Gender and Race Bias in AI”, ICRC Humanitarian
Law and Policy Blog, 28 August 2018, available at: https://blogs.icrc.org/law-and-policy/2018/08/28/
impact-gender-race-bias-ai/.

52 DSEG, above note 9, p. 29.
53 Based on our Geneva consultations.
54 For a discussion on the challenges of collecting and analyzing data on migrant populations, see Natalia

Baal and Laura Ronkainen, Obtaining Representative Data on IDPs: Challenges and Recommendations,
UNHCR Statistics Technical Series No. 2017/1, 2017, available at: www.unhcr.org/598088104.pdf.

55 The UN Data Strategy of 2020 strongly emphasizes the need for capacity-building among civil servants
across the UN in the areas of data use and emerging technologies.
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It may also create a risk that decision- and policy-makers will use AI as a crutch,
employing AI analysis to add a veneer of objectivity or neutrality to their choices.

These risks are further exacerbated in the developing-country and
humanitarian contexts, where a lack of technical resources, infrastructure or
organizational capacity may preclude the successful exploitation of an AI
system.56 These so-called “last-mile implementation” challenges may elevate
human rights risks and other failures, especially in humanitarian contexts. For
example, shortcomings –whether anticipated or unanticipated –may increase the
chance of human error, which can include anything from failing to audit the
system to over-relying on, or misinterpreting, its insights. This, in turn, may lead
to detrimental impacts, such as the failure to deliver critical aid, or even
discrimination and persecution.

Lack of quality data

Trustworthy and safe AI depends on quality data. Without ready access to quality
data sets, AI cannot be trained and used in a way that avoids amplifying the
above risks. However, the degree of availability and accessibility of data often
reflects social, economic, political and other inequalities.57 In many development
and humanitarian contexts, it is far more difficult to conduct quality data
collection. This increases the risks that an AI system will produce unfair
outcomes.58 While data quality standards are not new – responsible technologists
have long since developed principles and best practices for quality data59 – there
remains a lack of adequate legal frameworks for enabling access to usable data
sets. As the Secretary-General commented in his Roadmap, “[m]ost existing
digital public goods [including quality data] are not easily accessible because they
are often unevenly distributed in terms of the language, content and
infrastructure required to access them”.60

Over-use of AI

The analytical and predictive capabilities of AI systems can make them highly
attractive “solutions” to difficult problems, both for resource-strained
practitioners in the field and for those seeking to raise funds for these projects.
This creates the risk that AI may be overused, including when less risky solutions

56 Michael Chui et al., Notes from the AI Frontier: Modeling the Impact of AI on the World Economy,
McKinsey Global Institute, September 2018.

57 On the data gap (concerning older persons), see HRC, Enjoyment of All Human Rights by Older Persons,
UN Doc. A/HRC/42/43, 4 July 2019; HRC, Human Rights of Older Persons: The Data Gap, UN Doc. A/
HRC/45/14, 9 July 2020.

58 Jasmine Wright and Andrej Verity, Artificial Intelligence Principles for Vulnerable Populations in
Humanitarian Contexts, Digital Humanitarian Network, January 2020, p. 15.

59 See, for example, relevant sections in OCHA’s Data Responsibility Guidelines, above note 16; the ICRC
Handbook on Data Protection in Humanitarian Action, above note 17; and the Principles for Digital
Development, available at: https://digitalprinciples.org/.

60 Secretary-General’s Roadmap, above note 1, para. 23.
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are available.61 For one, there is widespread misunderstanding about the capabilities
and limitations of AI, including its technical limitations. The popular depiction of
AI in the media tends to be of all-powerful machines or robots that can solve a
wide range of analytical problems. In reality, AI projects tend to be highly
specialized, designed only for a specific use in a specific context on a specific set
of data. Due to this misconception, users may be unaware that they are
interacting with an AI-driven system. In addition, while AI is sometimes capable
of replacing human labour or analysis, it is generally an inappropriate substitute
for human decision-making in highly sensitive or high-stakes contexts. For
instance, allowing an AI-supported system to make decisions on criminal
sentencing, the granting of asylum62 or parental fitness – cases where fundamental
rights and freedoms are at stake, and where impacted individuals may already be
traumatized or distressed – can undermine individual autonomy, exacerbate
psychological harm and even erode social connections.63

Private sector influence

Private sector technology companies are largely responsible for developing and
deploying the AI systems that are used in the development and humanitarian
sectors, often by way of third-party vendor contracts or public–private
partnerships. This creates the possibility that, in certain cases, corporate interests
may overshadow the public interest. For example, the profit-making interest may
provide a strong incentive to push for an expensive, “high-tech” approach where
a “low-tech” alternative may be better suited for the environment and purposes
at hand.64 Moreover, close cooperation between States and businesses may
undermine transparency and accountability, for example when access to
information is inhibited on the basis of contractual agreements or trade secret
protections. The deep involvement of corporate actors may also lead to the
delegation of decision-making on matters of public interest. For example, there is
a risk that humanitarian actors and States will “delegate increasingly complex and
onerous censorship and surveillance mandates” to companies.65

61 “Algorithms’ automation power can be useful, but can also alienate human input from processes that
affect people. The use or over-use of algorithms can thus pose risks to populations affected by
algorithm processes, as human input to such processes is often an important element of protection or
rectification for affected groups. Algorithms can often deepen existing inequalities between people or
groups, and exacerbate the disenfranchisement of specific vulnerable demographics. Algorithms, more
so than other types of data analysis, have the potential to create harmful feedback loops that can
become tautological in nature, and go unchecked due to the very nature of an algorithm’s
automation.” DSEG, above note 9, p. 29.

62 Petra Molnar and Lex Gill, Bots at the Gates, University of Toronto International Human Rights Program
and Citizen Lab, 2018.

63 DSEG, above note 9, p. 11.
64 Based on our Geneva consultations. See also Chinmayi Arun, “AI and the Global South: Designing for

Other Worlds”, in Markus D. Dubber, Frank Pasquale and Sunit Das (eds), The Oxford Handbook of
Ethics of AI, Oxford University Press, Oxford, 2020.

65 D. Kaye, above note 38, para. 44.
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Perpetuating and deepening inequalities

Deploying complex AI systems to support services for marginalized people or
people in vulnerable positions can at times have the perverse effect of
entrenching inequalities and creating further disenfranchisement. Biased data and
inadequate models are one of the major problems in this regard, as discussed
above, but it is important to recognize that these problems can in turn be seen as
expressions of deeply rooted divides along socio-economic, gender and racial
lines – and an increased deployment of AI carries the real risk of widening these
divides. UNESCO has recently made this point, linking it to the effects of AI on
the distribution of power when it stated that “[t]he scale and the power generated
by AI technology accentuates the asymmetry between individuals, groups and
nations, including the so-called ‘digital divide’ within and between nations”.66

Corporate capture, as just addressed, can be one of the most important
contributors to this development. Countering this trend is no easy task and will
require political will, collaboration, open multi-stakeholder engagement,
strengthening of democratic governance of societies and promoting human rights
in order to empower the people to take an active role in shaping the
technological and regulatory environment in which they live.

Intersectional considerations

Some of these challenges distinguish AI systems from other technologies that we
have regulated in the past, and therefore may require new solutions. However, it
is worth noting that some of the underlying challenges are hardly new. In this
regard, we may sometimes glean best practices on governing AI from other fields.
For example, data privacy and data security risks and standards developed to
protect information have been in existence for a long time. It is true that as the
technology develops and more data are generated, new protections need to be
developed or old ones updated to reflect the new challenges. Data security
remains one of the key considerations in humanitarian work given the sensitivity
of the data being collected and processed.

In addition, many of the challenges facing AI in humanitarian aid have
been addressed by practitioners in the wider “tech for development” field,67 such
as the challenges associated with last-mile implementation problems, as discussed
above. Another perennial challenge is that development or humanitarian projects
must sometimes weigh the risks of partnering with governments that have sub-
par human rights records. This is undoubtedly true for powerful tools like AI. An
AI system designed for a socially beneficial purpose – such as the digital contact
tracing of individuals during a disease outbreak, used for containment purposes –
could potentially be used by governments for invasive surveillance.68

66 UNESCO, Preliminary Study on the Ethics of Artificial Intelligence, SHS/COMEST/EXTWG-ETHICS-AI/
2019/1, 26 February 2019, para. 22.

67 See, for example, the Principles for Digital Development, above note 59.
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Additionally, while all the above challenges are quite common andmay lead
to potential harms, the organizational context in which these AI systems or
processes are embedded is an equally important determinant of their risks.
Regardless of a system’s analytical or predictive power in isolation (whether it
involves a simple algorithm or complex neural networks), we can expect
drastically different benefits and risks of harms depending on the nature and
degree of human interaction with, or oversight of, that system.

The challenges described above are not merely theoretical – there are
already countless real-world examples where advanced AI systems have caused
serious harm. In some of the highest-profile AI mishaps to date, the implementer
was a government agency or other public sector actor that sought to improve or
streamline a public service. For example, a recent trend is the use of algorithmic
analysis by governments to determine eligibility for welfare benefits or root out
fraudulent claims.69 In Australia, the Netherlands and the United States, systemic
design flaws or inadequate human oversight – among other issues – have resulted
in large numbers of people being deprived their rights to financial assistance,
housing or health.70 In August 2020, the UK Home Office decided to abandon a
decision-making algorithm it had deployed to screen visa applicants over
allegations of racial bias.71

We know relatively little about the harms that have been caused by the use
of AI in humanitarian contexts. As the DSEG observed in its report, there remains
“a lack of documented evidence” of the risks and harms of AI “due to poor tracking
and sharing of these occurrences” and a “general attitude not to report incidents”.72

While the risks outlined above have been borne out in other contexts (such as social
welfare), in humanitarian contexts there is at least evidence about the potential
concerns associated with biometrics and the fears of affected peoples.

A recent illustrative case study is that of Karim, a psychotherapy chatbot
developed and tested on Syrian refugees living in the Zaatari refugee camp.
Experts who spoke to researchers from the Digital Humanitarian Network
expressed concern that the development of an AI therapy chatbot, however
advanced, reflected a poor understanding of the needs of vulnerable people in
that context.73 In addition to linguistic and logistical obstacles that became

68 See UN Human Rights, UN Human Rights Business and Human Rights in Technology Project (B-Tech):
Overview and Scope, November 2019, warning of the inherent human rights risks in “[s]elling products
to, or partnering with, governments seeking to use new tech for State functions or public service
delivery that could disproportionately put vulnerable populations at risk”.

69 Philip Alston, Report of the Special Rapporteur on Extreme Poverty and Human Rights, UN Doc. A/74/493,
11 October 2019.

70 AI Now Institute, Litigating Algorithms: Challenging Government Use of Algorithmic Decision Systems,
September 2018, available at: https://ainowinstitute.org/litigatingalgorithms.pdf; P. Alston, above note
69. Note that even a perfectly designed system with humans in the loop can still lead to bad outcomes
if it is not the right approach in a given context. For instance, widespread, deeply rooted
discrimination in an oppressive environment may actually have the effect of entrenching
discrimination further, even if the AI system itself is not biased and there is a human in the loop.

71 Henry McDonald. “Home Office to Scrap ‘Racist Algorithm’ for UK Visa Applicants”, The Guardian, 4
August 2020.

72 DSEG, above note 9, p. 3.
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evident during the pilot, the experts argued that a machine therapist was not, in fact,
better than having no therapist at all – that it actually risked increasing subjects’
sense of alienation in the long term.74 Karim appears to be an example of what,
according to the Humanitarian Technologies Project, happens when “there is a
gap between the assumptions about technology in humanitarian contexts and the
actual use and effectiveness of such technology by vulnerable people”.75

The above challenges show that piloting unproven AI tools on vulnerable
populations may potentially gravely undermine human rights when those tools
are ill-suited for the context or when those deploying the tools lack expertise on
how to use them.76

Approaches to governing AI: Beyond ethics

The above examples illustrate the potential for AI to both serve human interests and
to undermine them, if proper safeguards are not put in place and risks are
unaccounted for. For these reasons, the technologists designing these systems and
humanitarian and development experts deploying AI are increasingly cognizant
of the need to infuse human rights and ethical considerations into their work.
Accordingly, there is a growing body of technical specifications and standards
that have been developed to ensure AI systems are “safe”, “secure” and
“trustworthy”.77 But ensuring that AI systems serve human interests is about
more than just technical specifications. As McGregor, Murray and Ng have
argued, a wider, overarching framework should be in place to incorporate risks of
harm at every stage of the system’s life cycle and to ensure accountability when
things go wrong.78

Early AI governance instruments, ostensibly developed to serve this guiding
role, have mostly taken the form of “AI codes of ethics”.79 These codes tend to
consist of guiding principles that the organization is committed to honouring,
akin to a constitution for the development and use of AI. As their names suggest,
these codes tend to invoke ethical principles like fairness and justice, rather than
guaranteeing specific human rights.80 Indeed, human rights – the universal and
binding system of principles and treaties that all States must observe – have been
conspicuously absent from many of these documents.81 According to Philip

73 J. Wright and A. Verity, above note 58, p. 7.
74 Ibid., p. 6.
75 Ibid., p. 9. See also the Humanitarian Technologies Project website, available at: http://

humanitariantechnologies.net.
76 See DSEG, above note 9, p. 8, warning against piloting unproven technology in humanitarian contexts.
77 Peter Cihon, Standards for AI Governance: International Standards to Enable Global Coordination in AI

Research & Development, Future of Humanity Institute, University of Oxford, April 2019.
78 “[T]he complex nature of algorithmic decision-making necessitates that accountability proposals be set

within a wider framework, addressing the overall algorithmic life cycle, from the conception and
design phase, to actual deployment and use of algorithms in decision-making.” L. McGregor,
D. Murray and V. Ng, above note 5, p. 311.

79 For a summary of AI codes of ethics released by major institutions, see J. Fjeld et al., above note 8.
80 Ibid.
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Alston, the UN Special Rapporteur on Extreme Poverty and Human Rights, many
AI codes of ethics include token references to human rights – for example, including
a commitment to respecting “human rights” as a stand-alone principle – but fail to
capture the substantive rights provided for by the Universal Declaration of Human
Rights (UDHR) and human rights treaties.82

The shortcomings of this “ethics-first approach” are increasingly apparent.
One of the key gaps is the absence of accountability mechanisms for when ethical
principles are violated.83 Most codes of ethics provide no answer for who bears
the cost of an “unethical” use of technology, what that cost should be, or how
violations would be monitored and enforced. Moreover, it is not clear how an
individual who feels wronged can determine that a wrong has indeed occurred, or
what procedure they can follow to seek redress.84 Unlike human rights law, codes
of ethics typically do not make it clear how to balance the interests of disparate
groups or individuals, some of whom may benefit from an AI system to the
detriment of others. While AI codes of ethics may constitute an important first
step towards more binding governance measures, they require further articulation
as specific, enforceable rights to have any real impact.

Human rights as the baseline

For these and other reasons, there was broad consensus across the consultations
held by UN Global Pulse and UN Human Rights85 that human rights should
form the basis of any effective AI governance regime. International human
rights law (IHRL) provides a globally legitimate and comprehensive framework
for predicting, preventing and redressing the aforementioned risks and harms.
As McGregor et al. argue, IHRL provides an “organizing framework for the
design, development and deployment of algorithms, and identifies the factors
that States and businesses should take into consideration in order to avoid
undermining, or violating, human rights”.86 Far from being a stand-alone and
static set of “rules”, this framework “is capable of accommodating other
approaches to algorithmic accountability – including technical solutions – and …

81 See Mark Latonero, Governing Artificial Intelligence: Upholding Human Rights and Dignity, Data &
Society, 2018, arguing that human rights do not tend to be central to national AI strategies, with a few
exceptions that include the EU’s GDPR and strategy documents issued by the Council of Europe, the
Canada and France-led Global Partnership on AI, and the Australian Human Rights Commission.

82 See P. Alston, above note 69, arguing that most AI ethics codes refer to human rights law but lack its
substance and that token references are used to enhance the code’s claims to legitimacy and universality.

83 Corinne Cath, Mark Latonero, Vidushi Marda and Roya Pakzad, “Leap of FATE: Human Rights as a
Complementary Framework for AI Policy and Practice”, in FAT* ’20: Proceedings of the 2020
Conference on Fairness, Accountability, and Transparency, January 2020, available at: https://doi.org/10.
1145/3351095.3375665.

84 Ibid.
85 Consultations include meetings and workshops held by Global Pulse and UN Human Rights in Geneva,

Berlin and Tunis.
86 L. McGregor, D. Murray and V. Ng, above note 5, p. 313.
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can grow and be built on as IHRL itself develops, particularly in the field of business
and human rights”.87

The case for IHRL can be broken down into several discrete aspects that
make this framework particularly appropriate to the novel risks and harms of AI.
Firstly, unlike ethics, IHRL is universal.88 IHRL offers a common vocabulary and
set of principles that can be applied across borders and cultures, ensuring that AI
serves shared human values as embodied in the UDHR and other instruments.
There is no other common set of moral or legal principles that resonates globally
like the UDHR.89 In a world where technology and data flow almost seamlessly
across borders, and where technology cannot be governed effectively within a
single jurisdiction, this universal legitimacy is essential.

Secondly, the international human rights regime is binding on States.
Specifically, it requires them to put a framework in place that “prevents human
rights violations, establishes monitoring and oversight mechanisms as safeguards,
holds those responsible to account, and provides a remedy to individuals and
groups who claim their rights have been violated”.90 At the international level,
the IHRL regime also offers a set of built-in accountability and advocacy
mechanisms, including the HRC and the treaty bodies, which have complaints
mechanisms and the ability to review the performance of member States; the
Special Procedures of the HRC (namely the working groups and Special
Rapporteurs), which can conduct investigations and issue reports and opinions;91

and, increasingly, the International Court of Justice, which has begun to carve out
a bigger role for itself in human rights and humanitarian jurisprudence.92

Moreover, regional human rights mechanisms have assumed a key role in
developing the human rights system, including by providing individuals with the
opportunity to bring legal actions against perpetrators of human rights violations.93

Thirdly, IHRL focuses its analytical lens on the rights holder and duty
bearer in a given context, enabling much easier application of principles to real-
world situations.94 Rather than aiming for broad ideals like “fairness”, human
rights law calls on developers and implementers of AI systems to focus in on
who, specifically, will be impacted by the technology and which of their specific
fundamental rights will be implicated. This is an intensely pragmatic exercise that
involves translating higher ideals into narrowly articulated risks and harms.
Relatedly, many human rights accountability mechanisms also enable individuals

87 Ibid.
88 “[Human rights] are considered universal, both because they are universally recognised by virtually each

country in the world, and because they are universally applicable to all human beings regardless of any
individual trait.” Nathalie A. Smuha, “Beyond a Human Rights-based Approach to AI Governance:
Promise, Pitfalls, Plea”, Philosophy and Technology, 2020 (forthcoming).

89 Ibid.
90 L. McGregor, D. Murray and V. Ng, above note 5, p. 311.
91 Ibid.
92 Lyal S. Sunga, “The International Court of Justice’s Growing Contribution to Human Rights and

Humanitarian Law,” The Hague Institute for Global Justice, The Hague, 18 April 2016.
93 UN Human Rights, “Regional Human Rights Mechanisms and Arrangements”, available at: www.ohchr.

org/EN/Countries/NHRI/Pages/Links.aspx.
94 C. Cath et al., above note 83.
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to assert their rights by bringing claims before various adjudicating bodies. Of
course, accessing a human rights tribunal and formulating a viable claim is much
easier said than done. But at the very least, human rights provide these
individuals with the “language and procedures to contest the actions of powerful
actors”, be they States or corporations.95

Fourthly, in defining specific rights, IHRL also defines the harms that need
to be avoided, mitigated and remedied.96 In doing so, it identifies the outcomes that
States and other entities – including development and humanitarian actors – can
work towards achieving. For example, the UN’s Committee on Economic, Social
and Cultural Rights has developed standards for “accessibility, adaptability and
acceptability” that States should pursue in their social protection programmes.97

Finally, human rights law and human rights jurisprudence provide a
framework for balancing rights that come into conflict with each other.98 This is
essential when deciding whether to deploy a technological tool that entails both
benefits and risks. In these cases, human rights law provides guidance on when
and how certain fundamental rights can be restricted – namely, by applying the
principles of legality, legitimacy, necessity and proportionality to the proposed AI
intervention.99 In this way, IHRL also helps identify red lines – that is, actions
that are out of bounds.100 This framework would be particularly helpful for

95 Christian van Veen and Corinne Cath, “Artificial Intelligence: What’s Human Rights Got to DoWith It?”,
Data & Society, 14 May 2018, available at: https://points.datasociety.net/artificial-intelligence-whats-
human-rights-got-to-do-with-it-4622ec1566d5.

96 L. McGregor, D. Murray and V. Ng, above note 5.
97 See ESCR Report, above note 44; “Standards of Accessibility, Adaptability, and Acceptability”, Social

Protection and Human Rights, available at: https://socialprotection-humanrights.org/framework/
principles/standards-of-accessibility-adaptability-and-acceptability/.

98 Karen Yeung, Andrew Howes and Ganna Pogrebna, “AI Governance by Human Rights-Centred Design,
Deliberation and Oversight: An End to Ethics Washing”, in Markus D. Dubber, Frank Pasquale and Sunit
Das (eds), The Oxford Handbook of Ethics of AI, Oxford University Press, Oxford, 2020, noting that IHRL
provides a “[s]tructured framework for reasoned resolution of conflicts arising between competing rights
and collective interests in specific cases”, whereas AI ethics codes offer “little guidance on how to resolve
such conflicts”.

99 Limitations on a right, where permissible, must be necessary for reaching a legitimate aim and must be in
proportion to that aim. They must be the least intrusive option available, and must not be applied or
invoked in a manner that would impair the essence of a right. They need to be prescribed by publicly
available law that clearly specifies the circumstances under which a restriction may occur. See ESCR
Report, above note 44, pp. 10–11. See also N. A. Smuha, above note 88, observing that similar
formulas for balancing competing rights are found in the EU Charter, the European Convention of
Human Rights, and Article 29 of the UDHR.

100 Catelijne Muller, The Impact of Artificial Intelligence on Human Rights, Democracy and the Rule of Law,
Ad Hoc Committee on Artificial Intelligence, Strasbourg, 24 June 2020, para. 75, available at: https://rm.
coe.int/cahai-2020-06-fin-c-muller-the-impact-of-ai-on-human-rights-democracy-/16809ed6da.
McGregor et al. draw red lines from “the prohibition of arbitrary rights interference as a core principle
underpinning IHRL [that is] relevant to all decisions that have the potential to interfere with particular
rights”. L. McGregor, D. Murray and V. Ng, above note 5, p. 337. For more on the relationship
between “arbitrary” and “necessary and proportionate”, see UN Human Rights, The Right to Privacy in
the Digital Age: Report of the Office of the United Nations High Commissioner for Human Rights, UN
Doc. A/HRC/27/37, 30 June 2014, para. 21 ff.; UN Human Rights, The Right to Privacy in the Digital
Age: Report of the United Nations High Commissioner for Human Rights, UN Doc. A/HRC/39/29, 3
August 2018, para. 10.
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humanitarian organizations trying to decide if and when a certain AI capability
(such as a facial recognition technology) should be avoided entirely.

The need for a balancing framework is arguably evident in most
humanitarian applications of AI. The balancing approach has been incorporated
into UN Global Pulse’s Risks, Harms and Benefits Assessment, which prompts
the implementers of an AI or data analytics project not only to consider the
privacy risks and likelihood, magnitude and severity/significance of potential
harms, but also to weigh these risks and harms against the predicted benefits of
the project. IHRL jurisprudence helps guide the use of powerful AI tools in these
contexts, dictating that such use is only acceptable so long as it is prescribed by
law, in pursuit of a legitimate aim, and is necessary and proportionate to that
aim.101 In pursuing this balance, decision-makers can look to decades of IHRL
jurisprudence for insight on how to resolve tensions between conflicting rights, or
between the rights of different individuals.102 Other examples of tools and
guidance103 that incorporate the balancing framework include the International
Principles on the Application of Human Rights to Communication
Surveillance104 and the OCHA Guidance Note on data impact assessments.105

Gaps in Implementing IHRL: Private sector accountability

One major limitation of IHRL is that it is only binding on States. Individuals can
therefore only bring human rights claims vertically – against the State – rather
than horizontally – against other citizens, organizations or, importantly,
companies.106 This would seem to be a problem for AI accountability because the

101 IHRL “provides a clear framework for balancing competing interests in the development of technology: its
tried and tested jurisprudence requires restrictions to human rights (like privacy or non-discrimination) to
be prescribed by law, pursue a legitimate aim, and be necessary and proportionate to that aim. Each term
is a defined concept against which actions can be objectively measured and made accountable.”
Alison Berthet, “Why Do Emerging AI Guidelines Emphasize ‘Ethics’ over Human Rights?”
OpenGlobalRights, 10 July 2019, available at: www.openglobalrights.org/why-do-emerging-ai-guidelines-
emphasize-ethics-over-human-rights.

102 “Furthermore, to do so, enforcers can draw on previously undertaken balancing exercises, which advances
predictability and legal certainty. Indeed, decades of institutionalised human rights enforcement resulted
in a rich jurisprudence that can guide enforcers when dealing with the impact of AI-systems on individuals
and society and with the tensions stemming therefrom – be it in terms of conflicting rights, principles or
interests.” N. A. Smuha, above note 88.

103 For further guidance on how to craft a human rights-focused impact assessment, see UN Human Rights,
Guiding Principles on Business and Human Rights, New York and Geneva, 2011 (UNGPs), available at:
www.ohchr.org/documents/publications/guidingprinciplesbusinesshr_en.pdf; ESCR Report, above note
44.

104 The Principles are available at: www.eff.org/files/necessaryandproportionatefinal.pdf. For background and
legal analysis, see Electronic Frontier Foundation and Article 19, Necessary and Proportionate:
International Principles on the Application of Human Rights to Communication Surveillance, May 2014,
available at: www.ohchr.org/Documents/Issues/Privacy/ElectronicFrontierFoundation.pdf.

105 ICRC, Privacy International, UN Global Pulse and OCHA Centre for Humanitarian Data, “Guidance
Note: Data Impact Assessments”, Guidance Note Series No. 5, July 2020, available at: https://centre.
humdata.org/wp-content/uploads/2020/07/guidance_note_data_impact_assessments.pdf. See this
Guidance Note for more examples of impact assessments designed for humanitarian contexts.

106 John H. Knox, “Horizontal Human Rights Law”, American Journal of International Law, Vol. 102, No. 1,
2008, p. 1.
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private sector plays a leading role in developing AI and is responsible for the
majority of innovation in this field. Of course, States are required under IHRL to
incorporate human rights standards into their domestic laws; these, in turn,
would regulate the private sector. But we know from experience that this does
not always happen, and that even when States do incorporate human rights law
into their domestic regulations, they are only able to enforce the law within their
respective jurisdictions. Yet many major technology companies operate
transnationally, including in countries where human rights protections are
weaker or under-enforced.

Nonetheless, human rights law has powerful moral and symbolic influence
that can shape public debate, sharpen criticism and help build pressure on
companies, and human rights responsibilities of companies that are independent
from States’ ability or willingness to fulfil their own human rights obligations are
increasingly recognized.107 There are a number of mechanisms and levers of
pressure by which private companies are incentivized to comply.

Emerging as an international norm for rights-respecting business conduct
are the UN Guiding Principles on Business and Human Rights (UNGPs).108 The
UNGPs are conceptualizing the responsibility of businesses to respect human
rights along all their business activities, and they call on companies to carry out
human rights due diligence in order to identify, address and mitigate adverse
impacts on human rights in the procurement, development and operation of their
products.109 A growing chorus of human rights authorities have reiterated that
these same obligations apply to algorithmic processing, AI and other emerging
digital technologies110 –most recently, in the UN High Commissioner for Human
Rights’ report on the use of technologies such as facial recognition in the context
of peaceful protests.111 UN Human Rights is also in the process of developing
extensive guidance on the application of the UNGPs to the development and use
of digital technologies.112 A growing number of leading AI companies, such as

107 See I. Ebert, T. Busch and F. Wettstein, above note 41. And see C. van Veen and C. Cath, above note 95,
arguing that “[h]uman rights, as a language and legal framework, is itself a source of power because human
rights carry significant moral legitimacy and the reputational cost of being perceived as a human rights
violator can be very high”. For context on algorithmic systems, see Council of Europe,
Recommendation CM/Rec(2020)1 of the Committee of Ministers to Member States on the Human Rights
Impacts of Algorithmic Systems, 8 April 2020.

108 UNGPs, above note 103. Pillar I of the UNGPs outlines how States should regulate companies.
109 Ibid., Pillar II. See also UN Human Rights, Key Characteristics of Business Respect for Human Rights, B-

Tech Foundational Paper, available at: www.ohchr.org/Documents/Issues/Business/B-Tech/key-
characteristics-business-respect.pdf.

110 See Council of Europe, Addressing the Impacts of Algorithms on Human Rights: Draft Recommendation,
MSI-AUT(2018)06rev3, 2018: “Private sector actors engaged in the design, development, sale,
deployment, implementation and servicing of algorithmic systems, whether in the public or private
sphere, must exercise human rights due diligence. They have the responsibility to respect
internationally recognised human rights and fundamental freedoms of their customers and of other
parties who are affected by their activities. This responsibility exists independently of States’ ability or
willingness to fulfil their human rights obligations.” See also D. Kaye, above note 38.

111 HRC, Impact of New Technologies on the Promotion and Protection of Human Rights in the Context of
Assemblies, including Peaceful Protests: Report of the UN High Commissioner for Human Rights, UN
Doc. A/HRC/44/24, 24 June 2020.
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Element AI, Microsoft and Telefonica, have also begun applying the UNGPs to their
AI products.113

A second critique of a human rights-based approach to AI is that
prioritizing human rights at every stage of the deployment cycle will hinder
innovation. There is some truth to this – emphasizing human rights may
occasionally delay or even preclude the deployment of a risky product. However,
it might also prevent later, even more costly effects of managing the potential
fallout of human rights violations.114 Moreover, the value of a human rights
approach is not merely in ensuring compliance but in embedding human rights
in the very conception, development and roll-out of a project. Prioritizing human
rights at every stage of the development process should therefore reduce the
number of instances where a product ends up being too risky to deploy.

The role of ethics

While human rights should set the outer boundaries of AI governance, ethics has a
critical role to play in responsible AI governance. Even many ardent advocates of a
human rights-based approach to AI acknowledge the reinforcing role that ethical
principles can play in augmenting or complementing human rights. In the
context of AI, “ethics” typically refers to the so-called FAccT principles: fairness,
accountability and transparency (sometimes also called FATE, where the E stands
for “ethics”).115 To some, the FAccT approach contrasts with the rigidity of law,
eschewing hard-and-fast “rights” in favour of broader consideration of what
impact a system will have on society.116 In this way, ethics is often seen as more
adaptable to technological evolution and the modern world; IHRL principles, by
contrast, were developed decades ago, long before the proliferation of AI and ML
systems.

Yet while there are important distinctions between a human rights-based
and an ethics-based approach, our consultations have revealed that the “human
rights versus ethics” divide pervading AI policy may in some sense be a false
dichotomy.117 It is worth underlining that human rights and ethics have
essentially the same goals. As Access Now has succinctly observed, any

112 UN Human Rights, The UN Guiding Principles in the Age of Technology, B-Tech Foundational Paper,
available at: www.ohchr.org/Documents/Issues/Business/B-Tech/introduction-ungp-age-technology.pdf.

113 Examples include Microsoft’s human rights impact assessment (HRIA) and Google’s Celebrity
Recognition HRIA; and see Element AI, Supporting Rights-Respecting AI, 2019; Telefonica,
“Our Commitments: Human Rights,” available at: www.telefonica.com/en/web/responsible-business/
human-rights.

114 L. McGregor, D. Murray and V. Ng, above note 5.
115 Microsoft has produced a number of publications on its FATE work. See “FATE: Fairness, Accountability,

Transparency, and Ethics in AI”, available at: www.microsoft.com/en-us/research/group/fate#!
publications.

116 C. Cath et al., above note 83.
117 For useful background on the pros and cons of the AI ethics and human rights frameworks, see Business

for Social Responsibility (BSR) and World Economic Forum (WEF), Responsible Use of Technology,
August 2019, p. 7 (arguing that ethics and human rights should be “synergistic”).
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“unethical” use of AI will also likely violate human rights (and vice versa).118 That
said, human rights advocates are rightly concerned about the phenomenon of
“ethics-washing”,119 whereby the makers of technology – often private
companies – self-regulate through vague and unenforceable codes of ethics.
Technical experts, for their part, are often sceptical that “rigid” human rights law
can be adapted to the novel features and risks of harm of AI and ML. While both
of these concerns may be valid, these two approaches can actually complement,
rather than undermine, each other.

For example, it can take a long time for human rights jurisprudence to
develop the specificity necessary to regulate emerging digital technologies, and
even longer to apply human rights law as domestic regulation. In such cases
where law does not provide clear or immediate answers for AI developers and
implementers, ethics can be helpful in filling the gaps;120 however, this is a role
that the interpretation of the existing human rights provisions and case law can
play as well. In addition, ethics can raise the bar above the minimum standards
set by a human rights framework or help incorporate principles that are not well
established by human rights law.121 For instance, an organization developing AI
tools might commit to guaranteeing human oversight of any AI-supported
decision – a principle not explicitly stated in any human rights treaty, but one
that would undoubtedly reinforce (and implement) human rights.122 Other
organizations seeking to ensure that the economic or material benefits of AI are
equally distributed may wish to incorporate the ethical principles of distributive
justice123 or solidarity124 in their use of AI.

When AI is deployed in development and humanitarian contexts, the goal
is not merely to stave off regulatory action or reduce litigation risk through
compliance. In fact, there may be little in the way of enforceable regulation or
oversight that applies in development and humanitarian contexts. Rather, these
actors are seeking to materially improve the lives and well-being of targeted
communities. AI that fails to protect the rights of those impacted may instead
actively undermine this essential development and humanitarian imperative. For
these reasons, development and humanitarian actors are becoming more
ambitious in their pursuit of AI that is designed in rights-respecting, ethical ways.125

118 Access Now, above note 19.
119 Ben Wagner, “Ethics as an Escape from Regulation: From Ethics-Washing to Ethics-Shopping?”, in Emre

Bayamlioglu, Irina Baraliuc, Liisa Janssens and Mireille Hildebrandt (eds), Being Profiled: Cogitas Ergo
Sum. 10 Years of Profiling the European Citizen, Amsterdam University Press, Amsterdam, 2018.

120 Based on our Geneva consultations. See also Josh Cowls and Luciano Floridi, “Prolegomena to a White
Paper on an Ethical Framework for a Good AI Society”, June 2018, available at https://papers.ssrn.com/
abstract=3198732.

121 Ibid., arguing that ethics and human rights can be mutually enforcing and that ethics can go beyond
human rights. See also BSR and WEF, above note 117.

122 Access Now, above note 19, p. 17.
123 BSR and WEF, above note 117.
124 Miguel Luengo-Oroz, “Solidarity Should Be a Core Ethical Principle of AI”, Nature Machine Intelligence,

Vol. 1, No. 11, 2019.
125 See, for example, the UN Global Pulse “Projects” web page, available at: www.unglobalpulse.org/projects/.
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Principles and tools

A human rights-based framework will have little impact unless it is operationalized
in the organization’s day-to-day work. This requires developing tools and
mechanisms for the design and operation of AI systems at every stage of
the product lifecycle – and in every application. This section will introduce
several such tools that were frequently endorsed as useful or essential in our
consultations and interviews.

In his Strategy on New Technology, the UN Secretary-General noted
the UN’s commitment to both “deepening [its] internal capacities and exposure
to new technologies” and “supporting dialogue on normative and cooperation
frameworks”.126 The Secretary-General’s High-Level Panel on Digital
Cooperation made similar recommendations, calling for enhanced digital
cooperation to develop standards and principles of transparency, explainability
and accountability for the design and use of AI systems.127 There has also been
some early work within the UN and other international organizations on the
development of ethical principles and practical tools.128

Internal AI principles

Drafting a set of AI principles, based on human rights but augmented by ethics, can
be helpful in guiding an organization’s work in this area – and, ultimately, in
operationalizing human rights. The goal of such a “code” would be to provide
guidance to every member of the team in order to ensure that human needs and
rights are constantly in focus at every stage of the AI life cycle. More importantly,
the principles could also undergird any compliance tools or mechanisms that
the organization subsequently develops, including risk assessments, technical
standards and audit procedures. These principles should be broad enough that
they can be interpreted as guidance in novel situations – such as the emergence of

126 UN, UN Secretary-General’s Strategy on New Technologies, September 2018, available at: www.un.org/en/
newtechnologies/.

127 High-Level Panel on Digital Cooperation, The Age of Digital Interdependence: Report of the UN Secretary-
General’s High-Level Panel on Digital Cooperation, June 2019 (High-Level Panel Report), available at:
https://digitalcooperation.org/wp-content/uploads/2019/06/DigitalCooperation-report-web-FINAL-1.pdf.

128 UNESCO issued a preliminary set of AI principles in 2019 and is in the process of drafting a standard-
setting instrument for the ethics of AI. A revised first draft of a recommendation was presented in
September 2020. Other entities, including the Organization for Economic Cooperation and
Development (OECD) and the European Commission, have released their own sets of principles.
OECD, Recommendation of the Council on Artificial Intelligence, 21 May 2019; European Commission,
Ethics Guidelines for Trustworthy AI, 8 April 2019, available at: https://ec.europa.eu/digital-single-
market/en/news/ethics-guidelines-trustworthy-ai. At the Council of Europe, the Committee of
Ministers has adopted Recommendation CM/Rec(2020)1, above note 107. The Council of Europe is
also investigating the possibility of adopting a legal framework for the development, design and
application of AI, based on the Council of Europe’s standards on human rights, democracy and the
rule of law; see Council of Europe, “CAHAI –Ad Hoc Committee on Artificial Intelligence”, available
at: www.coe.int/en/web/artificial-intelligence/cahai.
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a technological capacity not previously anticipated – but specific enough that they
are actionable in the organization’s day-to-day work.

The UN Secretary-General has recommended the development of AI that is
“trustworthy, human-rights based, safe and sustainable and promotes peace”.129

While an organization’s guiding principles should be anchored in these four
pillars, there is potential for substantial variation depending on the nature and
context of an organization’s work. Our consultations suggested that an effective
set of principles would be rooted in human rights principles – interpreted or
adapted into the AI context – along with complementary ethics principles which
provide flexibility to address new challenges that arise as the technology develops.

While suggesting a complete set of principles is beyond the scope of this
article, there is an emerging consensus that certain challenges deserve special
attention. Three of these challenges – non-discrimination, transparency and
explainability, and accountability –will be discussed in more detail below. Other
commonly cited principles include human-centred design, human control or
oversight, inclusiveness and diversity, privacy, technical robustness, solidarity,
sustainability, democracy, good governance, awareness and literacy, ubuntu, and
banning lethal autonomous weapons systems. A table of the principles that
appear most frequently in AI ethics guidelines, based on a 2019 analysis by René
Clausen Nielsen of UN Global Pulse, is shown in Figure 1.

Of course, adopting a code of ethics does not, in itself, guarantee that an
organization will prioritize human rights in developing AI tools. These principles
must be operationalized to have any real impact. The foundational step in this
operationalization should be a binding policy commitment to human rights
adopted at the executive level. Moreover, the implementation of the commitment
needs to be accompanied and guided by appropriate management and oversight
structures and processes. Further steps that could be taken would include the
translation into technical standards that allow for quality control and auditing.
For example, some experts have proposed technical standards for algorithmic
transparency, or implementing rules that automatically detect potentially unfair
outcomes from algorithmic processing.130 Moreover, the code would have to be
developed in a way that facilitates and informs the creation of concrete tools and
procedures for mitigating human rights risks at every stage of the AI life cycle.
For example, it could be an element of the human rights due diligence tools
described below.

129 Secretary-General’s Roadmap, above note 1, para. 88. See also Recommendation 3C of the High-Level
Panel Report, above note 127, pp. 38–39, which reads: “[A]utonomous intelligent systems should be
designed in ways that enable their decisions to be explained and humans to be accountable for their
use. Audits and certification schemes should monitor compliance of artificial intelligence (AI) systems
with engineering and ethical standards, which should be developed using multi-stakeholder and
multilateral approaches. Life and death decisions should not be delegated to machines. … [E]nhanced
digital cooperation with multiple stakeholders [is needed] to think through the design and application
of … principles such as transparency and non-bias in autonomous intelligent systems in different
social settings.”

130 See A. Beduschi, above note 44, arguing for technical standards that “incorporat[e] human rights rules and
principles”.
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While each of the aforementioned principles may indeed be essential, our
consultations focused on three interrelated ethical principles that are firmly
anchored in IHRL and require further elaboration and more careful
implementation: non-discrimination, transparency and explainability, and
accountability. Organizations using AI for humanitarian aid need to develop
policies and mechanisms to ensure that these systems do not have discriminatory
impact; that their decisions are capable of being understood and explained, at
least to a level adequate for the risks involved; and that there is accountability for
harms associated with their operation. This is especially crucial in operations
where AI is used to support the vulnerable. While these are not the only
governance challenges associated with AI, they offer a starting point for
conversations about what makes AI different from other technologies and why it
poses unique challenges for human rights.131

Non-discrimination

One of the key principles that humanitarian organizations need to ensure is non-
discrimination. AI systems tend to reflect existing power relations and dynamics,
and their deployment may risk creating new inequalities and dependencies or
entrenching those that are already present. Therefore, it is important to note as a
starting point that any decision to develop and deploy an AI system in a
humanitarian context needs to take a holistic view of how this system will
operate in the target environment and how it will affect people’s lives, with a
strong focus on those in vulnerable positions.

A few solutions were suggested during our consultations and research.
Above all, diversity and inclusion are absolutely critical to ensuring that AI

Figure 1. Ethical principles identified in existing AI guidelines. Analysis by René Clausen Nielsen,
UN Global Pulse, based on A. Jobin, M. Ienca, and E. Vayena, above note 36.

131 For a breakdown of how individual UDHR rights and principles are implicated by the use of AI systems,
see Access Now, above note 19.
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systems are used in a non-discriminatory manner. This principle should pervade
every aspect of AI development and use, from incorporating diverse perspectives
in the teams designing and deploying AI systems to ensuring that training data is
representative of target populations. Meaningful comprehensive consultations
with representatives of affected groups are essential for preventing exclusionary
and discriminatory effects of deployed AI solutions.

Second, capacity-building and knowledge sharing are urgently needed.
Practitioners that we consulted raised the need for a good-faith intermediary to
coordinate knowledge sharing across the world and provide practical advice on
how to address bias questions. Such an entity could compile best practices in the
AI for development and humanitarian fields and identify areas where
experimentation with AI may need to be barred. The intermediary could serve as
a discovery resource for organizations using AI that do not know how to
interrogate their AI systems and/or lack the resources to do so. Many
organizations need someone who can help them troubleshoot potential
discrimination concerns by packaging the data and interrogating possible bias.

Third, given that the risks of unwanted discriminatory impact can never be
reduced to zero, certain areas may be deemed too risky or uncertain for AI systems
to play a central role (e.g., making final determinations). These may include criminal
justice, social welfare and refugee/asylum processing, where various pilot projects
and cases studies have already flagged problematic discriminatory implications
with direct impact on human lives. Our consultations suggested that, in such
cases, organizations could make use of red-line bans and moratoria.132

Transparency and explainability

Transparency and explainability of AI systems are prerequisites to accountability.
However, full transparency into many ML and DL systems is not possible.133

When a model is unsupervised, it will be capable of classifying, sorting or ranking
the data based on a set of rules or patterns that it identifies, and the humans who
created this model will not always be able to tell how or why the resulting
analysis was arrived at.134 This means that, in order to make use of this
technology, organizations will need to carefully assess if and how these largely

132 A growing number of jurisdictions have issued bans on facial recognition technology, or on the use of such
technology in criminal justice contexts. However, some organizations have been more hesitant to embrace
red lines. See Chris Klöver and Alexander Fanta, “No Red Lines: Industry Defuses Ethics Guidelines for
Artificial Intelligence”, trans. Kristina Penner, Algorithm Watch, 9 April 2019, available at: https://
algorithmwatch.org/en/industry-defuses-ethics-guidelines-for-artificial-intelligence/ (where one source
blames the absence of red lines in the EU’s ethics guidelines on industry pressure).

133 “Although total explainability of ML-based systems is not currently possible, developers can still provide
valuable information about how a system works. Publish easy-to-understand explainers in the local
language. Hold community meetings to explain the tool and allow community members to ask
questions and provide feedback. Take care to consider literacy levels and the broader information
ecosystem. An effective public educational process utilizes the existing ways in which a community
receives and shares information, whether that be print, radio, word of mouth, or other channels.”
L. Andersen, above note 42,.

134 See “Common ML Problems”, above note 24.
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obscure or unexplainable systems can be used in a way that augments, rather than
undermines, human rights.

There are at least two different types of transparency, both of which are
essential to ensuring accountability. The first is technical transparency – that is,
transparency of the models, algorithms and data sets that comprise an AI system.
The second is organizational transparency, which deals with questions such as
whether an AI system is being used for a particular purpose, what kind of system
or capability is being used, who funded or commissioned the system and for what
purpose, who built it, who made specific design decisions, who decided where to
apply it, what the outputs were, and how those outputs were used.135 While the
two are related, each type of transparency requires its own set of mechanisms and
policies to ensure that a system is transparent and explainable.

To address and ensure the principle of transparency, our consultations and
research supported the idea of human-in-the-loop as a foundational principle.
Human-in-the-loop is the practice of embedding a human decision-maker into
every AI-supported decision.136 This means that, even in cases where DL is being
leveraged to generate powerful predictions, humans are responsible for
operationalizing that prediction and, to the extent possible, auditing the system
that generated it.137 In other words, humans hold ultimate responsibility for
making decisions, even when they rely heavily on output or analysis generated by
an algorithm.138 However, effective human-in-the-loop requires more than just
having a human sign off on major decisions. Furthermore, organizations also
need to scrutinize how human decision-makers interact with AI systems and
ensure that human decision-makers have meaningful autonomy within the
organizational context.139

135 See ESCR Report, above note 44, para. 52, arguing that the knowledge and understanding gap between the
public and decision-makers can be “a particular problem in the context of the automated decision-making
processes that rely on artificial intelligence”; that “[c]omprehensive, publicly available information is
important to enable informed decision-making and the relevant consent of affected parties; and that
“[r]egulations requiring companies to disclose when artificial intelligence systems are used in ways that
affect the exercise of human rights and share the results of related human rights impact assessments
may also be a helpful tool”. See also L. McGregor, D. Murray and V. Ng, above note 5, arguing that
transparency includes why and how the algorithm was created; the logic of the model or overall
design; the assumptions underpinning the design process; how performance is monitored; how the
algorithm itself has changed over time; the factors relevant to the algorithm’s functioning; and the
level of human involvement.

136 Sam Ransbotham, “Justifying Human Involvement in the AI Decision-Making Loop”, MIT Sloan
Management Review, 23 October 2017, available at: https://sloanreview.mit.edu/article/justifying-
human-involvement-in-the-ai-decision-making-loop/.

137 See L. McGregor, D. Murray and V. Ng, above note 5, arguing that human-in-the-loop acts as a safeguard,
ensuring that the algorithmic system supports but does not make the decision.

138 “AI is most exciting when it can both absorb large amounts of data and identify more accurate correlations
(diagnostics), while leaving the causational conclusions and ultimate decision-making to humans. This
human-machine interaction is particularly important for social-impact initiatives, where ethical stakes
are high and improving the lives of the marginalized is the measure of success.” Hala Hanna and Vilas
Dhar, “How AI Can Promote Social Good”, World Economic Forum, 24 September 2019, available at:
www.weforum.org/agenda/2019/09/artificial-intelligence-can-have-a-positive-social-impact-if-used-
ethically/.

139 One hypothetical raised by a participant at our Geneva event was as follows: a person in a government
office is using automated decision-making to decide whose child gets taken away. The algorithm gives
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Accountability

Accountability enables those affected by a certain action to demand an explanation
and justification from those acting and to obtain adequate remedies if they have
been harmed.140 Accountability can take several different forms.141 Technical
accountability requires auditing of the system itself. Social accountability requires
that the public have been made aware of AI systems and have adequate digital
literacy to understand their impact. Legal accountability requires having
legislative and regulatory structures in place to hold those responsible for bad
outcomes to account.

Firstly, there is a strong need for robust oversight mechanisms to monitor
and measure progress on accountability mechanisms across organizations and
contexts. Such a mechanism could be set up at the national, international or
industry level and would need to have substantial policy, human rights and
technical capacity. Another idea is for this or another specialized entity to carry
out certification or “kitemarking” of AI tools and systems, whereby those with
high human rights scores (based on audited practices) are “certified” both to alert
consumers and, potentially, open the door to partnerships with governments,
international organizations, NGOs and other organizations committed to
accountable, rights-respecting AI.142

Secondly, while legal frameworks develop, self-regulation will continue to
play a significant role in setting standards for how private companies and other
organizations operate. However, users and policy-makers could monitor
companies through accountability mechanisms and ensure that industry is using
its full capacity to ensure human rights.

Thirdly, effective remedies are key elements of accountable AI frameworks.
In particular, in the absence of domestic legal mechanisms, remedies can be
provided at the company or organization level through internal grievance
mechanisms.143 Whistle-blowing is also an important tool for uncovering abuses
and promoting accountability, and proper safeguards and channels should be put
in place to encourage and protect whistle-blowers.

Finally, ensuring good data practices is a critical component of AI
accountability. Our consultations revealed several mechanisms for data
accountability, including quality standards for good data and mechanisms to
improve access to quality data, such as mandatory data sharing.

a score of “7”. How does this score influence the operator? Does it matter if they’re having a good or bad
day? Are they pressured to take the score into consideration, either institutionally or interpersonally (by
co-workers)? Are they personally penalized if they ignore or override the system?

140 See Edward Rubin, “The Myth of Accountability and the Anti-administrative Impulse”, Michigan Law
Review, Vol. 103, No. 8, 2005.

141 See UN Human Rights, above note 68, outlining the novel accountability challenges raised by AI.
142 High-Level Panel Report, above note 127, Recommendation 3C, pp. 38–39.
143 UNGPs, above note 103, para. 29: “To make it possible for grievances to be addressed early and

remediated directly, business enterprises should establish or participate in effective operational-level
grievance mechanisms for individuals and communities who may be adversely impacted.”
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Human rights due diligence tools

It is increasingly recognized that human rights due diligence (HRDD) processes,
conducted throughout the life cycle of an AI system, are indispensable for
identifying, preventing and mitigating human rights risks linked to the
development and deployment of AI systems.144 Such processes can be helpful in
determining necessary safeguards and in developing effective remedies when
harm does occur. HRDD gives a rights-holder perspective a central role.
Meaningful consultations with external stakeholders, including civil society, and
with representatives of potentially impacted individuals and groups, in order to
avoid project-driven bias, are essential parts of due diligence processes.145

Human rights impact assessments

In order for States, humanitarian organizations, businesses and other actors to meet
their respective responsibilities under IHRL, they need to identify human rights risks
stemming from their actions. HRDD commonly builds on a human rights impact
assessment (HRIA) for identifying potential and actual adverse impacts on
human rights related to actual and planned activities.146 While the HRIA is a
general tool, recommended for all companies and sectors by the UNGPs,
organizations are increasingly applying the HRIA framework to AI and other
emerging digital technologies147. The Secretary-General’s Roadmap announced
plans for UN Human Rights to develop system-wide guidance on HRDD and
impact assessments in the use of new technologies.148 HRIAs should ideally assist
practitioners in identifying the impact of their AI interventions, considering such

144 See I. Ebert, T. Busch and F. Wettstein, above note 41. See also Committee on the Elimination of Racial
Discrimination, General Recommendation No. 36 on Preventing and Combating Racial Profiling by Law
Enforcement Officials, UN Doc. CERD/C/GC/36, 17 December 2020, para. 66: “States should
encourage companies to carry out human rights due diligence processes, which entail: (a) conducting
assessments to identify and assess any actual or potentially adverse human rights impacts; (b)
integrating those assessments and taking appropriate action to prevent and mitigate adverse human
rights impacts that have been identified; (c) tracking the effectiveness of their efforts; and (d) reporting
formally on how they have addressed their human rights impacts.”

145 See ESCR Report, above note 44, para. 51. The UNGPs make HRDD a key expectation of private
companies. The core steps of HRDD, as provided for by the UNGPs, include (1) identifying harms,
consulting with stakeholders, and ensuring public and private actors also conduct assessments (if the
system will be used by a government entity); (2) taking action to prevent and mitigate harms; and (3)
being transparent about efforts to identify and mitigate harms. Access Now, above note 19, pp. 34–35.

146 D. Kaye, above note 38, para. 68, noting that HRIAs “should be carried out during the design and
deployment of new artificial intelligence systems, including the deployment of existing systems in new
global markets”.

147 Danish Institute for Human Rights, “Human Rights Impact Assessment Guidance and Toolbox”, 25
August 2020, available at: www.humanrights.dk/business/tools/human-rights-impact-assessment-
guidance-toolbox.

148 “To address the challenges and opportunities of protecting and advancing human rights, human dignity
and human agency in a digitally interdependent age, the Office of the United Nations High Commissioner
for Human Rights will develop system-wide guidance on human rights due diligence and impact
assessments in the use of new technologies, including through engagement with civil society, external
experts and those most vulnerable and affected.” Secretary-General’s Roadmap, above note 1, para. 86.
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factors as the severity and type of impact (directly causing, contributing to, or
directly linked), with the goal of guiding decisions on whether to use the tool
(and if so, how) or not.149

Other potentially relevant tools for identifying a humanitarian organization’s
adverse impact on human rights include data protection impact assessments, which
operationalize best practices in data privacy and security; and algorithmic impact
assessments, which aim to mitigate the unique risks posed by algorithms. Some
tools are composites, such as Global Pulse’s Risks, Harms and Benefits Assessment,
which incorporates elements found in both HRIAs and data protection impact
assessments.150 This tool allows every member of a team – including technical and
non-technical staff – to assess and mitigate risks associated with the development,
use and specific deployment of a data-driven product. Importantly, the Risks,
Harms and Benefits Assessment provides for the consideration of a product’s
benefits – not only the risks – and hence reflects the imperative of balancing
interests, as provided for by human rights law.

The advantage of these tools is that they are adaptable to technological
change. Unlike regulatory mechanisms or red-line bans, HRDD tools are not
limited to specific technologies or technological capacities (e.g., facial recognition
technology) but rather are designed to “[pre-empt] new technological capabilities
and [allow] space for innovation”.151 In addition, well-designed HRDD tools
recognize that context specificity is key when assessing human rights risk, hence
the need for a case-specific assessment. Regardless of which tool, or combination
of tools, makes the most sense in a given situation, it will be necessary to ensure
that the assessment has been designed or updated to accommodate AI-specific
risks. It may also be useful to adapt tools to specific development and
humanitarian sectors, such as public health or refugee response, given the unique
risks that are likely to arise in those areas.

It is critical to emphasize that HRIAs should be part of the wider HRDD
process whereby identified risks and impacts are effectively mitigated and
addressed in a continuous process. The quality of an HRDD process will increase
when “knowing and showing” is supported by governance arrangements and
leadership actions to ensure that a company’s policy commitment to respecting
human rights is “embedded from the top of the business enterprise through all its
functions, which otherwise may act without awareness or regard for human
rights”.152 HRDD should be carried out at all stages of the product cycle and
should be used by all parties involved in a project. Equally important is that this
framework involves the entire organization – from data scientists and engineers to
lawyers and project managers – so that diverse expertise informs the HRDD process.

149 C. Cath et al., above note 83.
150 UN Global Pulse, “Risks Harms and Benefits Assessment”, available at: www.unglobalpulse.org/policy/

risk-assessment/.
151 Element AI, above note 113, p. 9.
152 UNGPs, above note 103, Commentary to Principle 16, p. 17.
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Explanatory models

In addition, organizations could make use of explanatory models for any new
technological capability or application.153 The purpose of an explanatory model is
to require technical staff, who better understand how a product works, to explain
the product in layman’s terms to their non-technical colleagues. This exercise
serves both to train data scientists and engineers to think more thoroughly about
the inherent risks in what they are building, and to enable non-technical staff –
including legal, policy and project management teams – to make an informed
decision about whether and how to deploy it. In this way, explanatory models
could be seen as a precursor to the risk assessment tools described above.

Due diligence tools for partnerships

An important caveat to the use of these tools is that they are only effective if applied
across every link in the AI design and deployment chain, including procurement.
Many organizations innovating in this field rely on partnerships with technology
companies, governments and civil society organizations in order to build and
deploy their products. To ensure proper human rights and ethical standards, it is
important that partnerships that support humanitarian and development
missions are adequately vetted. The challenge in the humanitarian and
development sectors is that most due diligence tools and processes do not (yet)
adequately cover AI-related challenges. To avoid potential risks of harm, such
procedures and tools need to take into account the technological challenges
involved and ensure that partners, particularly private sector actors, are
committed to HRDD best practices, human rights and ethical standards. UN
Global Pulse’s Risks, Harms and Benefits Assessment tool is one example of this.154

Moreover, because of the risks that may arise when AI systems are used by
inadequately trained implementers, organizations need to be vigilant about ensuring
downstream human rights compliance by all implementing partners. As UN
Human Rights has observed, most human rights harms related to AI “will
manifest in product use”, whether intentionally – for instance, an authoritarian
government abusing a tool to conduct unlawful surveillance – or inadvertently,
through unanticipated discrimination or user error. This means an AI developer
cannot simply hand off a tool to a partner with instructions to use it judiciously.
That user, and any third party with whom they partner, must commit to
thorough, proactive and auditable HRDD through the tool’s life cycle.

153 Participants at our Geneva consultations used the term “explanatory models”, though this is not yet a
widely used term.

154 UN Global Pulse, above note 150. See also OCHA, “Guidance Note: Data Responsibility in Public-Private
Partnerships”, 2020, available at: https://centre.humdata.org/guidance-note-data-responsibility-in-public-
private-partnerships/.
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Public engagement

An essential component of effective HRDD is engagement with the populations
impacted by an AI tool. Humanitarian organizations should prioritize engagement
with rights holders, affected populations, civil society and other relevant
stakeholders in order to obtain a comprehensive, nuanced understanding of the
needs and rights of those potentially impacted. This requires proactive outreach,
including public consultations where appropriate, and also making available
accessible communication channels for affected individuals and communities. As
Special Rapporteur David Kaye has recommended, “public consultations and
engagement should occur prior to the finalization or roll-out of a product or
service, in order to ensure that they are meaningful, and should encompass
engagement with civil society, human rights defenders and representatives of
marginalized or underrepresented end users”. In some cases, where appropriate,
organizations may choose to make the results of these consultations (along with
HRIAs) public.155

Audits

Development and humanitarian organizations can ensure that AI tools –whether
developed in-house or by vendors – are externally and independently reviewed in
the form of audits.156 Auditability is critical to ensuring transparency and
accountability, while also enabling public understanding of, and engagement with,
these systems. While private sector vendors are traditionally resistant to making
their products auditable – citing both technical feasibility and trade-secret
concerns – numerous models have been proposed that reflect adequate
compromises between these concerns and the imperative of external
transparency.157 Ensuring and enabling auditability of AI systems would
ultimately be the domain of government regulators and private sector developers,
and development and humanitarian actors could promote and encourage its
application and adoption.158 For example, donors or implementers could make
auditability a prerequisite for grant eligibility.

155 D. Kaye, above note 68, para. 68.
156 Ibid., para. 55.
157 “Private sector actors have raised objections to the feasibility of audits in the AI space, given the imperative

to protect proprietary technology. While these concerns may be well founded, the Special Rapporteur
agrees … that, especially when an AI application is being used by a public sector agency, refusal on the
part of the vendor to be transparent about the operation of the system would be incompatible with the
public body’s own accountability obligations.” Ibid., para. 55.

158 “Each of these mechanisms may face challenges in implementation, especially in the information
environment, but companies should work towards making audits of AI systems feasible. Governments
should contribute to the effectiveness of audits by considering policy or legislative interventions that
require companies to make AI code auditable, guaranteeing the existence of audit trails and thus
greater opportunities for transparency to individuals affected.” Ibid., para. 57.
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Other institutional mechanisms

There are several institutional mechanisms that can be put in place to ensure that
human rights are encoded into an organization’s DNA. One principle that has
already been discussed is human-in-the-loop, whereby human decision-makers
are embedded in the system to ensure that no decisions of consequence are made
without human oversight and approval. Another idea would be to establish an AI
human rights and ethics review board, which would serve a purpose analogous to
the review boards used by academic research institutions.159 The board, which
would ideally be composed of both technical and non-technical staff, would be
required to review and sign off on any new technological capacity – and ideally,
any novel deployment of that capacity – prior to deployment. In order to be
effective as a safeguard, the board would need real power to halt or abort projects
without fear of repercussion. Though review boards could make use of the
HRDD tools introduced above, their review of a project would constitute a
separate, higher-level review than the proactive HRDD that should be conducted
at every stage of the AI life cycle. Entities should also consider opening up to
regular audits of their AI practices and make summaries of these reports available
to their staff, and, where appropriate, to the public. Finally, in contexts where the
risks of a discriminatory outcome include grave harm to individuals’ fundamental
rights, the use of AI may need to be avoided entirely – including through red-line
bans.

Capacity-building and knowledge sharing

The challenge of operationalizing human rights and ethical principles in the
development of powerful and unpredictable technology is far beyond the
capabilities of a single organization. There is an urgent need for capacity-
building, especially in the public and NGO sectors. This is true both of
organizations deploying AI and those charged with overseeing it. Many data
protection authorities, for instance, may lack the resources and capacity to take
on this challenge in a competent and comprehensive way.160 Humanitarian
agencies may need help applying existing laws and policies to AI and identifying
gaps that need to be filled.161 In addition, the staff at organizations using AI may
need to expand training and education in the ethical and human rights
dimensions of AI and the technical operations of systems, in order to ensure trust
in the humans designing and operating these systems (as opposed to just the
system itself).

AI governance is a fundamentally transnational challenge, so in addition to
organization-level capacity-building, effective AI governance will require
international cooperation. At the international level, a knowledge-sharing portal

159 Based on our consultations.
160 Based on our consultations.
161 Element AI, above note 113.
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operated by traditional actors like the UN, and/or by technical organizations like the
Institute of Electrical and Electronics Engineers, could serve as a resource for model
HRDD tools, technical standards and other best practices.162 At the country level,
experts have suggested that governments create an “AI ministry” or “centre of
expertise” to coordinate efforts related to AI across the government.163 Such an
entity would allow each country to establish governance frameworks that are
appropriate for the country’s cultural, political and economic context.

Finally, a key advantage of the human rights framework is the existence of
accountability and advocacy mechanisms at the international level. Organizations
should look to international human rights mechanisms, including the relevant
HRC working groups and Special Rapporteurs, for exploration and articulation of
the emerging risks posed by AI and best practices for mitigating them.164

Conclusion

As seen in various contexts, including the ongoing COVID-19 pandemic, AI may
have a role to play in supporting humanitarian missions, if developed and
deployed in an inclusive and rights-respecting way. To ensure that the risks of
these systems are minimized, and their benefits maximized, human rights
principles should be embedded from the start. In the short term, organizations
can take several critical steps. First, an organization developing or deploying AI
in humanitarian contexts could develop a set of principles, based in human rights
and supplemented by ethics, to guide its work with AI. These principles should
respond to the specific contexts in which the organization works and may vary
from organization to organization.

In addition, diversity and inclusivity are absolutely critical to preventing
discriminatory outcomes. Diverse teams should be involved in an AI project from
the earliest stages of development all the way through to implementation and
follow-up. Further, it is important to implement mechanisms that guarantee
adequate levels of both technical and organizational transparency. While
complete technical transparency may not always be possible, other mechanisms –
including explanatory models – can help educate and inform implementers,
impacted populations and other stakeholders about the benefits and risks of an
AI intervention, thereby empowering them to provide input and perspective on
whether and how AI should be used and also enabling them to challenge the
ways in which AI is used.165 Ensuring that accountability mechanisms are in
place is also key, both for those working on systems internally and for those

162 Several UN processes that are under way may serve this purpose, including UNESCO’s initiative to create
the UN’s first standard-setting instrument on AI ethics, and the UN Secretary-General’s plans to create a
global advisory body on AI cooperation.

163 Element AI, above note 113.
164 See M. Latonero, above note 81, calling for UN human rights investigators and Special Rapporteurs to

continue researching and publicizing the human rights impacts of AI systems.
165 Access Now, above note 19.
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potentially impacted by an AI system. More broadly, engagement with potentially
impacted individuals and groups, including through public consultations and by
facilitating communication channels, is essential.

One of the foremost advantages of basing AI governance in human rights is
that the basic components of a compliance toolkit already (mostly) exist.
Development and humanitarian practitioners should adapt and apply established
HRDD mechanisms, including HRIAs, algorithmic impact assessments, and/or
UN Global Pulse’s Risks, Harms and Benefits Assessment. These tools should be
used at every stage of the AI life cycle, from conception to implementation.166

Where it becomes apparent that these tools are inadequate to accommodate the
novel risks of AI systems, especially as these systems develop more advanced
capabilities, they can be evaluated and updated.167 In addition, organizations
could demand similar HRDD practices from private sector technology partners
and refrain from partnering with vendors whose human rights compliance
cannot be verified.168 Practitioners should make it a priority to engage with those
potentially impacted by a system, from the earliest stages of conception through
implementation and follow-up. To the extent practicable, development and
humanitarian practitioners should ensure the auditability of their systems, so that
decisions and processes can be explained to impacted populations and harms can
be diagnosed and remedied. Finally, ensuring that a project uses high-quality data
and that it follows best practices for data protection and privacy is necessary for
any data-driven project.

166 OCHA, above note 154.
167 N. A. Smuha, above note 88.
168 For more guidance on private sector HRDD, see UNGPs, above note 19, Principle 17.
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