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The paper outlines an exhaustive computer-aided design (CAD) procedure for the circuit-level simulation of entire multi-
input multi-output (MIMO) links. The multiple transmitting and receiving antennas are treated as multiport radiating
systems characterized by electromagnetic (EM) analysis. The effects of mutual couplings in terms of the frequency-dependent
near-field and far-field performance of each element are accounted for in a straightforward and rigorous way. The set of
transmitters is treated as a unique non-linear system loaded by the multiport antenna, and is analyzed by non-linear
circuit techniques. The same is done for the set of receivers. In order to establish the connection between transmitters and
receivers, the radiated far-field is evaluated by EM analysis, and the field incident on each receiver antenna is computed
by extending to the MIMO case an available ray tracing technique. EM theory is then used to describe the receiving array
as a linear active multiport network. This technique allows analysis of several MIMO systems, exploiting different array
element spatial locations and frequencies of operation in a straightforward and automatic way. Bit error rate (BER) compu-
tation and minimization are demonstrated at the circuit level.
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I . I N T R O D U C T I O N

Many recently developed communications systems make use of
multiple antenna elements both in the base station and in the
terminals (multi-input multi-output (MIMO) systems) in
order to improve link capacity and bit-error rate (BER) per-
formance by exploiting spatial diversity and multipath propa-
gation. In many cases, due to space limitations, they require
compact antenna arrays with reduced spacing between radiators
[1]. To accurately predict MIMO performance in such cases, it is
of primary importance that both near-field coupling effects
between antenna elements and far-field radiating behavior of
the antenna array for specific channel scenarios be simul-
taneously accounted for. The former are needed to accurately
describe port mismatch and power transfer effects between
the antenna elements and the non-linear subsystems, as well
as the dependence of antenna impedances on frequency [2, 3].
The latter are needed for a realistic computation of the
channel transfer matrix and hence of the MIMO system
capacity [4]. Many research activities have been aimed at
accounting for the antenna array influence in the channel esti-
mation [5], but to the authors’ knowledge no previous work has

been able to systematically handle the non-linear interactions of
the transmitter and receiver subsystems through the transmit–
receive antenna array couplings in conjunction with a realistic,
fully three-dimensional (3D) propagation scenario. In this
paper, we demonstrate a general and rigorous computer-aided
design (CAD) procedure that provides a systematic answer to
the above needs by combining non-linear, electromagnetic
(EM), and propagation analysis tools. The basic ideas have
been introduced for the first time in [6] and their accomplish-
ments have been limited to the analysis of a reference MIMO
system, by optimizing the transmitter side only. Here, we sub-
stantially expand that work and deeply discuss the method’s
capabilities of simultaneously accounting for the impact of dis-
similar design variables affecting different domains of interest.
In particular: (i) we introduce the new capability of link optim-
ization with respect to receiving antennas spacing, which is
needed in practical MIMO link planning activities; (ii) we opti-
mize and significantly speed-up the Ray Tracing (RT) algor-
ithm, by separating the computation of geometrical aspects
from the frequency-dependent ones; (iii) finally, we provide a
validation of the entire approach by comparing our results
with those computed by a completely different simulation tech-
nique, such as a time-domain analysis, which shows similar
results but at the expense of a highly more intensive compu-
tation time.

The paper is organized as follows. Section II is devoted to
the computation of the field radiated by the transmitting
array. The multiple transmitter front ends are analyzed under
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digitally modulated IF drive as a single non-linear system, with a
load consisting of a multi-port antenna described by full-wave
EM analysis across the frequency band of interest. To produce
the radiated field envelope, the EM results are interfaced with
an envelope-oriented harmonic-balance technique modulation-
oriented harmonic balance (MHB) based on Krylov-subspace
model-order reduction [7]. The far-field radiated by each array
element in the presence of the other ones (embedded field) is
then used as the input to an advanced 3D radio channel
model based on RT, to compute the channel transfer matrix in
realistic propagation conditions. This is discussed in Section
III. The model accounts for reflection, diffraction, and scattering
phenomena experienced by the propagating waves.
Computation of geometric aspects has been decoupled from
that of frequency-dependent ones. In this way, the former are
computed once for all for a given environment, after which mul-
tiple channel estimations for different transmitter and receiver
parameters may be carried out at virtually no extra cost.
Section III also provides an independent validation of this
model in an urban propagation environment. Section IV dis-
cusses the application of the reciprocity theorem to the multiport
receiving antenna under multiple plane-wave incidence to derive
a rigorous circuit description of the receiver excitation [6, 8]. The
circuit-level non-linear analysis of the multiple receivers treated
as a whole may then be again performed by MHB. The whole
procedure provides a general and powerful tool for the
circuit-level solution of MIMO system problems. As an
example, for given transmitter and receiver topologies, the pro-
cedure allows the best modulation format and carrier frequency
to be systematically determined. Similarly, for a given channel
scenario, the method may be used inside a design loop to estab-
lish optimum antennas spacing with respect to BER. A block
diagram of the simulation procedure is shown in Fig. 1. The
detailed meanings of the symbols are explained in the discussion
presented in the following sections.

As a performance benchmark, in Section V, we consider the
transmission of a 16-QAM signal through a 2 × 2 MIMO link.
A quantitative assessment of MIMO performance is obtained
by comparing the output BER as well as the received signal con-
stellations and power spectra for several antenna elements dis-
tances and for a corresponding single-input single-output
(SISO) system in a rich scattering environment. A single
MIMO link analysis including all model components may typi-
cally require a computational time of the order of 2 h on a
2.8 GHz PC, as is reported in detail in Section V. Finally, a vali-
dation of the proposed approach is given by comparison with
results generated by time-domain simulation performed by
Spectre HDL [9].

I I . C O M P U T A T I O N O F T H E
M U L T I - E L E M E N T T R A N S M I T T I N G
A N T E N N A E X C I T A T I O N S A N D
F A R - F I E L D

Figure 2 shows a block representation of a MIMO transmitter
including the antenna array. The multiple radiofrequency
(RF)/microwave transmitter front ends are described as a
unique non-linear system consisting of an arbitrary set of non-
linear devices interconnected by a linear sub-network. Making
use of the piecewise harmonic-balance (HB) technique, the
circuit is partitioned into a linear and a non-linear sub-
network connected through nD

TX ports (device ports), where

nTX
D =

∑NTX

t=1

nt
D. (1)

In (1), NTX is the number of transmitters and nD
t is the

number of device ports belonging to the tth transmitter. The

Fig. 1. Block diagram of the integrated multi-domain simulation flux for end-to-end MIMO link analysis.
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linear sub-network is referred to as NNORAD
TX in Fig. 2, and is

treated by conventional circuit analysis algorithms. The
antenna array is referred to as NRAD

TX in Fig. 2. It is described
layout-wise and analyzed as a linear multiport radiating
system by full-wave EM simulation [10] through the finite
integration technique (FIT). This analysis simultaneously pro-
vides the antenna-scattering matrix and the 3D far-field radi-
ation pattern at all frequencies of interest. The NNORAD

TX ports
may be grouped into three sets, as shown again in Fig. 2,
namely, nD

TX ports for non-linear device connection, nE
TX

excitation ports, and nC
TX ports for connection to the

NRAD
TX network.

The voltages or currents at the third group of ports (as
computed by non-linear analysis of the transmitters) rep-
resent the antenna array excitation, which is determined by
non-linear analysis in the following way. Let us assume that
each transmitter front end is excited by a sinusoidal IF
signal of angular frequency vIF

TX and by a sinusoidal local oscil-
lator (LO) of angular frequency vLO

TX. The resulting large-
signal regime will be quasi-periodic with spectral lines at all
the intermodulation products

V
TX
k = k1v

TX
IF + k2v

TX
LO, k = k1 k2

[ ]tr
, (2)

where ki’s are integer harmonic numbers. A multi-tone har-
monic balance analysis of the entire transmission system
shown in Fig. 2 (treated as a whole) is carried out by well-
known algorithms to simultaneously compute the nD

TX

vectors of the voltage harmonics at all the transmitter device
ports, namely XT,k, at all discrete lines defined by (2). One
of the spectral lines is the RF vRF of the signal to be trans-
mitted, which will be obtained from (2) for some k, say k ¼
s (vRF ¼ Vs

TX). After carrying out an HB analysis of the trans-
mitter, the complex phasors of the currents flowing out of the
nC

TX connection ports may be expressed from the linear sub-
network equations as

−ITX
s = YTX

DT(vRF)XTX
s + YTX

TT(vRF)VTX
s . (3)

In (3), YDT
TX is the (nD

TX × nC
TX) admittance sub-matrix of the

NNORAD
TX network relating the device ports to the connection

ports, YTT
TX is the (nC

TX × nC
TX) admittance sub-matrix seen

from the connection ports, and Vs
TX is the vector of voltage

phasors at the connection ports. Furthermore, if YA
TX is the

(nC
TX × nC

TX) admittance matrix of the multi-element
antenna resulting from EM analysis, we have

ITX
s = YTX

A (vRF)VTX
s . (4)

By combining (3) and (4), we obtain

−VTX
s = [YTX

A (vRF) + YTX
TT(vRF)]−1YTX

DT(vRF)XTX
s . (5)

For the tth array element, with the assumption of free-
space propagation, we may then express the total radiated
field at vRF in the following form [11]:

Et
T(r, u, f; vRF) = exp (− jbr)

r
·
[
At
u(u, f; vRF)û

+ At
f(u, f; vRF)f̂

]
VTX,t

s , (6)

where Au
t and Af

t are the scalar components of the normalized
field in a spherical coordinate system with origin in the phase
center OT of the transmitting array. Such components are gen-
erated by EM simulation of the antenna array [10] with a
unit-voltage sinusoidal source of angular frequency vRF con-
nected to the tth port and the remaining ports short-circuited.
In this way, the actual frequency-dependent array admittance
and the embedded radiation pattern of each array element
become available and can be combined with any suitable
channel description tool such as the RT algorithm outlined
in the following section. It is worth mentioning here that
the non-linear multiport approach to transmitter analysis dis-
cussed in this section is neither an option nor a minor refine-
ment of previous work. Indeed, due to non-linearity (in
particular, of the mixers and the power amplifiers), each trans-
mitter cannot be described by a Thévenin equivalent circuit,
i.e., as a voltage source in series with a constant impedance
connected to each array port, because a Thévenin equivalent
is only available for linear circuits. This is a crucial point,
since the performance of a power amplifier designed for a
nominal 50 V load impedance will change wildly as a function
of the actual load, and thus of the inter-element couplings by
which the load itself is affected, as shown in Section V (see
Fig. 6). In order to account for such effects, a full non-linear
analysis of the entire set of transmitters loaded by the multiport
antenna array is thus the only available way. Needless to say, a
further consequence of circuit non-linearity is the increased
spread of the output signal constellation due to non-linear dis-
tortion, which gives a significant contribution to BER.

I I I . T H E M I M O R T A L G O R I T H M

RT models are presently recognized among the most appro-
priate field prediction tools for the study and planning of
radio systems in complex propagation environments. Until
now, the main obstacle to the widespread use of RT models
has been the need for a detailed 3D database of the environ-
ment. However, this requirement is now becoming less
and less critical thanks to the steadily increasing availability of
digitized maps provided by City Authorities or of commercially
available urban maps obtained through aerophotogrammetry.

Fig. 2. Block diagram of a MIMO system (transmitter side).
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The ability of RT models to predict the multipath pattern and
thus the time- and angle-dispersion of the radio signal is
especially valuable for studying MIMO systems, which exploit
such phenomena to increase the transmission capacity of the
radio channel [12]. In this work, a 3D RT model [13] has
been considered and adapted to MIMO radio channel charac-
terization. A fully 3D vector approach with an embedded
diffuse scattering model [14] has been adopted to pursue a rea-
listic description of multipath propagation. A coherent rep-
resentation of the transmitted electric field corresponding to
each radio path is provided, as is necessary for MIMO
channel characterization. Therefore, the electric field of each
radio path (ray) is represented by a complex vector, which
depends on the traveled distance and on the interactions (reflec-
tions, diffractions, etc.) experienced by the propagating wave.

In the present work, the so-called narrowband array
assumption is made: the multipath pattern is assumed to be
unique for a given couple of transmit/receive phase-centre
positions. By tracing all the rays between the two radio
terminals a multidimensional characterization of the array-
dependent MIMO channel matrix is derived. Let (uD, fD)
be the initial (departure) direction of the qth ray with
respect to a local reference system on the transmitter side.
The far-field ET

q,t (rD, uD, fD; vRF) radiated by the tth antenna
on the qth ray at a reference distance rD (conventionally
chosen as 1 m) in the direction (uD, fD) is computed through
(6), and represents the input to the RT algorithm for the ray
under consideration. Considering the qth ray path and its inter-
actions (reflection, diffraction, and scattering) with obstacles in
terms of interaction losses, spreading factors, and phase shifts,
the corresponding field incident on the phase center of the
receiving array and referred to the position of its rth element
is given by

Er,q,t
R (rA, uA, fA; vRF) = Gq,t(sq

1, .., sq
i , .., sq

Nq )

· A · Eq,t
T (rD, uD, fD; vRF)e+jbdr,q,t

. (7)

The field on the left-hand side of (7) is described in a refer-
ence frame local to the receiver, with (uA, fA) representing the
direction of arrival of the qth ray and rA the distance at which
ER

r,q,t (.) is evaluated. The right-hand side of (7) provides an
explicit formulation of the propagation effects along the ray.
Gq is the scalar spreading factor accounting for the natural
attenuation of the field as it propagates along the ray. The
qth ray is a piecewise straight line consisting of Nq cascaded
segments, and sℓ

q is the length of the ℓth part of such segments.
The exponential factor accounts for the phase shift along the
qth ray between the tth transmitting and the rth receiving
antenna element. The distance dr,q,t is the overall ray length
taking into account the antenna element positions referred
to their respective phase centers. Last, A is a dyadic accounting
for the effect of ray interactions (reflections, diffractions, etc.),
which may be cast in the form

A =
∏Nq

ℓ=min {l,Nq,t }

Aq
ℓ

[ ]
, (8)

where Aq
ℓ is an appropriate dyadic that decomposes the field

into orthogonal components at the ℓth interaction point and
incorporates the proper interaction coefficients [15].

The peculiar feature of the adopted RT tool, empowered by
the embedded diffuse scattering model, is its ability to accu-
rately describe the multipath nature of the radio link, includ-
ing its angular spreading, which is fundamental for MIMO
performance. Such an ability is assessed in [16, 17], where
the model is validated against multidimensional MIMO
measurements performed at the Helsinki University of
Technology. The adopted RT algorithm has also been
shown to yield realistic results in terms of MIMO maximum
transmission capacity, as reported in [18].

I V . C O M P U T A T I O N O F T H E
M U L T I P L E - R E C E I V E R C U R R E N T
E X C I T A T I O N S A N D R E C E I V E R
A N A L Y S I S

In order to define the channel transfer matrix, the receiver
excitation for each incoming ray needs now to be computed.
The multiple receiving front end is described by the block
diagram shown in Fig. 3. In this case, nC

RX connection ports
between the NRAD

RX and the NNORAD
RX linear sub-networks are

used to transfer the signal received by the array to the NRX

receivers.
The receiving array is again characterized by a frequency-

domain 3D EM simulation [10], and the corresponding
(nC

RX × nC
RX) admittance matrix YA

RX is computed at each fre-
quency of interest.

The qth ray radiated by the tth element of the transmitting
antenna will excite voltages and currents in the receiver array.
In such conditions, the NRAD

RX network is active, though linear,
and may be represented by a Norton equivalent circuit as in
Fig. 3, which leads to the circuit equations

IRX,q,t
s = YRX

A (vRF)VRX,q,t
s + JRX,q,t

s . (9)

In (9), Js
RX,q,t is the vector of unknown Norton current

sources at the nC
RX connection ports, representing the circuit

equivalent of the incident field associated with the ray under
consideration. In order to find Js

RX,q,t, for each array port, we
make use of a two-step procedure based on the reciprocity
theorem. In the first step, we suppress the incident ray, and
operate the receiving array in a transmitting mode. The

Fig. 3. Block diagram of a MIMO system (receiver side).
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array is now fed by a unit-voltage source connected to the rth
port, and all remaining ports are short-circuited. In such con-
ditions, the normalized radiated far-field ERN

r (u ′
A, f ′

A; vRF)
(i.e., the physical field multiplied by r exp( jbr)) and the
input admittance parameters YTT

r are computed by EM analy-
sis as discussed in Section II. Here, (u ′

A, f ′
A) are the angular

coordinates of the ray direction of arrival in a receiver-referred
spherical reference frame. In the second step, we reintroduce
the incident field and short-circuit all the antenna ports, so
that by (9) the entries of Js

RX,q,t coincide with the port currents.
Such currents may then be expressed by a straightforward
application of the reciprocity theorem. Specifically, for the
qth ray radiated by the tth element, the rth entry of Js

RX,q,t

may be cast in the form:

Jr,q,t
s = j

2
h
lYr

TTEr
RN(u′A, f′

A; vRF)†Er,q,t
R (rA, uA, fA; vRF)

(1 ≤ r ≤ NRX), (10)

where † denotes the scalar product. Equation (10) can exactly
compute the Norton equivalent sources for an arbitrarily
polarized receiving array excited by an arbitrarily polarized
incident field having an equally arbitrary direction of arrival,
which allows a general 3D channel model to be generated.
Note that the use of the scalar reception pattern of the receiv-
ing antenna is not sufficient for this purpose. A superposition
of the contributions (10), spanning all the incoming rays,
finally yields the current source at the rth port:

Jr
s =

∑NTX

t=1

∑Nt
RAY

q=1

Jr,q,t
s , (11)

where NRAY
t is the number of rays originating from the tth

transmitter element. This method allows the actual receiver
excitations to be exactly computed with the multiple receiver
terminated by the EM-generated frequency-dependent recei-
ver array impedance matrix. For a given channel scenario,
this procedure may thus be used to efficiently compute the
impact of different antenna structures and relative positions
on receiver performance.

By combining (11), (10), (7), and (6), we may now express
each current Js

r (1 ≤ r ≤ NRX) as a linear combination of the
voltages Vs

t (1 ≤ t ≤ NTX). In other words, we have established
a linear map between the vector Js

RX of the receiver excitation
currents at the receiving antenna ports and the vector Vs

TX of
the transmitting antenna excitation voltages. If we cast this
map in the form

JRX
s = H(vRF)VTX

s , (12)

the complex (NRX × NTX) matrix H(vRF) represents our
definition of the channel transfer matrix.

As a clarifying example, for a simple 2 × 2 MIMO link with
only two non line-of-sight (NLOS) rays (one for each

transmitter), (12) takes on the explicit form

Jr1
s

Jr2
s

[ ]
=

H11 H12

H21 H22

[ ]
Vt1

s

Vt2
s

[ ]
,

H11 = j
2
h
lY1

TT(vRF)Gt1e+jbdr1,I,t1
[DAt1]tr†Er1

RN(uI
A,fI

A;vRF),

H12 = j
2
h
lY1

TT(vRF)Gt2e+jbdr1,II,t2
[DAt2]tr†Er1

RN(uII
A,fII

A;vRF),

H21 = j
2
h
lY2

TT(vRF)Gt1e+jbd
r2,I,t1

[DAt1]tr†Er2
RN(uI

A,fI
A;vRF),

H22 = j
2
h
lY2

TT(vRF)Gt2e+jbd
r2,II,t2

[DAt2]tr†Er2
RN(uII

A,fII
A;vRF).

(13)

In (13) superscripts ‘t1, t2’ and ‘r1, r2’ are the transmitted
and incident rays indexes.

The channel transfer matrix H(vRF) defined by (12) simul-
taneously accounts for selective fading due to 3D multipath
propagation in the channel, for all EM couplings existing
between the transmitting and receiving antennas, and for
polarization mismatches between incident field and receiving
antennas. The latter are due to power transfer between cross
polarizations taking place in the channel, as shown in
Section IV, and possibly to different antenna structures.

At this stage, we write the receiver NNORAD
RX equations in a

way similar to (3), namely

−IRX
s = YRX

DT(vRF)XRX
s + YRX

TT(vRF)VRX
s , (14)

where the superscript “RX” stands for “receiver” and the
meanings of all quantities are otherwise identical to those
appearing in (3). Equations (9), (14), and the non-linear sub-
network equations may now be handled by well-known algor-
ithms [7] to produce a full non-linear analysis of the receiver
under modulated RF drive.

V . B E N C H M A R K S I M U L A T I O N
O F A M I M O L I N K

A) Effect of antennas spacing on multiple
front end performance
A 2 × 2 MIMO link designed for wireless local area network
(WLAN) application at 2.437 GHz is considered first. The
transmitter consists of two single-conversion front ends with
a total of 196 device ports and 2370 internal nodes. The receiver
consists of two image-rejection front ends with 416 device ports
and 2490 nodes. The antennas – similar to the one proposed in
[5] – are two parallel groundless half-wave dipoles built on
Taconic RF-60 substrate (1r ¼ 6.15, tand ¼ 0.0028), and are
analyzed by [10]. The array is depicted in Fig. 4. The results
in terms of scattering parameters of the array and of the radi-
ation pattern of each element in the presence of the other one
are plotted in Figs 5(a) and 5(b), respectively, and are compared
with similar quantities for the standalone dipole.

The reflection coefficients exhibit resonance frequency
shifts up to 2%, and a mutual coupling up to 210 dB is
observed. The latter produces a remarkable deformation of
the H-plane radiation pattern with respect to the standalone
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dipole, as is evident from Fig. 5(b). These results clearly show
that theoretical approaches to MIMO analysis based on the
assumption of isolated antennas do not represent a valid
description of real-world compact systems. Indeed, antenna
interactions are significant even at distances d comparable
with the wavelength. In turn, transmitter performance is
strongly dependent on couplings between antennas. Indeed,
due to couplings transmitter loads are a function of antenna
distance, and so is the transmitter performance, according
to the discussion presented in Section II. This effect is demon-
strated in Fig. 6, where the far-field radiated power density
ET†ET

∗/2h evaluated by (6) is plotted against IF input
power as a function of dipoles spacing. For the sake of com-
parison, the same analysis is repeated for an identical standa-
lone transmitter. The transmitter gain compression curve is
found to be strongly influenced by the presence of neighbor-
ing array elements.

Frequency-dependent antenna interactions are widely
recognized to have a primary influence on MIMO channel
capacity [2, 4]. Figure 6 shows that they also play an essential
role in determining the linear and non-linear transmitter per-
formance [19]. Indeed, such performance may be enhanced or
degraded with respect to the SISO case depending on antennas
spacing.

We then investigate the effects of receiving antennas
spacing on the channel transfer matrix in a rich scattering
propagation scenario. The first analysis is carried out under
RF sinusoidal excitation at 2.437 GHz without modulation.
The transmitting antenna elements are kept at a fixed distance
of 6.16 cm, corresponding to half the wavelength. The channel
scenario needs more than 3000 propagation rays. Figures 7(a)
and 7(b) compare the magnitudes of the entries of the channel
transfer matrix H(vRF) for antennas spacing of 3l/8 and l/8,
respectively. The two plots clearly show that for the chosen
propagation scenario selective fading may be effectively

compensated by suitable antennas spacing, since larger
values of the H(v) entries automatically result in channel
capacity improvement [2, 4].

The next step is to optimize the antennas spacing for the
given channel scenario and for a real-world digitally modu-
lated signal. The selected modulation format is 16-QAM at
a bit rate of 1.28 Mb/s. The system output signal is computed
by in-phase combining the output signals of the two receivers
(equal-gain combining technique). The adopted performance
index is the BER in the presence of thermal noise described by
an Additive White Gaussian Noise (AWGN) model. The noise
calculation has been based on the assumption that noise
received by the antenna is the dominant noise contribution.
According to the well-known theory of linear network noise,
this contribution is modeled by a set of equivalent noise
current sources connected in parallel to the receiving
antenna ports, and thus to the current sources Js

r given by
(11), which represent the useful signal. The noise sources
have Gaussian statistics, and their correlation matrix is pro-
portional to the real part of the multiport antenna admittance
matrix trough an equivalent antenna noise temperature [20].
BER evaluation is carried out at the circuit level by the same
technique introduced in [11] for the SISO case. Briefly, once
all the system parameters have been specified, the input mod-
ulating signal is described as a random sequence of bits, and
the output sequence is evaluated by the envelope-transient
technique in a time slot of finite length, say a few hundred
bits. This I/O information generated by simulation is used
to train an Artificial Neural Network (ANN) model of the
link in the given operating conditions. The ANN model is
then used to cheaply generate an output sequence of several

Fig. 5. (a) Scattering parameters of the two-port transmitting antenna for different dipoles spacing (d ) and for the standalone dipole (SISO). (b) H-plane radiation
pattern of a standalone dipole and of one dipole in the presence of the other for different inter-element spacing.

Fig. 6. Transmitter gain compression curve for different dipoles spacing.

Fig. 4. Printed dipole array (dimensions in mm).
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million bits that is used to compute BER by direct comparison
with the input sequence [11, 21]. Note that a full frequency-
domain noise analysis for non-linear circuits including the LO
noise contribution in receiver front ends has been previously
demonstrated [20, 22]. However, handling LO noise inside a rig-
orous non-linear circuit-level BER analysis of the kind outlined
above is not straightforward. This topic is currently under inves-
tigation, and the results will be reported elsewhere.

Figure 8 shows the results obtained for a fixed
signal-to-noise ratio (SNR) of 10 dB at the receiver input.
Such results are based on a sequence of 1 600 000 samples gen-
erated by an ANN link model trained by a sequence of 512
simulated samples. For the scenario under consideration, the
optimum antennas spacing (d ≈ l/4) results in a BER
reduction of about two orders of magnitude with respect to
the SISO case. Note that the optimum performance is accep-
table in spite of the low SNR.

These results are visually confirmed by comparison of the
output signal constellations of the MIMO link with optimal

(Fig. 9(a)) and non-optimal (Fig. 9(b)) antennas spacing. The
two main sources of the signal corruption observed in Figs 9
and 10 are noise and in-band linear distortion. Non-linear dis-
tortion is also somewhat improved by the MIMO arrangement
with respect to the corresponding SISO system (same circuits
and channel), but the effect is not as dramatic as for BER.
This is evident by comparison of Figs 10(a) and 10(b), where
the input and output signal spectra are shown (in the absence
of noise) for the MIMO system with optimal antennas
spacing and for the corresponding SISO system, respectively.
The adjacent-channel power ratio (ACPR) is reduced by
about 4 dB in the MIMO case. Also, for a MIMO system, non-
linear distortion is almost independent of antennas spacing. As
an example, the output spectrum reported in Fig. 10(c) for a case
of non-optimal antennas spacing (d ≈ l/8) exhibits a distortion
level quite similar to that observed in Fig. 10(a) (the change in
ACPR is ,1 dB). A full non-linear/EM multi-tone analysis of
the 2 × 2 MIMO link requires about 100 min of CPU time
on a 2.8 GHz PC. Within this budget, about 40% of the time
is taken by the EM simulation of the transmitting and receiving
antenna arrays, about 45% by the computation of the RT-based
field prediction model, and the remaining 15% by the non-linear
analysis of the transmitter and receiver front ends.

B) Validation by comparison with
time-domain results
For validation purposes, in this section, we present a compari-
son of the MIMO link analysis results produced by our tech-
nique with those generated by time-domain analysis making
use of Spectre HDL [9]. For this purpose, the frequency-domain
channel model discussed in Section III is converted into a time-
domain user-defined component in Spectre HDL format

Fig. 7. Magnitudes of the channel transfer matrix entries: (a) for 3l/8 dipoles spacing and (b) for l/8 dipoles spacing.

Fig. 8. Estimated BER of a MIMO link as a function of dipoles spacing.

Fig. 9. Output signal constellation of the MIMO link: (a) with optimal antennas spacing (d ≈ l/4) and (b) with non-optimal antennas spacing (d ≈ l/8).
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according to the technique discussed in [23]. This procedure is
very demanding in terms of CPU time, since it basically relies
upon a time-domain convolution. The other bottleneck is the

slow (1.28 Mb/s) modulation of the 2.437 GHz RF carrier,
which generates the need for an unreasonably large number
of time-domain integration steps. We have thus been forced
to work out a tradeoff between accuracy and CPU time by limit-
ing the number of frequency-domain sampling points for the
entries of the channel transfer matrix, and of time-domain
sampling points in the integration process. Even so, the CPU
time required to compute the results reported in Figs 11 and
12 by time-domain analysis was about 22 000 times longer
than the CAD procedure discussed in the previous sections.
The benchmark quantity used for comparison is the Norton
equivalent current source Js

1 defined by (11). The analysis is
limited to a 64-bit time slot. Figure 11 provides a visual com-
parison of the time-domain waveforms of this current com-
puted in the presence of digital modulation. More quantitative
comparisons are provided in Figs 12(a) and 12(b), showing
the in-phase (a) and quadrature (b) components of the
complex envelope.

Fig. 11. Time-domain waveform of the modulated current source Js
1 for a

2 × 2 MIMO link with optimal dipoles spacing (64-bit time slot).

Fig. 10. Normalized power spectra for: (a) a MIMO link with optimal dipoles spacing (ACPR is about 250.1 dBc); (b) the SISO link corresponding to (a) (ACPR is
about 246.2 dBc); (c) a MIMO link with non-optimal dipoles spacing (d ≈ l/8) (ACPR is about 249.2 dBc).

Fig. 12. In-phase (a) and quadrature (b) component of the complex envelope for the modulated current source Js
1.
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In all cases the agreement may be considered very satisfac-
tory, which provides a reliable validity check for our MHB
analysis procedure.

In order to validate the BER computation procedure, we
finally tried to generate results similar to those reported in
Fig. 8 by commercial software. As in Section V.A, a 16-QAM
modulated input signal was considered, with a bit rate of 1.28
Mb/s and a 10 dB SNR at the receiver ports. This turned out
to be an awkward task, because a direct time-domain approach
was found to be impossible due to impractically large CPU time
requirements. We thus resorted to a system simulator. In order
to get best accuracy within the capabilities of system-oriented
software, we described each transmitter and receiver by a be-
havioral model derived by HB analysis, and the channel
description was input as a user-defined component character-
ized by the transfer equations (12) at the data entry level. In
this way, the results provided by the system simulator were
found to agree with those reported in Fig. 8 with a maximum
discrepancy of +10% for d ≥ l. However, for closely spaced
antennas, the commercial simulator was unable to reproduce
the dependence of the transmitter performance on antenna
couplings, and the BER results were grossly in error.

V I . C O N C L U S I O N

The computer-aided simulation of MIMO links is a formidable
problem that is normally tackled by a handful of simplifying
assumptions whose combined impact on the overall analysis
accuracy may be difficult to establish. The highest modeling dif-
ficulties are encountered when antennas must be placed in close
proximity of each other, e.g., due to space limitations. Indeed, in
such cases, antenna couplings may critically affect system per-
formance. In this paper, we propose a solution approach based
on the combination of state-of-the art software tools and of
basic EM theory in order to systematically handle each subsys-
tem as well as the interactions among subsystems in a most
general and accurate way. Key aspects are the EM characteriz-
ation of the transmit/receive arrays, the analysis of transmit/
receive front ends by non-linear CAD methods, the RT-based
channel model, and the description of the EM field as the
actual physical link between the transmitter and receiver side.
The proposed technique is intended as a starting point, that
is, an initial kernel for the development of a new generation
of general-purpose software tools for RF link analysis. Several
aspects still have to be improved or developed, and will be
the topics of future work. As a representative example, time-
domain statistical channel models may be the way to go for
mobile MIMO links, and will have to be interfaced with the
other analysis tools taking advantage of the hybrid time-
frequency domain representation already used to describe digi-
tally modulated signals. The potential applications cover vir-
tually any kind of link operating under complex, highly
inhomogeneous propagation conditions, e.g., from mobile
communications to data transfer from precision mechanical
instrumentation in a workshop environment.
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