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Abstract Triangular algebras, and maximal triangular algebras in particular, have been objects of
interest for over 50 years. Rich families of examples have been studied in the context of many w∗- and
C∗-algebras, but there remains a dearth of concrete examples in B(H). In previous work, we described
a family of maximal triangular algebras of finite multiplicity. Here, we investigate a related family of
maximal triangular algebras with infinite multiplicity, and unearth a new asymptotic structure exhibited
by these algebras.
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1. Introduction

Triangular algebras have been studied in a variety of contexts for over 50 years, since
Kadison and Singer first introduced the concept of triangularity in [6]. Their initial study
was of algebras T of bounded operators on a Hilbert space. Such an algebra is said to be
triangular if its diagonal subalgebra, T ∩ T ∗, is a maximal abelian self-adjoint algebra
(masa) in B(H). In finite dimensions, a masa is just the set of diagonal matrices with
respect to a fixed basis, and any matrix algebra containing the masa consists of a span
of matrix units with respect to this basis. The triangularity condition amounts to T
being precisely the span of matrix units ei,j , where i � j, as determined by some partial
ordering � of {1, 2, . . . , n}. The algebra is then maximal as a triangular algebra if and
only if the associated partial order is a linear order.

In infinite dimensions, the masa generalizes the algebra of diagonal matrices. It is
not, of course, always associated with a basis, but through spectral theory, can always
be associated with a compact spectral set, and the goal is to correspondingly associate
the triangular algebra with a one-sided action or partial order on the spectral set. This
correspondence has been the subject of study in a wide range of contexts. The nest alge-
bras, introduced by Ringrose [18] shortly after the triangular algebras, extended the class
of hyperreducible triangular algebras studied by Kadison and Singer, and proved more
tractable than general triangular algebras. Later authors explored triangular algebras of
certain C∗-algebras [9,15,17] and of von Neumann algebras [8], which stimulated a rich
body of results by many mathematicians in these contexts.
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Little, however, is known in detail about maximal triangular algebras on infinite-
dimensional Hilbert spaces, where in general the masa is not a Cartan algebra [5]. Kadison
and Singer [6] showed that the lattice of invariant projections of a maximal triangular
algebra must be linearly ordered. They focused on those maximal triangular algebras
whose invariant lattice is multiplicity free (i.e. has a cyclic separating vector), and showed
that in this case the algebra is determined by its invariant lattice; that is to say, it is
a nest algebra. They called such maximal triangular algebras hyperreducible. They also
showed, in contrast to the finite-dimensional case, that not all maximal triangular alge-
bras are hyperreducible and indeed that there exist maximal triangular algebras that are
irreducible (i.e. having no non-trivial invariant projections). Solel [19] further investi-
gated irreducible triangular algebras. Poon [16] and, independently, the present author
[10], showed that, in general, maximal triangular algebras need not even be norm closed.

But apart from the hyperreducible case, no concrete examples of maximal triangular
algebras in B(H) were known until [13]. There, using techniques derived from the sim-
ilarity theory of nests [1], it was possible to describe two classes of non-hyperreducible
maximal triangular algebras. The first of these was based on a tensor-product construc-
tion proposed in [4] (see Theorem 2.1, below). The other was based on a construction
of block operator matrices (see Theorem 2.4, below). The goal was to study a family
of maximal triangular algebras we termed the compressible maximal triangular algebras
(see [13, Definition 6.1], and Definition 2.2, below), which are defined in analogy with
the type I von Neumann algebras, and we succeeded in obtaining detailed descriptions of
most finite-multiplicity compressible maximal triangular algebras in [13, Theorem 6.1].

The purpose of the present work is to extend the construction of compressible maxi-
mal triangular algebras from finite multiplicity to infinite multiplicity. In Theorem 3.8,
we present a new construction for infinite-multiplicity triangular algebras, and in
Theorem 3.14, we show when this construction yields maximal triangular algebras. In § 4,
we explore the range of examples provided by this construction, and in § 5, we present
criteria for recognizing maximal triangular algebras that can be represented in this way.

One feature of this construction is that it exposes a new kind of ‘asymptotic triangu-
larity’ condition that appears in infinite multiplicity but not in finite multiplicity. This is
based on the ‘liminal seminorms’ introduced in Definition 3.3 and the properties of their
support sets seen in Definition 3.6. Heuristically, these conditions can be thought of as
describing the contributions to the norms of rows and columns that are not localized in
individual block matrix entries but rather are residual in the row or column ‘at infinity’.

In this paper, we focus on those infinite-multiplicity compressible maximal triangular
algebras that are quite uniform with respect to this asymptotic behaviour, which we
term simple algebras; although we also present examples of the more complex, but still
tractable, behaviour of non-simple algebras (e.g. Example 5.7). The general case of com-
pressible algebras with infinite multiplicity is still unclear, but this study illustrates the
kind of subtleties that arise when passing from finite to infinite multiplicity. Further work
will be needed to understand the infinite-multiplicity case completely.

2. Preliminaries

Throughout this paper, the underlying Hilbert spaces are always assumed separable. A
nest is a linearly ordered set of projections on a Hilbert space which contains 0 and I,
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and is weakly closed (equivalently, order-complete). The nest algebra, Alg(N ), of a nest
N is the set of bounded operators leaving invariant the ranges of N . An interval of N is
the difference of two projections N > M in N . Minimal intervals are called atoms, and
the atoms (if there are any) are pairwise orthogonal. If the join of the atoms is I, the
nest is called atomic; if there are no atoms, it is called continuous. See [2] for further
properties of nest algebras.

Nests have a spectral theory analogous to the spectral theory for self-adjoint operators
[3]. Each nest is unitarily equivalent to a nest constructed from a triple consisting of
a linearly ordered set X which is compact in its order topology, a finite regular Borel
measure m and a measurable multiplicity function d : X → N ∪ {+∞}. Briefly, the con-
struction is as follows. For each i ∈ N let Xi := {x ∈ X : d(x) ≥ i}, and for each x ∈ X
write Lx := {y ∈ X : y � x}. Let Hi := L2(Xi,m), and the nest consists of the projec-
tions on H :=

⊕
Hi corresponding to multiplication by the characteristic functions of

Lx ∩ Xi on each Hi. If the multiplicity function is constant, then the nest is said to have
uniform multiplicity, the non-zero Hi are unitarily equivalent and N can be represented
as a direct sum of copies of a multiplicity-free nest. If the nest is continuous, we can take
X = [0, 1] and m to be Lebesgue measure. This representation also provides each nest
with an associated projection-valued spectral measure corresponding to multiplication by
the characteristic function of a Borel set. When the nest is continuous, we write E(S) for
the corresponding spectral measure on the Borel sets of [0, 1].

We now describe in more detail the two previously known constructions for maximal tri-
angular algebras mentioned in the introduction. The first of these realizes the ‘triangular
tensor product’ construction envisioned in [4].

Theorem 2.1 (Orr [13, Theorem 5.1]). Let N0 and M0 be multiplicity-free nests
on the Hilbert spaces H and K, respectively, and let N := N0 ⊗ IK and M := IH ⊗M0.
Then there is a unique maximal triangular algebra T satisfying

Alg(N0) ⊗ Alg(M0) ⊆ T ⊆ Alg(N0) ⊗ B(K).

Moreover T is the set of operators X ∈ Alg(N ) such that (i) whenever M ∈ M has both
an immediate predecessor and successor in M then

M⊥XM ∈ R∞
N

and (ii) whenever M > M ′ > M ′′ are in M then

M⊥XM ′′ ∈ R∞
N .

In the statement of the theorem, R∞
N denotes Larson’s ideal, introduced in [7], which

is the largest off-diagonal ideal of Alg(N ) [13, Theorem 4.1]. See also [2, Chapter 15] for
details of tensor products; in the theorem the tensor products are weakly closed spatial
tensor products of the respective algebras.

While Theorem 2.1 will provide us with useful examples, our main focus in this paper
will be on the class of compressible maximal triangular algebras, which we introduced in
[13] in analogy with the type I von Neumann algebras.
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Definition 2.2. Let T be a maximal triangular algebra. Let N be the lattice of
invariant projections of T , which was shown to be a nest in [6]. The commutant N ′

is a type I von Neumann algebra and so contains a partition of the identity Ei consisting
of abelian projections. If such Ei can be chosen so that EiT |EiH is maximal triangular
for all i, we say that T is compressible.

In [13] we saw both that the compression of a maximal triangular algebra to the
range of an abelian projection in N ′ need not always be maximal, and also that, if such
projections can be found, they can provide a basis for completely describing the algebra.
More precisely, in [13, Theorem 6.1] we saw that if T is a compressible maximal triangular
algebra and N has no infinite-multiplicity part and satisfies some other mild regularity
conditions on its spectral multiplicity, then T can be completely described.

In our present study we will go to the other extreme and focus on the case when N has
uniform infinite multiplicity. (Studying the case of mixed finite and infinite multiplicity is
premature when the full range of infinite-multiplicity behaviour is not yet understood.)
The starting point for our study will therefore be in analogy with the results from [13,
Example 6.3], which present an easily visualized construction for uniform finite multiplic-
ity compressible maximal triangular algebras as finite block operator matrices. We will
give a precise statement of the finite-multiplicity result after first defining the diagonal
seminorm function, which will be another key ingredient of our study.

Definition 2.3. Let N = {Nt : t ∈ [0, 1]} be a continuous nest where the indexing is
compatible with the spectral measure (i.e. Nt = E([0, t])). For X ∈ Alg(N ) and x ∈ [0, 1]
we define the diagonal seminorm function ix(X) by the formula

ix(X) := inf{‖(Nt − Ns)X(Nt − Ns)‖ : s < x < t}.

Theorem 2.4 (Orr [13, Theorem 6.3]). Suppose that N0 is a continuous nest on H
and M0 is a finite nest of length n on K = Cn, and let N := N0 ⊗ IK and M := IH ⊗M0.
Write Ei for the minimal intervals (atoms) of M. Then every maximal triangular algebra
T satisfying

Alg(N0) ⊗M′
0 ⊆ T ⊆ Alg(N0) ⊗ B(K)

is of the form

{X ∈ Alg(N ) : for each 1 ≤ i, j ≤ n and almost every x ∈ Si,j , ix(EiXEj) = 0}

where the sets Si,j (1 ≤ i, j ≤ n) are Borel subsets of [0, 1] satisfying

Si,i = [0, 1],

Si,j = Sc
j,i for i = j and

Si,j ∩ Sj,k ⊆ Si,k for all i, j, k.

Note the inclusion condition on T in the last result holds for any compressible algebra
with finite uniform multiplicity nest, and so there is no loss of generality involved, just a
selection of a fixed representation of the nest.

The key technical result involved in proving the last two theorems was the Interpolation
theorem, which is also a crucial tool in the present work:
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Theorem 2.5 (Interpolation theorem; [13, Theorem 3.1]). Let N be a continu-
ous nest indexed as above, let X ∈ Alg(N ) and, for a > 0, let S := {t ∈ [0, 1] : it(X) ≥ a}.
Then there are operators A,B ∈ Alg(N ) such that AXB = E(S).

Although the substance of this result was proved in [13, Theorem 3.1], it should be
noted that the proof there made use of a slightly different diagonal seminorm function
(the i+x of Ringrose’s [18]) and that the Interpolation theorem based on our present ix
seminorms was given in [12, Theorem 1.2].

We will use the diagonal seminorm function throughout our results. The following
lemma is routine to prove and captures the key technical properties of the function.

Lemma 2.6. For fixed x ∈ [0, 1], ix(X) is a submultiplicative seminorm on Alg(N ).
For fixed X ∈ Alg(N ), ix(X) is an upper semicontinuous function on [0, 1].

3. The simple uniform algebras

In this section, we will see the precise definition of the new class of infinite-multiplicity
maximal triangular algebras which will be our main object of study in this paper, and
which we term the simple uniform algebras (see Definition 3.9).

For the rest of this paper, fix H and K as separable infinite-dimensional Hilbert spaces.
Let N0 be a multiplicity-free continuous nest on H and D0 an atomic masa on K. Let N :=
N0 ⊗ IK and D := IH ⊗D0. We naturally visualize the elements of Alg(N ) as infinite
block operator matrices with entries in the continuous nest algebra Alg(N0).

The atoms of D0 are one-dimensional so pick a basis εi of K consisting of unit vectors
in the atoms of D0. Let Ei,j := I ⊗ (εi ⊗ ε∗j ), where we adopt the notation α ⊗ β∗ for the
rank-1 operator 〈 . , β〉α. Also write Ei := Ei,i and Nx (x ∈ [0, 1]) for the nest projections
of N , where the indexing is compatible with the spectral measure (i.e. Nt = E([0, t])).

Note that any triangular algebra T satisfying the inclusion relation

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K)

is compressible and so throughout the remainder of this paper, and especially in § 5, we
shall focus on triangular algebras satisfying this relation.

The following definition is just the direct analogue of the sets used in Theorem 2.4,
except with infinite multiplicity. In the proposition that follows it, we see that these
properties alone are not enough to specify a triangular algebra in the infinite-multiplicity
case.

Definition 3.1. Let S = (Si,j)i,j∈N be a collection of Borel subsets of [0, 1]
satisfying:

(1) Si,i = [0, 1] for all i ∈ N;

(2) Si,j ∩ Sj,i = ∅ for all i = j in N;

(3) Si,j ∩ Sj,k ⊆ Si,k for all i, j, k ∈ N.

Then S is called a triangular system.
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Proposition 3.2. Let S be a triangular system and let T (S) be the set of all X ∈
Alg(N ) such that ix(EiXEj) = 0 for each 1 ≤ i, j < ∞ and almost every x ∈ Si,j . Then
T (S) is a triangular space but is never an algebra; that is to say, it is a linear space and
T (S) ∩ T (S)∗ is a masa, but it is not closed under multiplication.

Proof. For each i, j ∈ N and x ∈ [0, 1], the function X �→ ix(EiXEj) is a norm-
bounded seminorm. From this it is routine to see that T (S) is a norm-closed linear space.
If T ∈ T (S) ∩ T (S)∗ then T ∈ Alg(N ) ∩ (Alg(N ))∗ = N ′. We must show EiTEj = 0 for
all i = j, for then T commutes with all Ei and so T ∈ N ′

0 ⊗D0, the diagonal masa.
Suppose EiTEj = 0 for some i = j. Then ix(EiTEj) is zero almost everywhere (a.e.)

outside Si,j and ix(EjT
∗Ei) is zero a.e. outside Sj,i. Since these two quantities are equal,

and Si,j ∩ Sj,i = ∅, it follows that ix(EiTEj) is zero a.e. By Theorem 2.1 of [13], EiTEj ∈
R∞

N , which is a diagonal-disjoint ideal of Alg(N ), and yet EiTEj belongs to N ′, the
diagonal of Alg(N ), hence EiTEj = 0.

To see that T (S) is not an algebra, we shall fix arbitrary i, j and construct opera-
tors X = EiX and Y = Y Ej in T (S) that satisfy ix(EiXY Ej) ≥ 1 for all x ∈ [0, 1]. Let
(sn, tn) be an enumeration of all the open intervals with rational endpoints in [0, 1].
For each n pick sn < x < y < tn and set Xn := αn ⊗ β∗

n and Yn := βn ⊗ γ∗
n, where αn,

βn, and γn are unit vectors in, respectively, the range of (Nx − Nsn
)Ei, (Ny − Nx)En,

and (Ntn
− Ny)Ej . Since each of these ranges is infinite dimensional, we can choose

the αn, βn, and γn inductively to be pairwise orthogonal sequences. Each Xn and
Yn is in Alg(N ) since Xn = NxXnN⊥

x and Yn = NyYnN⊥
y , and so X :=

∑
n Xn and

Y :=
∑

n Yn converge strongly to operators in Alg(N ). For any m,n we have EmXEn is
zero unless m = i, in which case ix(EiXEn) = ix(Xn) = 0, since Xn is finite rank. Thus
ix(EmXEn) is zero for all m,n and x ∈ [0, 1] so X ∈ T (S) and, similarly, Y ∈ T (S).
Conversely, XY = EiXY Ej =

∑
n αn ⊗ γ∗

n. Since ‖(Ntn
− Nsn

)XY (Ntn
− Nsn

)‖ ≥ 1 for
all n it follows that ix(EiXY Ej) ≥ 1 for all x and so T (S) cannot be closed under
multiplication. �

Moreover, as we shall see in Proposition 5.5, every maximal triangular algebra, T ,
satisfying Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K) is contained in T (S) for some triangular
system S. Thus it makes sense to seek additional constraints on the elements of T (S)
that will determine a maximal triangular algebra. In the following two definitions, we
introduce the properties related to ‘behaviour at infinity’ of block operator matrices,
which enable us to specify triangular algebras.

Definition 3.3. Let Mi :=
∑n

i=1 Ei. For X ∈ Alg(N ), t ∈ [0, 1], and i, j ∈ N, define
the liminal row seminorm

ri,t(X) := lim
k→∞

it(EiXM⊥
k )

and the corresponding liminal column seminorm

cj,t(X) := lim
k→∞

it(M⊥
k XEj).

Remark 3.4. Despite superficial appearances, the values of ri,t and cj,t do not depend
on the ordering of the atoms of D.
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The proof of the following basic properties of the liminal seminorms is routine, and left
to the reader.

Lemma 3.5. For fixed i, j and t ∈ [0, 1], the functions ri,t and cj,t are seminorms
on Alg(N ). For fixed i, j and X ∈ Alg(N ), the functions ri,t(X) and cj,t(X) are upper
semicontinuous functions of t ∈ [0, 1].

We now add extra properties to the definition of a triangular system, which will enable
us to specify a triangular algebra, as seen in Theorem 3.8.

Definition 3.6. Let S = (Si,j)i,j∈N, R = (Ri)i∈N, and C = (Cj)j∈N be collections of
Borel subsets of [0, 1] satisfying:

(1) Si,i = [0, 1] for all i ∈ N;

(2) Si,j ∩ Sj,i = ∅ for all i = j in N;

(3) Si,j ∩ Sj,k ⊆ Si,k for all i, j, k ∈ N;

(4) Ci ∩ Si,j ⊆ Cj for all i, j ∈ N;

(5) Si,j ∩ Rj ⊆ Ri for all i, j ∈ N;

(6) Ri ∩ Cj ⊆ Si,j for all i, j ∈ N.

Then the triple (S,R,C) is called an extended triangular system.

Definition 3.7. Given collections of Borel sets, S = (Si,j)i,j∈N, R = (Ri)i∈N, and C =
(Cj)j∈N, we shall write T (S,R,C) for the set of all X ∈ Alg(N ) such that:

(1) it(EiXEj) = 0 for each 1 ≤ i, j < ∞ and almost every t ∈ Si,j ;

(2) ri,t(X) = 0 for each 1 ≤ i < ∞ and almost every t ∈ Ri;

(3) cj,t(X) = 0 for each 1 ≤ j < ∞ and almost every t ∈ Cj .

Theorem 3.8. If (S,R,C) is an extended triangular system then T (S,R,C) is a
triangular algebra.

Definition 3.9. The algebras T (S,R,C) described in the last theorem are called the
simple uniform triangular algebras.

Proof of Theorem 3.8. By the same techniques as Proposition 3.2, and since ri,t

and cj,t are seminorms, T (S,R,C) is a triangular space. It remains to show it is closed
under multiplication. Let X,Y ∈ T (S,R,C) and verify criteria (1)–(3) for XY.
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To verify (1), fix i and j and consider

it(EiXY Ej) ≤
r∑

k=1

it(EiXEkY Ej) + it(EiXM⊥
r Y Ej)

≤
r∑

k=1

it(EiXEk)it(EkY Ej) + it(EiXM⊥
r )it(M⊥

r Y Ej).

The terms in the sum are zero a.e. outside Si,j and the remainder term converges to zero
(as r → ∞) for almost every t outside Ri ∩ Cj ⊆ Si,j . Integrate (wrt t) over Sc

i,j and apply
the Dominated Convergence theorem to the limit as r → ∞ to see that it(EiXY Ej) = 0
for almost all t ∈ Si,j .

Verify (2) in the same way by considering the inequality

it(EiXY M⊥
j ) ≤

r∑

k=1

it(EiXEkY M⊥
j ) + it(EiXM⊥

r Y M⊥
j )

≤
r∑

k=1

it(EiXEk)it(EkY M⊥
j ) + it(EiXM⊥

r )‖Y ‖

from which, taking j → ∞,

ri,t(XY ) ≤
r∑

k=1

it(EiXEk)rk,t(Y ) + it(EiXM⊥
r )‖Y ‖.

The terms in the sum are zero a.e. outside Si,k ∩ Rk ⊆ Ri, and the remainder term con-
verges to zero (as r → ∞) for almost every t outside Ri. Thus, similarly by the Dominated
Convergence theorem, ri,t(XY ) = 0 on Rc

i . The case of criterion (3) is analogous. �

We now present a key observation, which relates our construction, with families of
measurable sets, to partial orders, something to be expected in the context of triangular
algebras. Note that an extended triangular system induces a set of partial orders and
‘Dedekind cuts’ on N. More precisely, for each fixed x ∈ [0, 1], we define a partial order
on N by i � j if x ∈ Si,j and let A = {i ∈ N : x ∈ Ci} and B = {i ∈ N : x ∈ Ri}. Note
that A is an increasing set, since if i ∈ A and i � j then x ∈ Ci and x ∈ Si,j , so that
x ∈ Ci ∩ Si,j ⊆ Cj so that j ∈ A. In the same way, one sees that B is a decreasing set
and that every element in A dominates every element in B (i.e. b � a). Although the pair
(A,B) is not exactly a Dedekind cut – most importantly it does not always partition N

– we shall continue to employ the terminology because of the unmistakable similarities
and the fact that, like a true Dedekind cut, this pair of sets does indicate the behaviour
at a missing or virtual point, in our case the asymptotic point at infinity.

Definition 3.10. In our context, a Dedekind cut on a partially ordered set is a pair
of subsets (A,B) such that: A is increasing, B is decreasing, and every element of A
dominates every element of B (though not strictly).
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We shall see below (Theorem 3.14) that if this induced set of partial orders and
Dedekind cuts is maximal, then T (S,R,C) is a maximal triangular algebra. We collect
a few simple facts about this ordering/cuts viewpoint in the following lemmas.

Lemma 3.11. Let (S,R,C) be an extended triangular system and for each x ∈ [0, 1]
let �x and (Ax, Bx) be the partial order and Dedekind cut induced on N in the context
of x, as described above. Then (S,R,C) is maximal (in the sense that none of the sets in
S, R, or C can be enlarged without violating the requirements of an extended triangular
system) if and only if for each x ∈ [0, 1], �x is a linear order, Ax ∪ Bx = N, and either
(a) Ax has no smallest element and Bx has no greatest element, or (b) min Ax and max Bx

both exist, and are equal.

Proof. First suppose (S,R,C) is maximal.
Fix an arbitrary x ∈ [0, 1]. Even if �x were not linear, it could at least be extended to

a linear order �′
x on N. Enlarge Ax and Bx to

A′
x := {i : ∃a ∈ Ax with a �′

x i} and B′
x := {i : ∃b ∈ Bx with i �′

x b}.

Clearly A′
x is increasing, B′

x is decreasing, and if a′ ∈ A′
x and b′ ∈ B′

x then there are
a ∈ Ax and b ∈ Bx with

b′ �′
x b �x a �′

x a′

and so (A′
x, B′

x) is a Dedekind cut. Enlarge (S,R,C) accordingly (i.e. put x in S′
i,j

whenever i �′
x j, etc.), and so by maximality each S′

i,j = Si,j , and so �x is equal to �′
x,

and so it is linear.
Now suppose there is a c ∈ Ax ∪ Bx for some x. Since �x is a linear order, it follows

that b ≺x c ≺x a for every a ∈ Ax and b ∈ Bx. Take

A′
x := {i : i �x c} and B′

x := {i : i �x c}.

Clearly (A′
x, B′

x) is a Dedekind cut and Ax ⊆ A′
x and Bx ⊆ B′

x. But, having enlarged
(Ax, Bx) we can correspondingly enlarge (S,R,C) by putting x in some of the Ri and
Cj , contrary to supposition. Thus Ax ∪ Bx = N for all x.

Finally fix x and consider two cases based on whether or not Ax ∩ Bx is empty. If it
is empty then Ax cannot have a smallest element, for if it did then by maximality Bx

would have to be {i : i �x min Ax}, which would meet Ax. Likewise, Bx cannot have a
greatest element. Conversely, if c ∈ Ax ∩ Bx then by maximality Ax = {i : i �x c} and
Bx = {i : i �x c}, hence min Ax = max Bx = c.

To prove the converse, now suppose that (S,R,C) is not maximal. Suppose further
that for all x ∈ [0, 1], both �x is linear (so that Si,j = Sc

j,i for all i, j) and Ax ∪ Bx = N.
Since (S,R,C) is not maximal, find (S′,R′,C′) that strictly extends (S,R,C). Since S
is maximal, one of R′,C′ must be bigger. Without loss, assume C ′

i is a proper superset of
Ci, and let x ∈ C ′

i \ Ci. Thus i ∈ A′
x \ Ax and so b �x i ≺x a for all a ∈ Ax and b ∈ Bx.

Thus, on the one hand, case (b) is impossible. On the other hand, i must belong to one
of Ax or Bx by supposition, and clearly i ∈ Ax, so i ∈ Bx and so Bx does have a greatest
element. Thus case (a) fails too. By contrapositive, if for all x, the ordering �x is linear,
Ax ∪ Bc = N, and one of case (a) or case (b) holds, then (S,R,C) must be maximal. �
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Lemma 3.12. Every extended triangular system can be enlarged to a maximal
extended triangular system.

Proof. A routine Zorn’s lemma argument would be enough to see the result, except
that we must maintain measurability of the sets. For that we will need to enlarge the sets
in a series of deterministic steps.

First we shall extend �x to a linear order for all x. Enumerate all the pairs (i0, j0) in a
fixed order and run through them. Whenever we come to a pair (i0, j0) for which there are
x with i0 �x j0 and j0 �x i0, we extend �x to �′

x by declaring i0 �′
x j0 and, consequently,

i �′
x j0 for all i �x i0 and j �′

x i0 for all j �x j0. This translates to enlarging Si0,j0 to
S′

i0,j0
:= Si0,j0 ∪ (Si0,j0 ∪ Sj0,i0)

c = Sc
j0,i0

and

S′
i,j0 := Si,j0 ∪ (Si,i0 ∩ S′

i0,j0),

S′
i0,j := Si0,j ∪ (S′

i0,j0 ∩ Sj0,j).

Likewise, enlarge Ax and Bx to

{i : a �′
x i for some a ∈ Ax} and {i : i �′

x b for some b ∈ Bx}

respectively. This translates to

R′
i :=

⋃

b∈N

S′
i,b ∩ Rb,

C ′
i :=

⋃

a∈N

Ca ∩ S′
a,i

for each i. At each stage all the sets (S,R,C) grow measurably, and continue to be
an extended triangular system. So finally replace each set with the union of all the
intermediate versions and we obtain an extended triangular system in which each �x is
linear.

In a similar way, we shall enlarge R and C to be maximal. For each x, either (Ax, Bx)
is already maximal, or else there is an i0 such that

A′
x := {i : i �x i0} ⊇ Ax (3.1)

and
B′

x := {i : i �x i0} ⊇ Bx (3.2)

and (A′
x, B′

x) is a maximal Dedekind cut. Turning this around, we shall take each value
of i0 in turn and enlarge R and C by those x for which (3.1) and (3.2) hold. Thus, fix i0
and for each i, replace Ri with Ri ∪ (Si,i0 ∩ (Ri0 ∪ Ci0)

c) and Ci with Ci ∪ (Si0,i ∩ (Ri0 ∪
Ci0)

c). Repeat this process for each i0, and take the union of the successively enlarged
sets. �

The next lemma provides technical results necessary to establish Theorem 3.14, that
the triangular algebras associated with maximal extended triangular systems are them-
selves maximal triangular algebras. The lemma will enable us to see that the presence of
operators that violate the constraints of T (S,R,C) leads to violations of triangularity.
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Lemma 3.13. Suppose X ∈ Alg(N ) and for some i ∈ N, a > 0, and a fixed closed
K ⊆ [0, 1], we have ri,t(X) ≥ a for all t ∈ K. Let j ∈ N. Then there are A,B ∈ Alg(N )
satisfying A = EiAEi and B = BEj , and such that:

(1) AXB = E(K)Ei,j ;

(2) it(B) = 0 for all t ∈ K;

(3) it(EmB) = 0 for all t ∈ [0, 1] and m ∈ N.

Proof. Consider the intervals of the form ((p − 1)/q, (p + 1)/q) for natural numbers
p < q and let (sn, tn) be an enumeration of all such intervals that contain a point of K.
Observe that tn − sn → 0. For each n, choose xn, yn and zn with sn < xn < yn < zn < tn
and yn ∈ K. Taking Yn := Ei(Nzn

− Nxn
)X(Nzn

− Nxn
)M⊥

n , note that since ‖YnM⊥
k ‖ ≥

a for all k, in particular the essential norm of each Yn is at least a. Thus, there are
orthonormal sequences of vectors βn = Ei(Nzn

− Nxn
)βn, and γn = M⊥

n (Nzn
− Nxn

)γn

such that 〈βm,Xγn〉 = 0 for all m = n, and 〈βn,Xγn〉 > a/2 for all n (by e.g. [14,
Lemma 2.2]). In addition, pick orthonormal sequences αn = Ei(Nxn

− Nsn
)αn, and

δn = Ej(Ntn
− Nzn

)δn, and let A :=
∑

n αn ⊗ β∗
n and B :=

∑
n γn ⊗ δ∗n. Note that each

summand of A satisfies αn ⊗ β∗
n = Nxn

αn ⊗ β∗
nN⊥

xn
so that A ∈ Alg(N ). Similarly B ∈

Alg(N ).
Fix x ∈ K and s < x < t, and choose s < s′ < x < t′ < t such that (s′, t′) is a positive

distance from K. Then since tn − sn → 0, (s′, t′) is disjoint from all but finitely many
(sn, tn) and so (Nt′ − Ns′)B(Nt′ − Ns′) is finite rank. Hence ix(B) = 0. Likewise for any
fixed m, Emγn = 0 for all but finitely many n so that EmB is finite rank and ix(EmB) = 0
for all x ∈ [0, 1] and m ∈ N.

Conversely, AXB = EiAXBEj =
∑

n cnαn ⊗ δ∗n where cn > a/2. Fix x ∈ K and s <
x < t and note there is an n such that s < sn < x < tn < t so that ‖(Nt − Ns)AXB(Nt −
Ns)‖ > a/2, and so ix(AXB) ≥ a/2 for all x ∈ K. By the Interpolation theorem
(Theorem 2.5), there are A′ and B′ in Alg(N ) such that (A′A)X(BB′) = E(K). Then
(EiA

′A)X(BB′Ei,j) = E(K)Ei,j and the two other conditions hold for EiA
′A and

BB′Ei,j by submultiplicativity of the diagonal seminorm. �

Theorem 3.14. Let (S,R,C) be a maximal extended triangular system. Then
T (S,R,C) is a maximal triangular algebra.

Proof. Suppose X ∈ T (S,R,C) and show that the algebra A generated by X and
T (S,R,C) is not triangular. Of course if X ∈ Alg(N ), there is an N ∈ N such that
N⊥XN = 0. Since NX∗N⊥ ∈ T (S,R,C) this would yield the desired result, so assume
X ∈ Alg(N ).

Since X ∈ T (S,R,C), X must fail to satisfy one of the three conditions of member-
ship. If it fails the first one then there are i, j such that it(EiXEj) = 0 on a non-null
subset of Sc

i,j = Sj,i. By upper semicontinuity of it there is a closed non-null subset
K of Sj,i and a > 0 such that it(EiXEj) ≥ a for all t ∈ K. Thus by the Interpolation
theorem (Theorem 2.5), there are A = EiAEi and B = EjBEj in Alg(N ) such that
AXB = E(K)Ei,j and, of course, E(K)Ej,i ∈ T (S,R,C) since K ⊆ Sj,i, contradicting
triangularity of A.
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Next suppose that X fails the second condition. (The case where it fails the third
condition is handled analogously.) Then there is an i such that ri,t(X) = 0 on a non-null
subset of Rc

i . By upper semicontinuity of ri,t(X) as a function of t, there is a non-null
closed subset K of Rc

i and a > 0 such that ri,t(X) ≥ a for all t ∈ K. There are now two
distinct cases to be considered.

Case 1. Suppose that K meets
⋃

j∈N
Rj ∩ Cj in a non-null set. In this case, replacing K

with a smaller non-null closed set we may assume that K ⊆ Rj ∩ Cj for some j. Of course,
since K is disjoint from Ri, we know i = j. By Lemma 3.13 there are A = EiAEi and
B = BEj in Alg(N ) such that AXB = E(K)Ei,j and in addition cj,t(B) ≤ it(B) = 0
for all t ∈ K (in particular, for all t ∈ Cj) and it(EaBEb) = 0 for all t ∈ [0, 1] and all
a, b ∈ N. Thus A,B ∈ T (S,R,C) and so E(K)Ei,j ∈ A. Conversely, K ⊆ Rc

i ⊆ Ci (since
by Lemma 3.11, Ri ∪ Ci = [0, 1]) and so K ⊆ Rj ∩ Ci ⊆ Sj,i by the properties of extended
triangular systems, and so E(K)Ej,i ∈ T (S,R,C). Thus E(K)Ei,j ∈ A ∩A∗ but, since
i = j, it does not belong to the diagonal masa N ′

0 ⊗D0, contradicting triangularity of A.
Case 2. Suppose that K ∩

⋃
j∈N

Rj ∩ Cj = ∅. (Possibly replacing K with a subset to
make this intersection empty and not just null.) For each t ∈ K the induced Dedekind cut
(At, Bt) satisfies At ∩ Bt = ∅ and so by Lemma 3.11, At has no least element and Bt has
no greatest element. Since t ∈ Ri, this means i ∈ Bt and so i ∈ At. Since At has no least
element there is a j ∈ At with j �t i. Of course this j depends on t but by decomposing
K into a countable union over candidate values of j we can find a non-null subset on
which the same j ∈ At satisfies j �t i for all t. Replacing K with a closed non-null subset
of this, we end up with K ⊆ Sj,i and K ⊆ Cj .

By Lemma 3.13 there are A = EiAEi and B = BEj in Alg(N ) such that AXB =
E(K)Ei,j and in addition cj,t(B) ≤ it(B) = 0 for all t ∈ K and it(EaBEb) = 0 for all t ∈
[0, 1] and all a, b ∈ N. Thus A,B ∈ T (S,R,C) and so E(K)Ei,j ∈ A. However, we have
arranged that K ⊆ Sj,i so that E(K)Ej,i ∈ T (S,R,C), again contradicting triangularity
for A. �

4. Examples

In this section we will focus on the case where the induced order �x and Dedekind cuts
(Ax, Bx) are constant on [0, 1]; in other words, the case where each Si,j , Ri, and Cj is
either [0, 1] or ∅. It should be borne in mind throughout that all the behaviours described
here can in general be mixed together when non-constant components are used.

To simplify things further, since there will be only one induced order, rather than
indexing the atoms by N and adopting a secondary ordering �x, we will index the count-
able set of atoms by some other ordered set (e.g. Z, Q, etc.) and work with the natural
ordering from the indexing. Note that if Ei are indexed by i ∈ I,

ri,t(X) = inf{it(EiXM⊥
F ) : F ⊆ I is finite}

and

cj,t(X) = inf{it(M⊥
F XEj) : F ⊆ I is finite}

where MF :=
∑

i∈F Ei, so that the values of ri,t and cj,t do not depend on the ordering
of the index set I.
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Example 4.1. Let Ei be indexed by N so that T (S) is the set of bounded infinite
block matrices with entries from Alg(N0) on and above the diagonal, and entries from
R∞

N0
below the diagonal. The only possible maximal Dedekind cuts on N are the pairs

A = [n,∞), B = [1, n] for n = 1, 2, . . . , together with A = ∅, B = N. The latter case cor-
responds to Ci = ∅ and Ri = [0, 1] for all i. Thus there is no asymptotic restriction on
the rows in T (S,R,C), but cj,t(X) = 0 for all j and almost all t. It is easy to see that in
fact each X ∈ T (S,R,C) satisfies M⊥

j XEj ∈ R∞
N for all j ∈ N, since

it(M⊥
j XEj) ≤ it(M⊥

r XEj) +
r∑

k=j+1

it(EkXEj)

and integrating with respect to t and applying the dominated convergence theorem as
r → ∞ shows that it(M⊥

j XEj) = 0 a.e. Thus, taking finite sums of columns we see that
in this case T (S,R,C) coincides with the maximal triangular algebra of Theorem 2.1.

The other cases, however, are new, and consist of bounded infinite block matrices as
before, with entries from Alg(N0) on and above the diagonal and entries from R∞

N0
below.

However, for some fixed n ≥ 1, the first n rows have no other restrictions, but all rows
after that have asymptotically a.e. zero-diagonal support (i.e. ri,t(x) = 0). The first n − 1
columns must be in R∞

N but the rest have no asymptotic constraint.

Example 4.2. Let Ei be indexed by Z. In this case T (S) is the set of bounded doubly
infinite block operator matrices with entries from Alg(N0) on and above the diagonal, and
entries from R∞

N0
below the diagonal. The following maximal Dedekind cuts are possible:

(i) A = ∅ and B = Z; (ii) A = Z and B = ∅; and (iii) A = [n,∞) and B = (−∞, n] for
n ∈ Z.

The first two cases bear a deceptive similarity to the algebras obtained by Theorem 2.1
and yet they are not the same. Theorem 2.1 gives us the algebra T of all doubly infinite
block operator matrices satisfying M⊥

i XMi ∈ R∞
N for all i ∈ Z. However, in our construc-

tion of T (S,R,C), in case (i), the lower half of each block column is in R∞
N (by a similar

argument to Example 4.1) but the left-hand half of each row need not be. In case (ii) the
situation is reversed.

Moreover in T (S,R,C) the asymptotic condition on the rows and the columns is
two-sided, so that

cj,t(X) = 0 ⇐⇒ lim
i→+∞

it(M⊥
i XEj) = lim

i→−∞
it(MiXEj) = 0

and similarly for ri,t(X). Thus in case (i) each column is asymptotically zero a.e. on the
diagonal, both approaching −∞ and approaching +∞, and case (ii) is the same with the
roles of rows and columns reversed. Case (iii) is a blend of the two, in which for a fixed
n ∈ Z the block matrices are asymptotically zero-diagonal (a.e.) on the columns for i < n
and on the rows for i > n. Of course up to re-indexing this is really just a single case and
we may as well take n = 0.

Example 4.3. Let Ei be indexed by any well-ordered set S. If (A,B) is any Dedekind
cut where A is non-empty, then A has a smallest element and the cut is of the form
A = {i : i ≥ a}, B = {i : i ≤ a}. The only other case is A = ∅, B = S.
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Example 4.4. Let Eq be indexed by q ∈ Q. This corresponds to the so-called Cantor
nest, studied in [7]. In this case, the maximal Dedekind cuts very naturally are either
A = [q,+∞) and B = (−∞, q] for some q ∈ Q, or else A = (γ,+∞) and B = (−∞, γ) for
an irrational γ. In addition the cases A = ∅ and B = Q, and A = Q, B = ∅ are possible.

As observed at the start of this section, the behaviours of these examples, and indeed
of any other linear orderings of the index set of the atoms Ei, can be blended together at
different values of x ∈ [0, 1]. Purely for illustrative purposes, we close this section with the
construction of a maximal triangular algebra that mixes the behaviours of the previous
examples in a complex fashion.

Example 4.5. Let Fi (i ∈ N) be a sequence of pairwise disjoint measure-dense subsets
of [0, 1]. (Measure-dense means that the set meets every non-empty open interval in a
non-null set; see [13, Lemma 3.1] for a construction.) Re-index the Fi as F j

i for i ∈ N and
j ∈ {1, 2, 3, 4}. For x ∈ F j

i and j = 1, 2, 3, 4, let �x be the ordering of the four examples,
4.1, 4.2, 4.3 and 4.4, respectively. Now suppose that for each of the examples (indexed by
j) we have enumerated the countable family of maximal Dedekind cuts described in that
example as (Aj

i , B
j
i ) (i ∈ N) and adopt that cut for x ∈ F j

i . By Lemma 3.11, this induces
a maximal extended triangular system (S,R,C) and by Theorem 3.14, T (S,R,C) is a
maximal triangular algebra, with extremely complex internal ordering structure.

5. Characterizing simple uniform algebras

In this section we shall study maximal triangular algebras satisfying

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K)

and will identify conditions under which T is equal to T (S,R,C) for some extended
triangular system. We shall see in Proposition 5.5 that every triangular algebra satisfying
this condition is associated with a nearly triangular system, that is to say, a family of
sets satisfying all the properties of Definition 3.6 except the last one. From this, to show
that T = T (S,R,C), it will be enough to find conditions that guarantee that the last
property (i.e. Ri ∩ Cj ⊆ Si,j for all i, j) is satisfied. In Theorems 5.6 and 5.9, we shall
present two necessary and sufficient criteria for T = T (S,R,C).

First, however, we observe that all maximal triangular algebras lying between
Alg(N0) ⊗D0 and Alg(N0) ⊗ B(K), whether they are of the form T (S,R,C) or not,
must contain R∞

N . This shows that, for maximal triangular algebras of this type, all of
the complexity of behaviour is to be found in the asymptotics at the boundary of the
block matrix entries.

Proposition 5.1. Let T be a maximal triangular algebra satisfying

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K).

Then R∞
N ⊆ T .

Proof. Since T is a subalgebra of Alg(N ) and R∞
N is an ideal of Alg(N ), T + R∞

N ⊆
Alg(N ) and is an algebra. We shall prove that T + R∞

N is triangular and then by
maximality T + R∞

N = T and the result follows.
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Suppose on the contrary that there is a self-adjoint operator T + R for T ∈ T and R ∈
R∞

N that is not in the masa N ′′
0 ⊗D0. Nevertheless, T + R is in the diagonal of Alg(N ),

which is N ′ = N ′′
0 ⊗ B(K), and so there must be some i = j such that Ei(T + R)Ej = 0.

Now it(Ei(T + R)Ej) is not a.e. zero, because if it were, then by [13, Theorem 2.1],
Ei(T + R)Ej would be in R∞

N , which is a diagonal-disjoint ideal of Alg(N ) and does
not have any non-zero elements of N ′. But T + R is self-adjoint, so that, again by [13,
Theorem 2.1], it(R) a.e.= 0, and so

it(EiTEj)
a.e.= it(Ei(T + R)Ej) = it(Ej(T + R)Ei)

a.e.= it(EjTEi).

Thus there is an a > 0 and a non-null set K such that it(EiTEj) and it(EjTEi) are both
at least a on K. By the Interpolation theorem (Theorem 2.5), there are A,B,C, and D
in Alg(N ) such that

AEiTEjB = CEjTEiD = E(K) = 0.

Thus EiAEiTEjBEi,j = E(K)Ei,j and EjCEjTEiDEj,i = E(K)Ej,i. Since the opera-
tors EiAEi, EjBEi,j , EjCEj , and EiDEj,i all belong to Alg(N0) ⊗D0 ⊆ T , it follows
that E(K)Ei,j and E(K)Ej,i belong to T , contradicting triangularity. �

The following two lemmas provide necessary technical tools for the theorems of this
section. Remark 5.4 below describes how these lemmas are used subsequently.

Lemma 5.2. Let Ai be a bounded sequence of operators such that for each i
limj→∞ ‖AiA

∗
j‖ = limj→∞ ‖A∗

i Aj‖ = 0. Then there is a subsequence k(i) such that∑∞
i=1 Ak(i) converges strongly. Moreover, given a sequence of infinite subsets Si of N,

we can choose the subsequence so that each k(i) ∈ Si.

Proof. Fix αi > 0 such that
∑

i αi < ∞. The result clearly follows if we can construct
k(i) and two sequences of pairwise orthogonal projections Pi, Qi such that

‖Ak(i) − PiAk(i)Qi‖ ≤ αi

for all i. We shall do this inductively and, to ease the induction step, we shall add the
hypothesis that each Pi and Qi satisfies limj→∞ ‖PiAj‖ = limj→∞ ‖AjQi‖ = 0.

To start the induction, pick k = k(1) in S1 and take

P1 := E|A∗
k|([α1/2,∞)) and Q1 := E|Ak|([α1/2,∞))

where EH denotes the spectral measure on R for a self-adjoint operator H. Then clearly
‖P⊥

1 Ak‖ = ‖P⊥
1 |A∗

k| ‖ ≤ α1/2 and ‖AkQ⊥
1 ‖ = ‖ |Ak|Q⊥

1 ‖ ≤ α1/2, so that

‖Ak − P1AkQ1‖ ≤ ‖P⊥
1 Ak‖ + ‖AkQ⊥

1 ‖ ≤ α1. (5.1)

Notice also that AjQ1 = AjA
∗
kAkf(|Ak|) where f(t) = 1/t2 on [α1/2,∞) and zero else-

where. Thus limj→∞ ‖AjQ1‖ = 0 and by a similar argument limj→∞ ‖P1Aj‖ = 0, so the
induction hypotheses hold for k = k(1).

Next suppose that k(i) ∈ Si, along with pairwise orthogonal Pi, Qi, have been found
to satisfy the induction hypotheses for 1 ≤ i < n. Let P := (P1 + · · · + Pn−1)⊥ and Q :=
(Q1 + · · · + Qn−1)⊥. For each j write A′

j := PAjQ. Clearly P⊥Aj and AjQ
⊥ converge to
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zero in norm as j → ∞, so ‖Ak − A′
k‖ = ‖Ak − PAkQ‖ < αn/2 for all sufficiently large

k. Pick one such k := k(n) ∈ Sn. Let

Pn := E|A′
k
∗|([αn/4,∞)) and Qn := E|A′

k|([αn/4,∞))

where clearly Pn ≤ P , Qn ≤ Q and, as with (5.1),

‖A′
k − PnAkQn‖ = ‖A′

k − PnA′
kQn‖ ≤ ‖P⊥

n A′
k‖ + ‖A′

kQ⊥
n ‖ ≤ αn/2.

Thus ‖Ak − PnAkQn‖ ≤ αn.
Also, ‖AjQn‖ ≤ ‖P⊥Aj‖ + ‖PAjQQn‖. The first term converges to zero so we must

show ‖A′
jQn‖ converges to zero. As before, A′

jQn = A′
jA

′
k
∗
A′

kf(|A′
k|) where f(t) = 1/t2

on [αn/4,∞) and zero elsewhere. Since

‖A′
jA

′
k
∗‖ ≤ ‖AjQA∗

k‖ ≤ ‖AjA
∗
k‖ +

n−1∑

i=1

‖AjQi‖‖Ak‖

and all the terms on the right converge to zero, it follows that limj→∞ ‖A′
jQn‖ = 0 and

so limj→∞ ‖AjQn‖ = 0. By similar reasoning, limj→∞ ‖PnAj‖ = 0, which completes the
induction. �

Lemma 5.3. Let a > 0 and let (Ai), (Bi) and (Di) be sequences of operators satisfying
‖AiDiBi‖ > a for all i ∈ N. Suppose further that (Ai) converges strongly to zero, (Bi) is
bounded and the (Di) are compact and converge strong-* to zero. Then given ε > 0 we
can pick a subsequence k(i) such that D :=

∑∞
i=1 Dk(i) converges strongly, and

‖Ak(i)DBk(i)‖ > (1 − ε)a

for all i ∈ N. Moreover, given a sequence of infinite subsets Si of N, we can choose the
subsequence so that each k(i) ∈ Si.

Proof. We shall choose the subsequence k(i) inductively. To meet the constraints on
k(i) and Si, we fix a sequence m(i) of natural numbers that takes every value in N

infinitely many times. When choosing k(i), we shall ensure that each k(i) ∈ Sm(i) so that
ultimately each k−1(Si) will be infinite. After the sequence k(i) has been chosen we shall
apply Lemma 5.2 to Dk(i) and k−1(Si) to get a subsequence Dk(l(i)) such that

∑
i Dk(l(i))

converges strongly and each l(i) ∈ k−1(Si), so that k(l(i)) ∈ Si.
By Banach–Steinhaus, the sequences are all bounded in norm; let K bound all of them.

To choose k(i), for each i we pick a unit vector ξi such that ‖AiDiBiξi‖ > a. We start
the induction with an arbitrary k(1) in Sm(1) and then suppose the first n − 1 values
have already been chosen. Because the Di are compact, each AkDk(j) converges to zero
in norm as k → ∞ and so

n−1∑

j=1

‖AkDk(j)Bk‖ ≤ K

n−1∑

j=1

‖AkDk(j)‖ <
εa

2
(5.2)

for all sufficiently large k. Likewise, for all sufficiently large k,

max
1≤j<n

‖DkBk(j)ξk(j)‖ <
εa

2n+1K
. (5.3)

Choose k(n) ∈ Sm(n) to satisfy both of these.
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With the subsequence k(i) chosen in this way, observe that (Di) satisfies the hypotheses
of Lemma 5.2 and so we can find a subsequence Dk(l(i)) of Dk(n) such that D :=

∑
i Dk(l(i))

converges strongly and, as outlined in the first paragraph, k(l(i)) ∈ Si for all i. Now write
k′ := k ◦ l and observe that

‖Ak′(n)DBk′(n)‖ ≥ ‖Ak′(n)DBk′(n)ξk′(n)‖
≥ ‖Ak′(n)Dk′(n)Bk′(n)ξk′(n)‖

− K
n−1∑

j=1

‖Ak′(n)Dk′(j)‖

− K

∞∑

j=n+1

‖Dk′(j)Bk′(n)ξk′(n)‖.

Recall we chose k(n) so that

n−1∑

j=1

‖Ak(n)Dk(j)‖ <
εa

2K
and max

1≤j<n
‖Dk(n)Bk(j)ξk(j)‖ <

εa

2n+1K

and so, substituting l(n) for n,

l(n)−1∑

j=1

‖Ak′(n)Dk(j)‖ <
εa

2K
and max

1≤j<l(n)
‖Dk′(n)Bk(j)ξk(j)‖ <

εa

2l(n)+1K
.

Since clearly l(1), . . . , l(n − 1) are found among 1, 2, . . . , l(n) − 1 it follows that

n−1∑

j=1

‖Ak′(n)Dk′(j)‖ <
εa

2K

and

max
1≤j<n

‖Dk′(n)Bk′(j)ξk′(j)‖ <
εa

2l(n)+1K
≤ εa

2n+1K
.

From this it is clear that ‖Ak′(n)DBk′(n)‖ > a − εa/2 − εa/2 = (1 − ε)a (exchanging the
roles of j and n in the last term). �

Remark 5.4. In subsequent results, we will apply the following technique when we
make use of Lemma 5.3. Suppose that K is a non-null closed subset of (0, 1). By the
Cantor–Bendixson theorem, we can find a perfect subset K ′ of K that differs from K by a
countable, and hence null, set. Consider all the intervals of the form ((p − 1)/q, (p + 1)/q)
for natural numbers p < q and let (sn, tn) be an enumeration of all such intervals that
contain a point of K ′. Every element of K ′ (and almost every element of the original
K) belongs to an interval (sn, tn) and every interval contains infinitely many points of
K. For any ε > 0, only finitely many tn − sn are greater than ε and so tn − sn → 0 and
Ntn

− Nsn
converges to zero strongly. Let Sn := {m : (sm, tm) ⊆ (sn, tn)} and observe

each Sn is infinite since (sn, tn) contains infinitely many points of K and so, given any
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N , we can choose q large enough that there are at least N pairwise disjoint intervals
of the form ((p − 1)/q, (p + 1)/q) that contain elements of (sn, tn) ∩ K. In arguments
below we will apply Lemma 5.3, using operators An and Bn, which are derived from
expressions involving Ntn

− Nsn
, and we will obtain subsequences k(n) satisfying k(n) ∈

Sn for all n. We will then focus on a fixed x ∈ K ′ and interval (s, t) containing x. Then,
clearly we can find n such that (sn, tn) ⊆ (s, t) so that also (sk(n), tk(n)) ⊆ (s, t) and
Ntk(n) − Nsk(n) ≤ Nt − Ns. This will enable us to apply norm estimates involving k(n)
obtained from Lemma 5.3 to general intervals containing x ∈ K ′.

Proposition 5.5. Let T be a triangular algebra satisfying

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K).

Then there are families of Borel sets S = (Si,j), R = (Ri) and C = (Cj) satisfying prop-
erties (1) to (5) of Definition 3.6 such that T ⊆ T (S,R,C). Such a collection of sets will
be called a nearly triangular system for T .

Proof. Note that it is enough to prove each of the relations of Definition 3.6 to within
a null set. For, after sets have been found to satisfy the relations to within null sets,
simply form the union of all the excess sets Si,j ∩ Sj,i, (Si,j ∩ Sj,k) \ Si,k, (Ci ∩ Si,j) \ Cj

and (Si,j ∩ Rj) \ Ri for i, j, k ∈ N and remove this null set from each of the individual sets
Si,j , Ri and Cj . Now all the required properties hold exactly, except possibly Si,i = [0, 1],
and so finally enlarge the Si,i by a null set to equal [0, 1], which does not alter the validity
of the other relations.

Recall from elementary measure theory that in any σ-finite measure space, given a
(not necessarily countable) collection of sets Sα (α ∈ A), we can find a measurable set
S :=

∨
α∈A Sα called the essential union of the family, having the property that Sα \ S

is null for all α, and for any measurable K, if K ∩ Sα is null for all α, then K ∩ S is also
null. The set is not unique, but is unique to within a null set, and we shall assume an
arbitrary choice has been made to assign a concrete value to

∨
α∈A Sα.

For each i, j ∈ N let

Si,j :=
∨

X∈T ,a>0

{t : it(EiXEj) ≥ a},

Ri :=
∨

X∈T ,a>0

{t : ri,t(X) ≥ a},

Cj :=
∨

X∈T ,a>0

{t : cj,t(X) ≥ a}.

Clearly T ⊆ T (S,R,C); it remains to show S,R,C is a nearly triangular system, at least
to within null sets.

Property (1) of Definition 3.6 is trivial, since T is unital.
Suppose property (2) does not hold. Then for some i = j, Si,j ∩ Sj,i is non-null and

so there must be X,Y ∈ T and a > 0 such that it(EiXEj) and it(EjY Ei) are at least a
on a non-null set K. Thus it(EiXEj,i) ≥ a on K (since it(EiXEj,i) ≥ it(EiXEj,iEi,j) =
it(EiXEj)), and so by the Interpolation theorem (Theorem 2.5), there are A,B in Alg(N )
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such that AEiXEj,iB = E(K). Thus EiAEiXEj,iBEi,j = E(K)Ei,j , which must be in
T , since EiAEi and Ej,iBEi,j are in Alg(N0) ⊗D0. But by the same argument applied
to Y , E(K)Ej,i must be T , which would contradict triangularity.

Suppose property (3) of Definition 3.6 does not hold. Then for some i, j, k, Si,j ∩
Sj,k \ Si,k is non-null and there must be X,Y ∈ T and a > 0 such that it(EiXEj) and
it(EjY Ek) are greater than a on a non-null set K which is disjoint from Si,k. Choose
intervals (sn, tn) and subsets Sn of N as in Remark 5.4. Take An := (Ntn

− Nsn
)EiXEj

and Bn := EjY Ek(Ntn
− Nsn

). Note that tn − sn → 0, so that An and Bn converge
strongly to 0. For each n pick sn < x < y < z < tn where x and z are in K. Since
‖(Ny − Nsn

)EiXEj(Ny − Nsn
)‖ and ‖(Ntn

− Ny)EjY Ek(Ntn
− Ny)‖ are both greater

than a, we can find a rank-1 contraction Dn = (Ny − Nsn
)EjDnEj(Ntn

− Ny) such
that ‖AnDnBn‖ > a2. Thus by Lemma 5.3 there is a subsequence k(n) ∈ Sn such that
D :=

∑∞
n=1 Dk(n) converges strongly, and

‖(Ntk(n) − Nsk(n))EiXDY Ek(Ntk(n) − Nsk(n))‖ ≥ a2/2.

By Remark 5.4, for almost every x ∈ K, if (s, t) contains x then we can find an n such
that (sk(n), tk(n)) ⊆ (s, t) so that also ‖(Nt − Ns)EiXDY Ek(Nt − Ns)‖ ≥ a2/2. Thus
ix(EiXDY Ek) ≥ a2/2 for almost all x ∈ K. However, each Dn ∈ Ej Alg(N )Ej , so that
D ∈ Ej Alg(N )Ej ⊆ T and so XDY ∈ T . This contradicts the fact that K is disjoint
from Si,k and so property (3) of Definition 3.6 must hold.

The proofs of properties (4) and (5) of Definition 3.6 are similar to each other, so
we present only the first. Suppose property (4) does not hold. Then there are i and
j such that Ci ∩ Si,j \ Cj is non-null. As before, find X,Y ∈ T , a > 0, and a non-null
set K disjoint from Cj on which ci,t(X) and it(EiY Ej) are greater than a. As before,
choose intervals (sn, tn) and subsets Sn of N according to Remark 5.4. As usual let Mn :=
E1 + · · · + En. Let An := M⊥

n (Ntn
− Nsn

)XEi and Bn := EiY Ej(Ntn
− Nsn

). Note that
An, Bn → 0 strongly. For each n, as in the previous case, we can find sn < x < y < z < tn
with x, z ∈ K. Thus

‖(Ny − Nsn
)An(Ny − Nsn

)‖ and ‖(Ntn
− Ny)Bn(Ntn

− Ny)‖

are both greater than a and so there is a finite-rank contraction Dn = (Ny −
Nsn

)EiDnEi(Ntn
− Ny) such that ‖AnDnBn‖ > a2. Clearly Dn converges strong-* to

zero. By Lemma 5.3 we find k(n) ∈ Sn such that D :=
∑∞

n=1 Dk(n) converges strongly,
and

‖M⊥
k(n)(Ntk(n) − Nsk(n))XDY Ej(Ntk(n) − Nsk(n))‖ ≥ a2/2

for all n. Now, for almost any x ∈ K, given any open interval (s, t) that contains x, and
any n0 ∈ N, we can find n ≥ n0 such that (sn, tn) ⊆ (s, t). Then, since n0 ≤ n ≤ k(n) ∈ Sn

we know (sk(n), tk(n)) ⊆ (s, t) and M⊥
k(n) ≤ M⊥

n0
so that also

‖M⊥
n0

(Nt − Ns)XDY Ej(Nt − Ns)‖ ≥ a2/2.

Thus cj,x(XDY ) ≥ a2/2 for almost every x ∈ K and yet, since D ∈ Ei Alg(N )Ei ⊆ T ,
we have XDY ∈ T , contradicting the fact that K is disjoint from Cj . So property (4) of
Definition 3.6 must hold. �
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Theorem 5.6. Let T be a maximal triangular algebra satisfying

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K)

and let (S,R,C) be a nearly triangular system for T . Then T = T (S,R,C) and (S,R,C)
is an extended triangular system if and only if T contains all X ∈ T (S) such that for
each m ∈ N there is an n ∈ N such that EmXM⊥

n = 0 and M⊥
n XEm = 0.

Proof. Necessity is trivial, since all X ∈ T (S) that satisfy the condition must satisfy
ri,t(X) = cj,t(X) = 0 for all t. We focus now on the converse. By the maximality of T it
suffices, in view of Theorem 3.8 and Proposition 5.5, to show that in this case property (6)
of Definition 3.6 also holds. Suppose for a contradiction that property (6) does not hold.
Then for some i and j, Ri ∩ Cj \ Si,j is non-null. Thus we can find operators X,Y ∈ T
and a > 0 such that ri,t(X) > a and cj,t(Y ) > a on a non-null set K which is disjoint
from Si,j . Let the intervals (sn, tn) and sets Sn be chosen as in Remark 5.4.

For each fixed n, pick sn < x < y < z < tn where x and z are in K. Let An :=
Ei(Ntn

− Nsn
)X and Bn := Y (Ntn

− Nsn
)Ej . Clearly An and Bn converge strongly

to zero. Also, ‖AnM⊥
n Ny‖ ≥ ‖Ei(Ny − Nsn

)X(Ny − Nsn
)M⊥

n ‖ ≥ ri,x(X) > a and, sim-
ilarly ‖M⊥

n N⊥
y Bn‖ > a. Thus we can find a finite-rank contraction Dn such that

‖AnDnBn‖ > a2, which satisfies Dn = M⊥
n NyDnN⊥

y M⊥
n , and consequently belongs to

Alg(N ). By weak lower semicontinuity of the norm, we can also stipulate that Dn =
MkDnMk for some sufficiently large k.

By Lemma 5.3, there is a subsequence k(n) ∈ Sn such that D :=
∑

n Dk(n) converges
strongly and

‖Ei(Ntk(n) − Nsk(n))XDY (Ntk(n) − Nsk(n))Ej‖ > a2/2.

Thus by Remark 5.4, for almost every x ∈ K, if the open interval (s, t) contains x then
there is an n such that (sk(n), tk(n)) ⊆ (s, t) and so ‖(Nt − Ns)EiXDY Ej(Nt − Ns)‖ >
a2/2. Thus ix(EiXDY Ej) ≥ a2/2 for almost every x ∈ K. Furthermore, D is in T since
for each m, DEm and EmD are finite sums of operators DkEm and EmDk, respectively.
So for sufficiently large n, DEm = MnDEm and EmD = EmDMn. Since also each DEm

and EmD are finite rank, D is in T (S) and hence also in T by hypothesis.
The result follows, since the fact XDY ∈ T and ix(EiXDY Ej) ≥ a2/2 a.e. on K

together contradict the assumption that K is disjoint from Si,j . �

One way to interpret the last result is to start with a maximal triangular algebra
T satisfying the inclusion relation and first calculate the triangular system S such that
T ⊆ T (S) and then form the extended triangular system (S,R0,C0) where R0 = C0 = ∅.
Then T (S,R0,C0) is a triangular algebra contained in T (S). We have just seen that T
is simple if and only if it contains T (S,R0,C0).

The following example is of a maximal triangular that is not simple, and illustrates
one way simplicity can fail: if the algebra has different asymptotic behaviour at infinity
on different infinite subsets of the indexing set.

Example 5.7. Let Ei be indexed by i ∈ Z and Mn :=
∑

m≤n Em. By Theorem 2.1
the set, T , of X ∈ Alg(N ) such that M⊥

n XMn ∈ R∞
N for all n is a maximal triangular
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algebra. Note Ri = Cj = [0, 1] for all i, j and so Ri ∩ Cj ⊆ Si,j for i > j, and (S,R,C)
is not an extended triangular system. Note also, however, that every X ∈ T satisfies
ri,x(XM0) = cj,x(M⊥

0 X) = 0 a.e., so that the support sets along rows and columns are
very different when localized to this projection M0 or to its complement:

∨

X∈T ,a>0

{t : ri,t(XM0) ≥ a} =
∨

X∈T ,a>0

{t : ri,t(XM⊥
0 ) ≥ a}

and ∨

X∈T ,a>0

{t : cj,t(M⊥
0 X) ≥ a} =

∨

X∈T ,a>0

{t : cj,t(M0X) ≥ a}.

In the following result we establish the converse: if the diagonal seminorms asymptot-
ically have the same support sets when localized to any infinite set along the rows and
columns then the algebra is a simple uniform algebra.

Definition 5.8. For any S ⊆ N write MS :=
∑

i∈S Ei and define

r∞i,t(X) := inf{it(EiXMS) : S ⊆ N is infinite}

and
c∞j,t(X) := inf{it(MSXEj) : S ⊆ N is infinite}.

Then for each i, j ∈ N let

R∞
i :=

∨

X∈T ,a>0

{t : r∞i,t(X) ≥ a},

C∞
j :=

∨

X∈T ,a>0

{t : c∞j,t(X) ≥ a}.

Theorem 5.9. Let T be a maximal triangular algebra satisfying

Alg(N0) ⊗D0 ⊆ T ⊆ Alg(N0) ⊗ B(K)

and let (S,R,C) be a nearly triangular system for T . Then T = T (S,R,C) and (S,R,C)
is an extended triangular system if and only if

Cj = C∞
j and Ri = R∞

i

to within a null set for all i and j.

This theorem relies on the main result of [11] in which we used techniques of infinite
Ramsey theory to prove the following:

Theorem 5.10 (Orr [11, Theorem 1.2]). Let X,Y ∈ B(H) and suppose that
‖XMS‖ > 1 and ‖MSY ‖ > 1 for all infinite S ⊆ N. Then there is a block diagonal
contraction D such that ‖XDY ‖ ≥ 1/5.

Proof of Theorem 5.9. We shall first prove necessity, so suppose T = T (S,R,C).
Clearly Cj ⊇ C∞

j and Ri ⊇ R∞
i for all i and j. Suppose if possible that there is a non-null
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closed set K ⊆ Cj \ C∞
j . Find a sequence of countably many pairwise disjoint measure-

dense subsets of [0, 1] (see [13, Lemma 3.1] for a construction) and index them as Fm,n for
m,n ∈ N. Let (sn, tn) be an enumeration of all the intervals with rational endpoints that
contain a point of K. For each fixed m, let n run through N and pick a rank-1 operator
Rm,n of unit norm satisfying

Rm,n = Em(Nx − Nsn
)E(Fm,n)Rm,nE(Fm,n)(Ntn

− Nx)Ej

for some x ∈ K with sn < x < tn. Let T :=
∑∞

m=1

∑m
n=1 Rm,n, which converges strongly

since the ranges and domains of the Rm,n are pairwise orthogonal. Clearly T = TEj ∈
Alg(N ) and for any m, EmTEj is finite rank, so ix(EmTEn) = 0 for all m,n and all
x ∈ [0, 1]. Likewise, rm,x(T ) ≤ ix(EmTEj) = 0 for all m and x. If x ∈ K, then there is
s < x < t such that (s, t) is disjoint from K, and so (Nt − Ns)Rm,n(Nt − Ns) = 0 for
all m,n and hence (Nt − Ns)T (Nt − Ns) = 0. Thus cj,x(T ) ≤ ix(TEj) = 0 for x ∈ K, so
that T ∈ T (S,R,C) = T . However, for any fixed x ∈ K and s < x < t, find n such that
(sn, tn) ⊆ (s, t) and observe that, for any m > n,

‖Em(Nt − Ns)T (Nt − Ns)Ej‖
≥ ‖Em(Ntn

− Nsn
)E(Fm,n)TE(Fm,n)(Ntn

− Nsn
)Ej‖

≥ ‖Em(Ntn
− Nsn

)E(Fm,n)Rm,nE(Fm,n)(Ntn
− Nsn

)Ej‖
= ‖Rm,n‖ = 1.

Thus if S ⊆ N is infinite then ‖MS(Nt − Ns)T (Nt − Ns)Ej‖ ≥ 1 and so c∞j,x(T ) ≥ 1 on K,
contradicting the assumption that K was disjoint from C∞

j . It follows by contradiction
that Cj = C∞

j , and the fact that Ri = R∞
i follows similarly.

We now prove sufficiency. As in Theorem 5.6, it is enough to prove that property (6) of
Definition 3.6 holds. Suppose for a contradiction that property (6) does not hold. Then
for some i and j, R∞

i ∩ C∞
j \ Si,j is non-null. Thus we can find operators X,Y ∈ T and

a > 0 such that r∞i,t(X) > a and c∞j,t(Y ) > a on a non-null set K that is disjoint from Si,j .
Let the intervals (sn, tn) and sets Sn be chosen as in Remark 5.4.

As usual, for each fixed n, pick sn < x < y < z < tn where x and z are in K.
Let An := Ei(Ntn

− Nsn
)XM⊥

n and Bn := M⊥
n Y (Ntn

− Nsn
)Ej . Clearly An and Bn

converge strongly to zero. Also, for any infinite S ⊆ N,

‖AnNyMS‖ ≥ ‖Ei(Ny − Nsn
)X(Ny − Nsn

)MS∩(n,∞)‖ ≥ r∞i,x(X) > a

and, similarly, ‖MSN⊥
y Bn‖ > a. Thus, by Theorem 5.10 there is an infinite block diag-

onal contraction Dn such that ‖AnNyDnN⊥
y Bn‖ ≥ a′ := a2/5. Finite-rank operators

are weakly dense in the set of infinite block diagonals, so by weak lower semicon-
tinuity of the norm, Dn can be assumed to be finite rank. Without loss, also take
Dn = M⊥

n NyDnN⊥
y M⊥

n so that Dn is in Alg(N0) ⊗D0 and converges strong-* to zero.
The proof now completes exactly as Theorem 5.6. By Lemma 5.3, there is a subsequence

k(n) ∈ Sn such that D :=
∑

n Dk(n) converges strongly and

‖Ei(Ntk(n) − Nsk(n))XDY (Ntk(n) − Nsk(n))Ej‖ > a′/2.

(Here we use A′
n := Ei(Ntn

− Nsn
)X and B′

n := Y (Ntn
− Nsn

)Ej .) Thus by Remark 5.4,
for almost every x ∈ K, if the open interval (s, t) contains x, then there is an n
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such that (sk(n), tk(n)) ⊆ (s, t) and so ‖(Nt − Ns)EiXDY Ej(Nt − Ns)‖ > a′/2. Thus
ix(EiXDY Ej) ≥ a′/2 for almost every x ∈ K. Furthermore, since each Dn is in
Alg(N0) ⊗D0, which is weakly closed, it follows that D ∈ Alg(N0) ⊗D0 ⊆ T .

The result then follows, since the fact that XDY ∈ T and ix(EiXDY Ej) ≥ a/2 a.e.
on K together contradict the assumption that K is disjoint from Si,j . �
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