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Abstract

In this work, the scattering characteristics of 3D-printed samples are being investigated by
using a single-polarized and a cross-polarized radar system. The 3D-printed technology par-
ticipates in a wide range of applications nowadays. The idea of synthetic aperture radar (SAR)
has been utilized to investigate the reflected electromagnetic energy from the 3D-printed sam-
ples by setting each of the radar systems in a fixed position and the mounting sample on an x-
y positioning table which has been used to achieve rectangular-scan mode for SAR. The data
have been ported and processed by the matched filter approach. For better image interpret-
ation, the data have been further processed by the median filter in order to reduce noise
level while preserving the main image details. Afterwards, the data have been further investi-
gated for determining and classifying any possible defects. This process has been accom-
plished by deploying the unsupervised learning concept to cluster the SAR responses into
two groups, compromising the defected positions responses and the non-defected responses.
The obtained results of both radar sensors have been compared and evaluated using different
quality assessment factors. Moreover, unsupervised learning techniques have been investigated
and the obtained results show a high degree of efficiency in clustering the SAR responses.

Introduction

The 3D-printed technology has a wide range of applications such as prototyping and producing
complex objects [1], medical purposes [2], industrial applications such as rapid prototyping of RF
components, and antenna fabrication of synthetic aperture radar (SAR) applications [3]. Due to
the great dependency on this technology during the recent few years, there has been a great inter-
est in investigating these objects to detect defects without destroying them [4]. The idea of
imaging presented in this paper is based on SAR processing which is considered as one of the
advanced technologies nowadays regarding electromagnetic imaging. It is based on fixing a sim-
ple antenna to a moving platform to cover a large distance [5]. Instead of using many antennas at
different positions, this configuration allows for the synthesizing of an effective aperture that is
much larger than what would be achieved by using stationary antennas. In this research, two
radar sensors have been used to exposure 3D-printed samples to investigate its co-polarized
and cross-polarized reflection coefficient. Each of the radar sensors has been set in a fixed pos-
ition concerning the x-y positioning table which has been controlled to achieve rectangularly
scanned area. The obtained raw data have been then processed using the matched filter technique
and further processed by the median filter to attenuate noise level and improve the acquired
results [6]. After obtaining the SAR images of the sample layers, these images have been further
directed to a clustering process using the concept of the unsupervised learning [7]. The unsuper-
vised learning is a machine learning branch that includes different techniques which allow the
model to deal with unlabeled data and discover information based on its own [7]. These techni-
ques analyze the data to find all unknown features and use these features for categorization.
Compared to supervised learning, these techniques are considered to be more efficient when deal-
ing with unknown data [7]. This research is organized as follows. In section “Radar systems spe-
cifications and image formation”, the technical specifications of the utilized radar systems and the
image formation algorithm are presented. The experimental setup and the obtained measurement
results are illustrated in section “The experimental setup and imaging results”, while the unsuper-
vised learning strategies and the clustering results are declared in section “The unsupervised
learning and clustering results”. Finally, a conclusion is given in section “Conclusion”.

Radar systems specifications and image formation

In this research, two different radar systems have been mounted and used to scan the targets of
interest. The radar specifications and the image formation algorithm are presented in this
section.
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Technical specifications of radar systems

The first radar sensor used in this work is a 80 GHz radar system
with a co-polarized transmit and receive channel shown in Fig. 1.
This radar is designed to transmit and receive electromagnetic
waves with similar polarization. For an additional evaluation of
the cross-polarized scattering factor of the 3D-sample, another
radar sensor has also been utilized which is a cross-polarized
80 GHz radar system shown in Fig. 2. This radar system has sep-
arate transmit and receive channels, which can be combined using
an orthogonal mode transducer. This system provides transmis-
sion and reception in different polarization channels. The tech-
nical specifications for both radar systems are presented in
Table 1, and more information can be found in [9].

Image formation algorithm

There are different image formation algorithms which have been
widely used during recent years such as polar format [10] and back-
projection [11]. These two common algorithms have been widely
used during the recent decades despite the phase approximation
made in the case of the polar format, which makes it less effective,
and the computational complexity of the backprojection. In this
research, the image has been reconstructed by using the matched fil-
ter algorithm [12]. The matched filter response I can be calculated
for a received signal S at given time samples n as follows:

1 & .
= NK 21 Zl S(fi, n)e AR/ "
n=

K
=
where K represents the frequency samples and AR(n) is the differen-
tial range given by the following equation

AR(7,) = dgo — Ry, (2

where R,, corresponds to the distance from the antenna phase cen-
ter to the origin and R, is the distance between the antenna and the
target. The main disadvantages of the matched filter arise as the
equation (1) has to be applied to each pixel, therefore the process
required too much time. To overcome this issue, the data have
been processed on a tesla P100 GPU unit from NVIDIA having
3584 CUDA cores, instead of the standard central processing unit
due to the great ability of GPUs to process the data in parallel
and speed up the overall process [13]. For better image interpret-
ation, the median filter has been used to attenuate the noise level.
The median filter is a spatially invariant filter, which replaces the
value of the pixel by the median of the neighborhood pixels. This
filter is a global filter and has the advantage of smoothing the
whole image, therefore keeping image edge information and not los-
ing many details [6].

The experimental setup and imaging results
The experimental setup

The experimental setup consists of the radar systems, the x-y posi-
tioning table, and the 3D-printed sample. Each radar system has
been mounted in a fixed position with respect to the sample
under test, which has been placed on the surface plane of the
x-y positioning table as shown in Fig. 3. The vertical distance
between the radar sensor and the sample under test is set to 22
cm. The sample has been placed on a white Rohacell structure.

https://doi.org/10.1017/51759078720000823 Published online by Cambridge University Press

863

—

BLls buas
a ano

e

"
Rod™
AL E .

L]
(T iy

Fig. 2. The frontend of the cross-polarized radar sensor [8].

Table 1. Technical specifications of radar sensor

Radar type PLL stabilized W-Band FMCW
Frequency range 68-93 GHz
Bandwidth 25 GHz

Phase noise < —80 dBc/Hz (100 kHz offset)

Power consumption 3.1 W Single channel

Rohacell is a polymethacrylimide-based structural foam which
participates in a wide range of applications. The value of the
dielectric constant of Rohacell is 1.04 which is very close to the
dielectric constant of space. The control of the movement of the
x-y positioning table has been set to achieve a step size of 1
mm for each measurement while scanning an appropriate rect-
angular area which covers the area of the sample placed on
Rohacell.

The imaging results

The 3D-printed sample has been illuminated by both radar sen-
sors to investigate and differentiate between the co-polarized
and cross-polarized reflection factors of this sample. The sample
shown in Fig. 4 has been placed on the surface of the positioning
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Fig. 3. The x-y positioning table [8].

Fig. 4. The sample under test [8].

table and the table has been controlled to achieve rectangular SAR
scan wide enough in both x and y directions. The sample has
dimensions of 18 cm by 15cm and thickness of 0.5 cm. It has
been printed using the fused filament fabrication technique.
This technique uses continuous filament of thermoplastic materi-
als. In this research, the polylactic acid (PLA) material has been
used for fabricating the sample. A review about some of the
PLA characteristics is given in Table 2. As the sample has dimen-
sions of 18 cm by 15 cm, the scan has been set to travel 28 cm in
both directions, which results in a total number of 78400 mea-
surements, as the movement has been controlled to be 1 mm
for each measurement step. The step size plays an important
role in the horizontal resolution of the SAR profile.

The effective step size is determined by dividing the wave-
length by 4. In these experiments, the step size is set to 1 mm
to achieve sufficient horizontal resolution of the SAR profile
and detect any possible variations within the area under scan.
After finishing the whole scan, the received data matrix has
been processed on a GPU by the matched filter technique. For
better imaging results, the data have been subjected to a median
filter for noise attenuation. The obtained results for both radar
sensors are shown in Figs 5 and 6.

According to visual inspection of the obtained results, it can be
noted that the sample has sufficient reflection factors for both
co-polarized and cross-polarized; however, the co-polarized
reflections seem to be higher. Moreover, some small circular
shapes can be noticed in both images which are caused by the sur-
face of Rohacell. This surface is not perfectly flat and minor
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Table 2. PLA characteristics

Property PLA
Dielectric constant 3.2107
Melt temperature 157-170°C

Tensile strength 8840-9500 PSI
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Fig. 5. The co-polarized imaging result [8].
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Fig. 6. The cross-polarized imaging result [8].

deviations and space holes exist within it. These deviations have
affected the SAR data calculation, and as a result, the images
are as shown in Figs 5 and 6. Obviously, the plate, which in the
ideal case should not have trans-polarizing properties, has a trans-
polarizing character which might be caused by the printing pro-
cess. For better image interpretation, quality assessment has
been investigated by measuring some factors such as peak signal
to noise ratio (PSNR), noise variance (NV), and the equivalent
number of looks (ENL). PSNR is the most used performance
evaluation metric [14]. PSNR can be calculated as follows:

AxA
PSNR = 10log,, ﬁ 3)

where A is the maximum value of the image matrix and MSE is
the mean square error.
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The NV shows the amount of speckle in image and lower NV
values indicate better results [14]. The NV can be calculated by:

NV =— Z 2 (4)

where N is the size of the image. The ENL is used for estimating
the smoothness in homogeneous areas. The high value of ENL
shows good quantitative performance [14]. The ENL can be com-
puted as follows:

ENL = (%)2 (5)

where 1 and o represent the mean and the standard deviation of
the data samples. The SAR image has been divided into segments
of [32x32] block pixels in a non-overlapping fashion and the
ENL has been calculated for each block, then the average has
been taken. The obtained results for both radar systems are pre-
sented in Table 3. The resultant calculations from the obtained
measurements by the co-polarized radar sensor have higher
PSNR than that obtained by the cross-polarized radar sensor,
which indicates a better quality of image construction.
Moreover, the lower values of NV represents a lower amount of
noise in the co-polarized measurements. Regarding the ENL,
the co-polarized measurements have much higher ENL values
than the cross-polarized calculations, and this indicates better
quantitative performance. By further examination of the resultant
image of the co-polarized radar sensor shown in Fig. 5, it can be
depicted that it is not smooth at the left upper corner. This was an
expected result as the sample shown in Fig. 4 has some minor
deviations at the left upper corner which affected the smoothness
and flatness of this part of the sample. This conclusion might be
an interesting result regarding non-destructive imaging and faults
detection. Investigation of the obtained measurements of both
radar sensors by visual inspection and quality assessment calcula-
tions shows that the 3D-printed sample has a higher co-polarized
scattering factor; therefore, this property can be very beneficial
regarding the fabrication of the co-polarized systems, such as fab-
ricating the dielectric lenses of the RF antennas. However, there is
a significant unexpected cross-polarized scattering factor which
should be very low in the ideal case compared to the co-polarized
factor. The main possible reason for this result is the effect of the
printing process. In these measurements, the printing has been
accomplished using a resolution of 0.1 mm and the object has
been printed using PLA. In the next sections, different 3D printed
samples have been tested and the printing effect could be further
evaluated by inspecting the results.

The unsupervised learning and clustering results

Machine learning aims to understand the structure of the given
data and fit it into understandable models [15]. This field is
continually developed and participates in many applications
including speech recognition [16] and data classification and
regression [17]. The common machine learning methods are
the supervised and unsupervised learning [7, 18]. In the super-
vised method, the learning process is accomplished by providing
the machine with input data and associated labels for these data
[18]. The algorithm then compares its output with the correct
outputs to find errors, and modify the model accordingly. After
finishing the training phase and reducing the error to the lowest
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Table 3. The quality assessment factors for performance evaluation

Quality assessment factor Co-polarized Cross-polarized
PSNR 31.956 28.464
NV 3.2083 4.1022
ENL 42.297 31.147

possible value, the trained algorithm can then be used to predict
label values of additional unlabeled data. Unlike supervised learn-
ing, unsupervised learning focuses on discovering the hidden pat-
terns within the dataset without any interference and supervision
from humans. This means that the unsupervised algorithms use
unlabeled datasets, which are complex and unrelated, and organ-
ize them in meaningful ways [7]. Unsupervised learning includes
various techniques and some of these techniques are presented in
the next sections and their performances have been evaluated for
the NDT of printed samples.

K-means algorithm

The k-means is considered as a very popular and important
unsupervised machine learning algorithm [19]. This method
aims to cluster the data points into different groups by defining
the initial centroid value by following an iterative process which
finds the highest value for each iteration. The initial center
value becomes the basis for the clustering process. To summarize
the k-means process, we start first by selecting random centroids,
as starting points for our clusters, and then perform iterative cal-
culations to adjust the position of these centroids. This step can be
done by calculating the Euclidean distance between the observed
data points and the cluster centroid, as follows:

d= /(0 —x) + (1 — )" ®)

At the beginning of the process, the centroids tend to have a
big change every iteration and assigning the data points to the
clusters depends on the value of the Euclidean distance. After
reaching the optimum solution, the centroids tend to have a slight
or even no change of their positions which means that they have
stabilized [19]. For investigating the performance of the k-means,
further 3D printed samples have been fabricated with minor
defects. These designed samples have dimensions of 7 cm x
7 cm and a thickness of 1 cm. Some of these samples have been
designed with space holes of diameter 6 mm centered at the mid-
dle layer, while others have been designed with cones or squares
placed above their surface as shown in Fig. 7. Each of these sam-
ples has been placed on the x-y positioning table and scanned
using our co-polarized radar sensor. The resultant SAR data
have been processed and Fig. 8 shows an example of a defected
sample where a space hole was placed in the middle layer of the
sample. The resultant images of the different layers have been pre-
pared and divided into small sections, each of size 25 x 25 pixels.
Some of these sections correspond to the locations of the defects,
while the remaining represent the remaining non-defected parts
of the sample. These resultant sections are not labeled and have
been used to force the algorithm into detecting hidden features
and clustering these sections into different groups. After the
data have been prepared, the k-means algorithm has been
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Fig. 7. Examples of the 3D printed samples.

X (m)

Fig. 8. The resultant SAR image of the middle layer.

initialized with k =2, and the associated result is shown in Fig. 9.
In this problem, we perform clustering to different data samples
which belong to two groups representing the defected and non-
defected samples. However, the clustering algorithm usually
does not know any information about the labels of the dataset,
so the algorithm has to be evaluated and investigated to check
whether it could detect the optimized number of centroids. To
achieve this purpose, the k-means plot has been calculated for dif-
ferent values of k starting from 2, and then evaluate the process by
incorporating the elbow method [19, 20]. The idea of this method
is to run the k-means algorithm using a range of values of k and
calculate the sum of the squared errors (SSE) for each value. For
several cluster centroids C; and data X;, the SSE can be calculated
as follows:

K
SSE=Y "> I Xi— G| 7)

k=1 xiEs

After calculating the SSE, we start searching for the value of k
which corresponds to a very low value of SSE, but usually SSE
tends to 0 as we are increasing k till it equals the number of
data points, so we select the value of k where SSE starts to flatten
out and forming an elbow. As shown in Fig. 10, it can be included
that k=3 is a good choice; however, the elbow method does not
always provide accurate results, so another clustering metric has to
be checked to confirm the obtained result. To give intuition about
k, the silhouette analysis has been implemented [21]. This method
is used to determine the degree of separation between clusters
[21]. This method is generally implemented by calculating the
average distance from all data points in the same cluster d; and
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Fig. 11. Silhouette result for k=2.

in the closest cluster c;. Afterwards, these two factors are used
to calculate a coefficient S as follows:

_ di — Cj
B max (d;, ¢;)

®)

The values of this coefficient lie within the range [ — 1, 1], and
the clusters are considered good if the value of this coefficient is
high or close to 1. The silhouette coefficient has been calculated
for k within the range [2, 4], and according to the results shown
in Figs 11-13, we can conclude that the optimum number of clus-
ters is 2. This decision differs from the elbow result; however, it
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seems to be the optimum selection as the silhouette analysis is more
reliable and accurate compared to the elbow method.

Mean-shift clustering

Mean-shift (MS) is a clustering algorithm that assigns the data
points to the clusters by repetitively shifting samples toward the
highest density of the samples. MS has applications in the field
of image processing and computer vision [22]. Given a set of sam-
ples, the algorithm iteratively assigns each datapoint toward the
closest cluster centroid. The direction to the closest cluster cen-
troid is determined by the location of the closest group of points.
Therefore, each data point will move closer during each iteration
to the cluster center. When the algorithm stops, each point is
assigned to a cluster. Unlike the K-Means algorithm, MS does
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not require specifying the number of clusters in advance. The
number of clusters is determined by the algorithm concerning
the data. According to the result shown in Fig. 14, it can be con-
cluded that the algorithm has assumed the existence of four clus-
ters as marked by the four cluster centers. This result contradicts
the result of the K-means algorithm; therefore, further investiga-
tion needs to be accomplished to provide more certainty about the
data clusters, as presented by the next method.

Hierarchical clustering

This method provides a stable and efficient estimation of the
number of clusters. It includes two major types, known as the
agglomerative and the divisive clustering [23]. These techniques
are opposite to each other. In the agglomerative method, which
is implemented in this research, each point is considered as a sin-
gle cluster and then compared to the adjacent points, and similar
clusters merge till reaching the optimum number of clusters. On
the other hand, the decisive method performs the opposite oper-
ation. In this method, the whole data points are considered as a
single cluster and then, this cluster is divided into different clus-
ters by separating the data points which are not similar. To calcu-
late the proximity of the data points, different techniques have
been proposed for this purpose. The authors have focused on
the ward’s method. In this method, the proximity of the data
points is obtained by calculating the sum of the square of the dis-
tances between the data points X; of the first cluster C; and the
data points X; of the second cluster C,. This process can be
expressed mathematically as follows:

m, o mp

1m > DG, X)) ©)

25%=1 j=1

P(C, &) = -

where m; and m, represent the total number of the data points in
the adjacent clusters C; and C,. This operation is calculated for
each adjacent clusters, and the similar clusters are merged. The
output of this method can be graphically represented using the
dendrogram, as shown in Fig. 15. The main purpose of the den-
drogram is to precisely allocate objects to clusters. The interpret-
ation of this method is accomplished by focusing on the height at
which the objects are combined. In Fig. 15, the dendrogram indi-
cates a big difference between the group at the left, which consists
of 150 of our samples, and the combined remaining samples. This
leads to conclude the existence of two clusters as confirmed by the
K-means method.
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Conclusion

In this paper, the scattering characteristics of a 3D-printed sample
have been investigated. The obtained measurements have been
processed by using the matched filter, and for further improve-
ment and noise removal, the data have been processed by the
median filter for better image interpretation. The obtained results
have been investigated by different quality assessment factors such
as PSNR, NV, and ENL. The obtained quality calculations show
better results of the co-polarized reflected energy which is much
better than those of the cross-polarized scattered energy as
noticed by visual inspection. These properties can be very benefi-
cial while using this technology in designing different hardware
components. For further investigation and testing purposes, mul-
tiple printed samples have been scanned and their resultant SAR
images have been further processed using various clustering algo-
rithms. The obtained results have been compared to emphasize
the functionality of these algorithms in clustering the dataset.
The k-means and hierarchical algorithms have provided the
most accurate results, while the MS algorithms failed to obtain
the optimum number of clusters. The results of the former meth-
ods have been used to facilitate the non-destructive testing of
samples. This has been done by clustering the defected and the
non-defected samples into different groups and optimizing the
number of the groups using different evaluation metrics, includ-
ing the elbow method and the silhouette analysis.
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