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The rule of law, central bank
independence and price stability
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Abstract. This work empirically investigates the effect of the interaction between
the rule of law and legal central bank independence (CBI) on price stability (the
level of inflation and inflation volatility), employing a panel dataset that covers up
to 124 countries over the period from 1970 to 2013. A new, largely complete
legal CBI dataset, covering 182 countries was used for the work. The results
indicate that the effect of legal CBI on price stability depends on the strength of
the rule of law. Moreover, the results reveal that legal CBI has no significant effect
on price stability when the rule of law is weak. The findings also show that 67%
of advanced countries possess a rule of law that is strong enough to maintain
price stability by increasing central bank autonomy, while only 4.5% of
developing countries possess it.

1. Introduction

Since 1985, when Rogoff proposed that the ‘inflationary bias’ produced by the
time-inconsistency problem1 might be reduced by delegating monetary policy to
an independent and conservative central bank, a large number of empirical and
theoretical studies have been undertaken on the relationship between inflation
and central bank independence (CBI). Cukierman et al. (1992) were among the
first to attempt to measure CBI and explore its relationship with inflation. They
developed four CBI indexes: the legal CBI index or so-called de jure independence
of central banks, an index showing the turnover rate of central bank governors
(TOR), a questionnaire-based index and an index based on aggregation of
the first two indexes.2 They found that the legal CBI index has a statistically
significant relationship with inflation in developed countries, while insignificant
results are, found in the case of developing countries. On the contrary, the
turnover rate of central bank governors demonstrated the opposite effect; it
was found to be statistically insignificant in developed countries, but statistically

∗Email: daniyar.nurbayev@eurasian-research.org
1 Rogoff (1985): see more about the time-inconsistency problem in Kydland and Prescott (1977) and

Barro and Gordon (1983).
2 The legal CBI index has been widely used in the literature; it is measured by central bank law, which

shows the de jure independence of a central bank.

659

https://doi.org/10.1017/S1744137417000261 Published online by Cambridge University Press

https://doi.org/10.1017/S1744137417000261
mailto:daniyar.nurbayev@eurasian-research.org
https://doi.org/10.1017/S1744137417000261


660 DANIYAR NURBAYEV

significant and positively related with inflation in developing countries.3 Based
on these results, Cukierman et al. (1992: 375–6) proposed that in developing
countries, the legal CBI index cannot be used as an independence measure
because, in these countries, written law differs from actual practice. Later,
Loungani and Sheets (1997: 388) and Walsh (2005: 5) suggested the same idea,
namely that in countries with a weak rule of law, there might be a difference
between the institutional arrangement and its adherence to the law.

Thus, according to these works, the absence of the rule of law may hinder
the central bank from maintaining low inflation, even when it has a high level
of legal independence. In reality, countries with a weak rule of law do not fully
eliminate the time-inconsistency problem by appointing a formally independent
central bank. Under low law adherence, a government may neglect the central
bank’s independence, as stated in the law, and enforce monetary authority to
pursue its short-run objectives, which may conflict with its previous commitment
to maintaining price stability. Hence, even high legal CBI does not guarantee
consistency in monetary policy unless the rule of law is sufficiently robust.
Following this view, we propose that the rule of law, in interaction with legal
CBI, is an important determinant in maintaining low inflation.

In most of the contemporary works on the relationship between CBI and
inflation, scholars usually use ‘low inflation’ and ‘price stability’ interchangeably;
in this work, however, we use ‘price stability’ to mean not only low-level
inflation4 but also stable inflation. We propose that the time-inconsistency
problem also can cause high inflation volatility.

Indeed, Svensson (1997) showed that the time-inconsistency problem creates
not only a well-investigated ‘inflationary bias’, but is also the reason for the so-
called ‘stabilization bias’,5 which could be the reason for high inflation volatility.
He argues that in the presence of the time-inconsistency problem, policy makers
tend to stabilize output at the cost of inflation stability. In forward-looking
models, commitment-based central bankers respond to a cost-push shock by
signalling their intent to maintain low inflation today and in the future, thereby
stabilizing economic agents’ expectations. In contrast, in the case of discretionary
central bankers, who may easily renege upon previously made commitments,
their promise to keep a tight monetary policy in the future is not credible, and eco-
nomic agents would expect higher inflation both today and in the future, decreas-
ing the ability of the central bankers to stabilize inflation. This fact indicates that
CBI, by diminishing the time-inconsistency problem, might also have a negative
effect on inflation volatility. However, we propose that legal CBI does not reduce
inflation volatility in countries with a weak rule of law because, as noted above,

3 Cukierman (1992), De Haan and Siermann (1996) and Klomp and De Haan (2010a) gained similar
results.

4 For simplicity, we will refer to the ‘level of inflation’ as ‘inflation.’
5 See Clarida et al. (1999) and Woodford (1999) for further discussion.
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legal CBI is ineffective in diminishing the time-inconsistency problem when the
law differs from actual practice.6 Hence, we hypothesize that the effect of legal
CBI on inflation and inflation volatility depends on the strength of the rule of
law, and the aim of this research is to empirically investigate these relationships.

To the best of our knowledge, no empirical studies to date have focused on the
effect of the interaction between institutional qualities and legal CBI on inflation
volatility, whereas there is a significant body of literature exploring the effect of
this interaction on inflation.

For instance, Moser (1999) and Keefer and Stasavage (2003) theoretically and
empirically demonstrated that legal CBI reduces inflation only in the presence
of checks and balances. Acemoglu et al. (2008) provided evidence suggesting
that medium political constraints in interaction with legal CBI significantly
reduce inflation, while low and high constraints are not effective in decreasing
inflation. Hielscher and Markwardt (2012) showed that some institutional
qualities (democratic accountability, political stability) in interaction with legal
CBI negatively affect inflation. In a more recent paper, Bodea and Hicks (2014)
provided empirical evidence that freedom of the press, and checks and balances
in interaction with legal CBI, reduce inflation.

In addition, there are several works that, as with our approach, explicitly
investigate the relationship between the rule of law–CBI interaction and inflation.
For example, Eijffinger and Stadhouders (2003), using cross-sectional regression,
provided evidence that the rule of law, both directly and in interaction with legal
CBI, significantly and negatively affects inflation. Hayo and Voigt (2008) studied
the influence of the legal system–TOR index interaction. Their findings suggest
that the legal system reduces the turnover rate of central bank governors. They
also found that the legal system has a direct negative effect on inflation.

Finally, Gollwitzer and Quintyn (2010) also studied the effect of the rule of law
and CBI on inflation. They obtained statistically significant results indicating that
the rule of law can reduce inflation. However, they argued that the rule of law
does not increase CBI efficiency, which is not in line with the results of Eijffinger
and Stadhouders (2003). Gollwitzer and Quintyn (2010: 22) proposed that the
difference between the two works lies in the different time periods employed
in their respective investigations.7 In addition, they contend that Eijffinger and
Stadhouders miss-specified their model as they omitted constitutive terms while
using an interaction term, leading to invalid conclusions about the marginal
effect of the interaction (Gollwitzer and Quintyn, 2010: 7).

Hence, researchers should regard Eijffinger and Stadhouders’ results with
caution. In fact, even Hayo and Voigt’s and Gollwitzer and Quintyn’s works

6 Cukierman et al. (1992: 377–8) showed that legal CBI is negatively related to inflation volatility in
advanced countries, but not in developing countries.

7 Eijffinger and Stadhouders used data for 1980–9, while Gollwitzer and Quintyn used data for
2003–7.
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have some flaws and also require such treatment: first, they used cross-sectional
regression, which may create omitted-variable bias, and second, they failed to
address the potential endogeneity problem between variables. Indeed, Koyama
and Johnson (2015) argued that high and unstable inflation undermines the
rule of law, and that monetary stability and the rule of law are mutually self-
supporting, indicating that there may be endogeneity between inflation and the
rule of law. In addition, some researchers argue that there is endogeneity between
CBI and inflation (Crowe, 2008; Hayo and Hefeker, 2002). Moreover, Eijffinger
and Stadhouders fail to control for other inflation determinants, which is another
indicator that their model might be biased.

As noted above, the effect of the interaction of institutional qualities and
legal CBI on inflation volatility remains unexplored. Yet several studies have
investigated the determinants of inflation volatility without considering their
interactions with legal CBI. Ghosh et al. (1997) and Bleaney and Fielding (2002)
found that countries with a fixed exchange rate regime can achieve lower inflation
volatility. According to Gruben and McLeod (2004), Bowdler and Malik (2005)
and Granato et al. (2006), openness can reduce inflation volatility, while Rother
(2004) revealed that discretionary fiscal policies have a strong positive link to
inflation volatility. Finally, Aisen and Veiga (2007) presented research showing
that political instability is associated with higher inflation volatility.

Overall, this study extends the existing literature in several important ways.
First, it fills the gap in the current literature by examining the effect of the
interaction between the rule of law and legal CBI on inflation volatility. Second,
we re-examine the relationship between the rule of law, legal CBI and inflation
by addressing the lacunas of the previous literature that caused the controversial
and inconclusive results. Unlike previous works, we employ a dynamic panel
data regression by using the system generalized method-of-moments model
(system-GMM) on an unbalanced dataset covering up to 124 countries over
the period from 1970 to 2013. Using panel data together with this estimator
allows us to control for endogeneity and address unobserved country-specific
effects. This research also employs a new legal CBI dataset developed by Garriga
(2016), which is a largely complete dataset covering 182 countries between
1970 and 2012. Furthermore, we also depart from previous works by analysing
how the marginal effect of legal CBI on price stability indicators behaves as
the rule of law changes, which facilitates understanding of how the interaction
really works.

The employment of these new economic techniques and this new database
helps us to obtain more conclusive results to answer our main question: ‘How
does the rule of law affect the relationship between legal CBI and price stability?’
In addition, we aim to answer two supplementary questions. The first is designed
to investigate the suggestion that legal CBI itself does not reduce inflation
and inflation volatility, as noted above. The second supplementary question
is designed to check Hayo and Voigt’s (2008) second transaction channel of the
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rule of law. Thus, our supplementary questions are: ‘Does legal CBI affect price
stability?’ and ‘Does the rule of law affect price stability?’

On our main question, our findings suggest that the effect of legal CBI on price
stability depends on the strength of the rule of law, a weakness being the reason a
de jure independent central bank cannot maintain price stability. The results also
indicate that 67% of advanced countries have enough rule of law to maintain
price stability through increasing legal CBI, while more than 95% of developing
countries do not. Regarding our supplementary questions, the findings show
that legal CBI does not have a significant direct effect on price stability, while the
rule of law has a negative and significant effect on both inflation and inflation
volatility.

The remainder of this paper is organized as follows. Section 2 describes the
data and the methodology implemented. Section 3 is devoted to the empirical
results and sensitivity tests. Finally, section 4 offers some concluding remarks
and policy implications.

2. Data and methodology

Data

To explore the relationship between the rule of law, legal CBI and inflation,
we use an unbalanced panel dataset comprising 124 countries; we split the
sample period of 1970–2013 into nine non-overlapping periods averaging five
years.8 In our research, we used the weighted legal CBI dataset developed by
Garriga (2016). Garriga calculated the dataset based on the Cukierman et al.
(1992) index, and it covers 182 countries between 1970 and 2012. The dataset
has major advantages in comparison with the other publicly available datasets
previously used in determinating the relationship between CBI and price stability.
The previous datasets developed by Cukierman et al. (1992), Polillo and Guillén
(2005), Crowe and Meade (2007) and Bodea and Hicks (2014) all cover fewer
than 100 countries and shorter time periods than Garriga’s dataset.

As a measure of the rule of law, in our baseline model, we use the Legal
System and Property Rights data from the Fraser Institute’s Economic Freedom
of the World dataset developed by Gwartney et al. (2016). We chose this dataset
because of its availability over a long period of time (1970–2013) and the fact
that it covers up to 157 countries. In addition, to test the sensitivity of our results,
we employed alternative rule of law indicators.

8 We split our sample into five-year intervals due to several factors. Our main dataset on the rule of
law comprises data collected at five-year intervals from 1970 to 2000, and annually since 2000. However,
rather than being a limitation, using five-year intervals is logical for this study, allowing us to control
for important events, such as the depth of recession in 1975, the world’s most important central bank
standing firm on high rates in 1980, the 1985 Plaza Accord, the early 1990s’ collapse of the Soviet Union,
the late 1990s’ Asian and Russian financial crises, the early 2000s’ introduction of the Euro, and the
global financial crisis of the late 2000s.
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The data on inflation, our dependent variable, come from the International
Monetary Fund’s (IMF) International Financial Statistics database as annual and
quarterly percentage changes of consumer prices. As an indicator of inflation,
we use five-year averages of the annual percentage changes of consumer prices,
while for inflation volatility, we employ the standard deviation of the quarterly
percentage changes in consumer prices for every five-year period. To control for
the presence of hyperinflationary outliers, we use natural logs of our variables.

The World Bank’s World Development Indicators database is a source of
some of our control variables. For instance, we use GDP per capita in constant
2005 US$ in natural logs, the share of natural resources rents in the country’s
GDP and the country’s trade as a share of GDP as an openness measure.

The next control variables are dummy variables for monetary policy regimes.
We control for the inflation-targeting policy, set to one to indicate the presence
of inflation targeting and zero otherwise. To control for fixed exchange rate
regimes, we use the exchange rate regime classification data from Shambaugh
(2004), where the dummy variable takes a value of one when there is a currency
peg, and zero otherwise. Furthermore, we use the soft peg dummy variable from
Obstfeld et al. (2010), which covers regimes allowing ± 5% movements in the
exchange rate.

As is popular in recent empirical literature on inflation determinants, we also
include the political stability indicator in our regression. We use the adverse
regime changes indicator from the Political Instability Task Force dataset of the
Center for Systemic Peace (CSP). We constructed a dummy variable from this
indicator that takes a value of one when a country experiences adverse regime
change, and zero otherwise. We also obtained data on international warfare
from the Major Episodes of Political Violence dataset of the CSP.

Gruben and McLeod (2002) and Gupta (2008) showed that capital account
openness is negatively related to inflation; therefore, in our regression, we add
the capital account openness index developed by Chinn and Ito (2006).

We also control for systemic banking crises and sovereign debt crises using
data by Laeven and Valencia (2013), from which we created a dummy variable:
one indicates the presence of a crisis in a particular year and zero represents no
crisis.

One may suggest controlling for the goals of central banks, since this is
an important factor that also changes over time.9 However, we do not need
additional variables to control for central banks’ objectives when using the legal
CBI index developed by Cukierman et al. (1992), as this index already takes into
account (and thus controls for) central banks’ objectives. The index considers
various main objectives for a central bank, including, for example, the price
stability goal or other goals, such as unemployment; it also considers situations

9 For an extensive review of the policy evolution of central banks, see Hetzel and Richardson (2016)
and Mahadeva and Sterne (2000).
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in which the bank has several different goals, which may conflict with each other.
For example, when price stability is the major or only objective in a central bank’s
charter, the bank is rated gets highest ranking (between 0.8 and 1.0),10 when
price stability is a goal, among other potentially conflicting goals, such as full
employment, the bank is classified as less independent and is, consequently, rated
from 0.4 to 0.6. Finally, when a central bank’s stated objectives do not include
price stability, the bank’s independence is rated between 0 and 0.2.

Descriptive statistics for the data used in the regressions are reported in
Table A.1 in the Appendix.

Empirical model and methodology

As Hayo and Voigt (2008) and Gollwitzer and Quintyn (2010) showed, there is
a negative relationship between the rule of law and inflation. To empirically
investigate the relationship, we estimate the following dynamic panel data
model:

pricesti,t = β0pricesti,t−1 + β1roli,t + β3Xi,t + μt + δi + εi,t (1)

where pricest stands for price stability indicators, which are the natural log of
inflation (lncpi) and the natural log of inflation volatility (lnvcpi), in country
i at time t; rol is a proxy of the rule of law; X represents a vector of control
variables;11μ and δ denote unobservable time-specific and country-specific effects
respectively; while ε is the error term.

We then investigate the effect of legal CBI on inflation. To do this, we add the
cbi variable, which stands for the legal CBI indicator. The regression equation is
then the following:

pricesti,t = β0pricesti,t−1 + β1roli,t + β2cbii,t + β3Xi,t + μt + δi + εi,t (2)

Finally, we reach our baseline model. To observe the interaction effect of
the rule of law and legal CBI on inflation, we extend equations 1 and 2 by
including the interaction term between cbi and rol. The regression equation with
the interaction term is the following:

pricesti,t = β0pricesti,t−1 + β1roli,t + β2cbii,t + β3Xi,t

+ β4
(
cbii,t ∗ roli,t

) + μt + δi + εi,t (3)

10 All sub-components of the legal CBI index are coded on a scale from 0 to 1.0, where 0 is the lowest
level of independence, and 1 the highest. For more information, see Cukierman et al. (1992).

11 Our set of control variables include the following: Trade openness (%GDP); Natural resources
rents (% GDP); Inflation-targeting policy; Exchange rate peg, soft; Exchange rate peg; Political instability;
International warfare; Log (GDP per capita); Capital account openness; Systemic banking crises; and
Sovereign debt crises.
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The marginal effect of legal CBI on inflation as the rule of law changes is
shown in equation 4:

∂pricest

∂cbi
= β2 + β4roli,t (4)

Its corresponding standard errors are given by:

σ̂ 2
∂pricest

∂cbi

= var(β2) + rol2
i,t var (β4) + 2roli,t cov (β2β4) (5)

The next issue is to find a proper estimator. Most widely used OLS and
fixed-effect (FE) estimators have some limitations in estimating our models.
First, according to Nickell (1981) and Bond (2002), the OLS estimator of the
dynamic panel model will be biased upwards, while the FE estimator obtains
downward-biased results, as the lagged dependent variable is correlated with the
fixed effects in the error term. Second, the OLS and FE estimators do not address
the endogeneity issue among variables. Indeed, several works claim that there
is endogeneity between inflation and the rule of law and between inflation and
legal CBI. Hence, to find the true relationship between the rule of law, legal CBI
and inflation, we need to control for these issues.

To cope with these problems in dynamic panel data models, Arellano and
Bond (1991) propose the difference-GMM estimator. To get rid of country fixed
effects, this estimator takes the differences of a model and uses lagged levels
of explanatory and dependent variables as instruments to address the possible
endogeneity of variables and correlation between a lagged dependent variable
and the error term.

We take the first differences of equations 1–3, so we have (here �pricesti,t =
pricesti,t − pricesti,t−1 and so on):

�pricesti,t = β0�pricesti,t−1 + β1�roli,t + β3�Xi,t + �δi + �εi,t (6)

�pricesti,t = β0�pricesti,t−1 + β1�roli,t + β2�cbii,t + β3�Xi,t + �δi + �εi,t

(7)

�pricesti,t = β0�pricesti,t−1 + β1�roli,t + β2�cbii,t + β3�Xi,t

+ β4�
(
cbii,t∗roli,t

) + �δi + �εi,t (8)

The marginal effect of legal CBI on inflation as the rule of law changes
becomes:

∂�pricest

∂�cbi
= β2 + β4�roli,t (9)

and the corresponding standard errors become:

σ̂ 2
∂�pricest

∂�cbi

= var(β2) + �rol2
i,t var (β4) + 2�roli,t cov (β2β4) (10)
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However, the estimator pioneered by Arellano and Bond has a weakness.
Blundell and Bond (1998) showed that if the variables are persistent over time,
lagged levels of these variables are weak instruments for their differences. To
overcome this issue, one can employ the system-GMM estimator developed by
Arellano and Bover (1995) and Blundell and Bond (1998). This new estimator,
under the assumption that first differences are not correlated with country effects,
combines first-differenced equations and the equations in levels into one system,
which improves efficiency by increasing the number of available instruments.

Since the consistency of system-GMM estimates depends on the instrument
validity and the absence of the second-order serial correlation, we test it with the
Arellano–Bond test for autocorrelation, and we test the validity of our estimates
using the Hansen test of over-identifying restrictions.

In our work, we employ a two-step variant of system-GMM because it
is asymptotically more efficient compared to the one-step estimator, and we
implement a finite-sample correction to the standard errors in the two-step
estimation (Windmeijer, 2005).

3. Results

Estimation results

Table 1 reports our estimation results. We treated all right-hand side variables
as endogenous variables, except international warfare, which is treated as
exogenous. These endogenous variables are instrumented using their lagged
values. It is important to note that AR2 provides no evidence of second-order
serial correlation in the error term, and the Hansen test confirms the validity
of the instruments. In all tables below, odd columns show regressions for lncpi,
while even columns show the same for lnvcpi.

Columns 1 and 2 of Table 1 show the estimations of equation 6, including all
explanatory variables, calculated using system-GMM. The first column shows
that rol has a negative and significant effect on both lncpi and lnvcpi, indicating
that the rule of law has a direct and negative effect on inflation, which is in
line with the results of Hayo and Voigt (2008) and Gollwitzer and Quintyn
(2010), and on inflation volatility. In columns 3 and 4, we add the cbi variable
(equation 7). According to the estimations, legal CBI does not have a statistically
significant effect; moreover, it reveals unexpected positive coefficients in both
columns. Meanwhile, the inclusion of cbi slightly changes the coefficients of rol,
but their significance stays at the previous level.

As is widely known, one of the essential elements of an inflation-targeting
policy is CBI, which may create a multicollinearity problem between the cbi and
Inflation-targeting policy variables. In the next two columns, we estimate our
model by dropping Inflation-targeting policy. From columns 5 and 6, we can
observe that even after dropping Inflation-targeting policy, cbi still has neither
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Table 1. The Rule of law, legal CBI, and price stability

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi

l.pricest 0.425∗∗∗ 0.348∗∗∗ 0.392∗∗∗ 0.362∗∗∗ 0.407∗∗∗ 0.359∗∗∗ 0.480∗∗∗ 0.406∗∗∗ 0.368∗∗∗ 0.356∗∗∗

(0.052) (0.077) (0.054) (0.073) (0.051) (0.073) (0.052) (0.076) (0.057) (0.090)
rol − 0.222∗∗∗ − 0.254∗ − 0.261∗∗∗ − 0.262∗∗ − 0.266∗∗∗ − 0.266∗ − 0.139 0.0415 0.00661 0.139

(0.084) (0.137) (0.085) (0.126) (0.076) (0.138) (0.090) (0.093) (0.096) (0.115)
cbi 0.149 0.267 0.140 0.369 1.455∗ 3.042∗∗∗ 1.713∗ 2.909∗∗

(0.339) (0.457) (0.325) (0.470) (0.760) (1.086) (0.926) (1.301)
rol∗cbi − 0.338∗∗ − 0.587∗∗∗ − 0.369∗∗ − 0.562∗∗

(0.148) (0.174) (0.148) (0.222)
Trade openness (% GDP) 0.0006 0.0028∗ 0.0007 0.0033∗∗ 0.0007 0.0040∗∗ 0.0000 0.0015 − 0.0014 − 0.0003

(0.0014) (0.0016) (0.0014) (0.0016) (0.0015) (0.0017) (0.0015) (0.0016) (0.0018) (0.0026)
Natural resources − 0.0016 − 0.0008 0.0027 0.0045 0.0026 0.0043 0.0019 − 0.0007 0.0052 − 0.0006

rents (% GDP) (0.0056) (0.0062) (0.0051) (0.0054) (0.0051) (0.0057) (0.0060) (0.0062) (0.0063) (0.0082)
Capital account openness − 0.369∗ − 0.626∗∗ − 0.337 − 0.512∗∗ − 0.362∗ − 0.509∗∗ − 0.467∗∗ − 0.625∗∗ − 1.489∗∗∗ − 1.634∗∗∗

(0.215) (0.264) (0.234) (0.243) (0.209) (0.254) (0.221) (0.301) (0.372) (0.460)
Exchange rate peg, soft − 0.859∗∗ − 1.326∗∗∗ − 0.738∗∗ − 1.164∗∗∗ − 0.688∗∗∗ − 1.160∗∗∗ − 0.902∗∗ − 1.681∗∗∗ − 0.434 − 1.209∗∗∗

(0.351) (0.388) (0.325) (0.377) (0.241) (0.313) (0.379) (0.477) (0.381) (0.358)
Exchange rate peg − 0.959∗∗∗ − 0.766∗∗ − 0.948∗∗∗ − 0.740∗∗ − 0.707∗∗∗ − 0.571∗∗ − 0.856∗∗∗ − 0.825∗∗ − 0.636∗∗ − 0.637

(0.292) (0.355) (0.241) (0.307) (0.201) (0.255) (0.233) (0.332) (0.319) (0.460)
International warfare − 0.037 0.013 − 0.040 0.004 − 0.034 0.031 − 0.058 0.057 0.006 0.036

(0.097) (0.210) (0.124) (0.185) (0.104) (0.187) (0.091) (0.194) (0.096) (0.193)
Political instability 0.141 0.315 0.161 0.273 0.127 0.173 0.421 0.479 0.206 0.166

(0.380) (0.598) (0.309) (0.371) (0.294) (0.382) (0.304) (0.342) (0.333) (0.539)
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Table 1. Continued

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi

Systemic banking crises − 0.521 0.387 − 0.320 1.306 − 0.457 1.416 1.740 4.001∗∗∗ 1.056 3.896∗∗∗

(1.020) (1.779) (1.221) (1.345) (1.197) (1.363) (1.073) (1.154) (1.006) (1.280)
Sovereign debt crises − 1.790 0.084 − 1.349 − 0.039 − 1.596 − 0.280 − 0.188 1.071 0.739 0.790

(2.002) (2.048) (1.836) (1.823) (1.694) (1.767) (1.496) (1.739) (2.245) (2.818)
Log (GDP per capita) 0.103 0.037 0.148∗ 0.056 0.138∗ 0.043 0.320∗∗∗ 0.174∗∗ 0.294∗∗∗ 0.177∗

(0.073) (0.118) (0.088) (0.118) (0.073) (0.120) (0.057) (0.070) (0.078) (0.105)
Inflation−targeting policy − 0.328∗ − 0.053 − 0.324∗∗ − 0.067

(0.172) (0.233) (0.156) (0.230)
# of observations 687 692 660 665 660 665 660 665 660 665
# of countries 124 124 124 124 124 124 124 124 124 124
# of instruments 160 160 174 174 173 173 179 179 103 104
AR2 0.987 0.853 0.601 0.826 0.708 0.554 0.858 0.479 0.686 0.367
Hansen test 0.941 0.978 0.997 0.993 0.997 0.997 0.999 0.998 0.249 0.443

Note: Estimations based on two-step system-GMM estimator. Robust, standard errors (Windmeijer correction is implemented) are in parentheses. The notations
∗∗∗, ∗∗, and ∗ represent statistical significance at the 1%, 5% and 10% levels respectively. lncpi stands for natural log of inflation, while lnvcpi - natural log of
inflation volatility; pricest denotes the price stability indicators (i.e. lncpi, lnvcpi); rol stands for the rule of law and cbi indicate legal central bank independence.
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the right sign nor significant results. The findings from column 5 are in line with
some of the contemporary literature (Campillo and Miron, 1997; Klomp and
de Haan, 2010b), which shows legal CBI does not have a significant effect on
inflation, while the insignificant coefficient of cbi in column 6 corresponds with
our suggestion that legal CBI also has no significant effect on inflation volatility.

In the next two columns, we examine the effect of the interaction between
rol and cbi on price stability (equation 8). In this regression, along with the
inclusion of the interaction term, we exclude the time dummies. We do this
because the cbi variable changes rarely over time, due to its legal nature. Indeed,
as we already know, the cbi variable is measured based on legal statutes, and as
with all legal statutes it tends to be constant over time. Consequently, the time
dummies would capture most of the changes of the cbi variable, which would
create a multicollinearity problem.

Column 7 shows that the inclusion of the interaction term makes rol
insignificant, while on the contrary, cbi becomes positive, though still with the
wrong sign.12 The interaction term (rol∗cbi) is also statistically significant, with
the negative sign indicating that the effect of legal CBI on inflation depends on
the strength of the rule of law. Similarly, in column 8, the interaction term has
a negative and significant effect on inflation volatility, while cbi and rol have
positive coefficients; as in the previous column, cbi has a statistically significant
coefficient. The results support our hypotheses that the rule of law is an important
factor in the relationship between legal CBI and price stability and that the effect
of legal CBI depends on the strength of the rule of law.

In the first six columns and the last two columns, in particular, we used only
second lags of instruments to prevent over-fitting endogenous variables. This
procedure is recommended by Roodman (2009a, 2009b), but he also proposes,
as a rule of thumb, keeping the number of instruments below the number of cross-
sections in the GMM regressions. However, in our estimations, the number of
instruments used exceeds the number of cross-sections. To address this issue,
instead of limiting the lag depth, we applied principal components analysis
(PCA), as proposed by Mehrhoff (2009) and Bontempi and Mammi (2012),
which replaces instruments with their principal components.13 Mehrhoff showed
that PCA produces lower bias and root mean squared error than other techniques
addressing instrument proliferation.

In columns 9–10, we recalculated the model of the previous two columns
by applying PCA. This new technique allowed allowed the instrument count to
fall below the number of cross-sections. Nevertheless, the reduced instruments
count did not change the results for our variables of interest: the coefficients of

12 These coefficients should not be treated as average effects of our constitutive terms on inflation.
For more information, see Brambor et al. (2006).

13 Components with eigenvalues of at least one were selected.
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Figure 1. Marginal effect of legal CBI on inflation as the rule of law changes

the interaction terms are relatively similar to those in the previous two columns
and are still highly significant.

In columns 7–10, we observe that Log (GDP per capita) is significant and
has the wrong sign. This might be due to possible multicollinearity between Log
(GDP per capita) and rol.14 One of the methods of addressing multicollinearity is
to drop a non-interest variable; in our case, however, Log (GDP per capita) is too
important a variable to simply leave out. Therefore, it was decided not to drop
this variable in these columns; instead, we estimated our model replacing this
variable with an emerging-countries dummy variable, to control for countries’
development level.15 The results of these two new estimations correspond with
those of the baseline model in columns 9–10.

Table 1 does not provide enough information about either the marginal
effect of legal CBI on inflation depending on changes in the rule of law or the
corresponding standard errors. According to Brambor et al. (2006), the best way
to show this relationship is to illustrate it graphically. Thus, based on equations 9
and 10, we plot Figures 1 and 2, which illustrate the marginal effect of legal CBI
on inflation and inflation volatility, respectively, as the rule of law changes and
their corresponding 95% confidence intervals, using the results of the baseline
model.

14 The correlation between lngdpc and rol is 0.75. We do not provide correlation matrices for brevity,
but they are available from the author upon request.

15 The results are available from the author upon request.
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Figure 2. Marginal effect of legal CBI on inflation volatility as the rule of law
changes

Figure 1 shows that cbi has a statistically significant and negative effect on
inflation only when the rule of law is higher than 6.78; thus, for countries
above that threshold, legal CBI does not differ from the actual practice of the
central bank or its de facto CBI. Only 25% of our observations fall within that
statistically significant and negative range. It is important to note that if we
regard advanced countries separately, we see that 70.37% of the observations
lie in the negative and significant range, while in the case of developing countries,
only 5.43% lie in this range. These findings support the theory of Cukierman
et al. (1992) that, in developing countries, legal CBI cannot reduce inflation due
to the weak rule of law.

Figure 2 reveals that cbi has a negative and significant effect on inflation
volatility only when rol exceeds 6.85, accounting for 23.44% of our sample
observations. As in Figure 1, more than half of the advanced countries (67.4%)
lie in the negative and significant range, while only a very small portion of
developing countries (4.47%) fall within that range. The results imply that a
strong rule of law is essential to decrease inflation volatility through increasing
legal CBI; furthermore, the strength required to reduce inflation volatility is
slightly more than that required to maintain low inflation. However, on closer
examination of the figure, an additional and somewhat unexpected result can
be seen: when the rule of law is lower than 2.23, legal CBI has a positive and
significant effect on inflation volatility. One might treat this as a set of outliers, as
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only 27 observations (3.01% of our total sample) lie in this range. Nevertheless,
we seek to explain this result.

Clearly, countries with a very weak rule of law are those with low overall
institutional development. Most finance their budget deficit through inflation
tax; consequently, they do not tend to reduce inflation and, most importantly,
they are unable to do so, since they cannot collect a sufficient amount of output
tax to cover the budget deficit because of their weak institutional development.
However, high inflation is detrimental to the population, and increases social
unrest. To alleviate social turmoil, the government may undertake some reforms
to reduce inflation or at least demonstrate its intention to address high inflation;
in this regard, the easiest reform is to give greater legal independence to the
country’s central bank. Increased legal independence obliges the central bank
to reduce inflation, and the government may allow this during periods of social
unrest. Nevertheless, such countries still have fundamental problems with other
institutions, such as those responsible for taxation. Therefore, the government
remains highly reliant on inflation tax, and keeping in mind that the country has
a very weak rule of law, it can force the central bank to pursue an inflationary
policy to cover its budget deficit at any time. Therefore, when the rule of law is
below 2.23, two different forces may influence inflation: on the one hand, there is
a central bank that is de jure independent and obliged to maintain low inflation;
on the other hand, the government, from time to time, allows the central bank to
keep inflation relatively low to mitigate social unrest, but still exploits inflation
tax as a main source of budget revenues. In short, countries with a very weak
rule of law and high legal CBI have higher inflation volatility than countries with
as much law enforcement but lower CBI: the former because from time to time
they have relatively low inflation from time to time, increasing their volatility,
while the latter group has constantly high inflation.

Overall, this section’s findings indicate that the improvement in price stability
over the last five decades was not solely due to greater de jure CBI but was
also influenced by developments in legal institutions. For example, Argentina
and Turkey are two countries that have granted their central banks greater
independence since the 1970s. In the 1970s, both countries had high average
inflation (132.3% and 23.3% respectively) and average inflation volatility (146.4
and 16.63),16 with legal CBI of 0.39 and 0.55. In the 2000s and 2010s, legal
CBI reached 0.81 in Argentina and 0.83 in Turkey, reflecting fairly high levels
of independence surpassed by only 8.7% of our sample. However, in the period
from 2000 to 2013, the countries still had relatively high average inflation
(9.06% in Argentina and 19.01% in Turkey) and high average inflation volatility
(8.2 and 19.0). The failure of legal CBI to maintain price stability might be due
to these countries’ rule of law being weaker than the thresholds indicated in
our results: the average rule of law was scored at 4.20 in Argentina and 5.49 in

16 The standard deviation of the quarterly percentage changes in consumer prices.
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Turkey in the first 13 years of the 21st century, impeding the ability of legal CBI
to overcome the time-inconsistency problem.

Another good example of a country increasing legal CBI since the 1970s is
Chile, which also suffered from unstable prices in the 1970s. In the Chilean
case, greater de jure CBI (0.82) was followed by lower average inflation (3.01%)
and average inflation volatility (2.26) in the 2000s and 2010s. The country’s
success in establishing price stability may be due to Chile’s managing to exceed
the threshold level of the rule of law, unlike Turkey and Argentina. The average
strength of the rule of law in Chile grew from 3.82 in the 1970s to 6.85 in the
2000s and 2010s. Hence, Chile has come much closer to an institutional model
in which de jure is equal to de facto than either Argentina or Turkey. To maintain
price stability further, Chile should maintain, or even improve, the current
strength of its legal institutions and legal CBI. To maintain their current capacity,
despite changing external and internal circumstances, Chile’s institutions should
improve their ‘robustness and resilience’. The robustness and resilience of
institutions are concepts that have been developing rapidly over the last two
decades among policy researchers and policy makers. An institution’s robustness
is its ability to cope with external and internal shocks without adapting, while its
resilience is its ability to adapt for shocks without changing its main functions.17

Thus, Chile and other countries seeking to maintain their current institutional
development should adopt policies that improve their institutions’ robustness
and resilience.

Robustness tests

To show the robustness of the model we conducted several sensitivity tests. The
first test checks whether our baseline model is robust to alternative measures
of the rule of law and legal CBI. In the first two columns of Table 2, we use
the ‘Equality before the law and individual liberty’ index from the Varieties
of Democracy project developed by Coppedge et al. (2016), which covers 173
countries between 1900 and 2014, as an alternative measure of the rule of law.
The findings obtained from this new indicator show significant robustness with
the results from columns 9 and 10 of Table 1. In columns 3 and 4, we use
the ‘judicial independence’ categorical indicator developed by Henisz (2000),
which covers 170 countries from 1960 to 2012, as an alternative measure of
the rule of law. The interaction term of this rule of law indicator with cbi has
the expected negative sign in both columns, but has a significant impact only
on lnvcpi.

In columns 5 and 6 of Table 2, we use the legal CBI dataset developed by
Bodea and Hicks (2014). This new indicator is the second largest dataset after
our main dataset, covering 81 countries from 1972 to 2010. The results confirm

17 For further discussion on the robustness and resilience of institutions, see Anderies et al. (2004)
and Anderies et al. (2013).
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Table 2. Robustness check: Alternative measures

(1) (2) (3) (4) (5) (6) (7) (8)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi cpi vcpi

cbi (Bodea and Non-transformed
New variables rol (Coppedge et al., 2016) rol (Henisz, 2000) Hicks, 2014) dependent variables

l.pricest 0.301∗∗∗ 0.311∗∗∗ 0.423∗∗∗ 0.383∗∗∗ 0.404∗∗∗ 0.396∗∗∗ 0.028 −0.083∗∗∗

(0.075) (0.109) (0.059) (0.076) (0.055) (0.072) (0.079) (0.023)
rol 1.508 3.667∗∗∗ − 0.465 0.442 − 0.042 0.006 − 28.73 −5,508

(1.110) (1.264) (0.527) (0.633) (0.131) (0.140) (28.14) (3,703)
cbi 4.025∗∗ 5.052∗∗∗ 0.269 0.892 1.675 2.406∗ 127.2 −23,295

(1.572) (1.739) (0.631) (0.717) (1.589) (1.407) (271.0) (21,707)
rol∗cbi − 5.473∗∗∗ − 7.169∗∗∗ − 0.280 − 1.796∗ − 0.419∗ − 0.484∗∗ − 24.19 3,234

(1.916) (2.013) (0.921) (1.003) (0.245) (0.237) (37.32) (3,119)
Trade openness (% GDP) − 0.0018 − 0.0050 − 0.0004 − 0.0015 − 0.0013 0.0013 − 0.695 −89.36

(0.0043) (0.0051) (0.0020) (0.0038) (0.0020) (0.0019) (0.901) (78.89)
Natural resources − 0.0002 − 0.0003 0.0047 − 0.0028 0.0061 0.0020 − 0.837 95.30

rents (% GDP) (0.0087) (0.0094) (0.0067) (0.0071) (0.0105) (0.0109) (1.243) (124.6)
Capital account openness − 1.667∗∗∗ − 1.306∗∗∗ − 1.795∗∗∗ − 1.624∗∗∗ − 1.407∗∗∗ − 1.553∗∗∗ − 34.27 19,163

(0.459) (0.494) (0.379) (0.399) (0.393) (0.512) (119.1) (14,226)
Exchange rate peg, soft − 1.093∗∗ − 1.921∗∗∗ − 0.462 − 1.391∗∗∗ − 0.509 − 1.114∗∗∗ − 66.30 −4,593

(0.443) (0.514) (0.362) (0.415) (0.425) (0.412) (76.05) (4,081)
Exchange rate peg − 0.895∗∗∗ − 0.850∗∗ − 0.591∗∗ − 0.568 − 0.512 − 0.942∗∗ 43.03 11,228

(0.303) (0.367) (0.248) (0.381) (0.349) (0.404) (119.5) (9,289)
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Table 2. Continued

(1) (2) (3) (4) (5) (6) (7) (8)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi cpi vcpi

cbi (Bodea and Non-transformed
New variables rol (Coppedge et al., 2016) rol (Henisz, 2000) Hicks, 2014) dependent variables

International warfare − 0.0017 0.144 − 0.0010 0.038 0.147 0.357∗ − 19.69 −1,379
(0.108) (0.193) (0.067) (0.155) (0.197) (0.198) (14.67) (1,004)

Political instability 0.301 − 0.114 0.204 0.366 − 0.453 − 1.747 − 44.10 −4,846
(0.350) (0.582) (0.368) (0.642) (0.799) (1.503) (92.78) (5,243)

Systemic banking crises − 0.223 3.744∗∗∗ 0.077 3.135∗∗ 1.840∗ 4.077∗∗∗ 188.3 −3,664
(0.946) (1.396) (1.156) (1.504) (1.038) (1.361) (145.7) (5,401)

Sovereign debt crises 0.829 2.108 0.939 1.788 3.442 6.439 123.5 −25,835
(2.572) (2.915) (2.351) (3.161) (2.549) (3.955) (735.7) (31,211)

Log (GDP per capita) 0.227∗∗∗ 0.0188 0.288∗∗∗ 0.242∗∗∗ 0.333∗∗∗ 0.248∗∗ 35.85∗ 3,705
(0.081) (0.079) (0.064) (0.068) (0.083) (0.107) (19.48) (2,488)

# of observations 634 638 654 659 446 448 669 665
# of countries 117 117 123 123 75 75 124 124
# of instruments 100 100 107 107 101 103 110 109
AR2 0.117 0.299 0.367 0.331 0.749 0.425 0.144 0.338
Hansen test 0.347 0.663 0.221 0.544 0.942 0.985 0.609 0.970

Note: Estimations based on two−step system−GMM estimator. Robust, standard errors (Windmeijer correction is implemented) are in parentheses. The notations
∗∗∗, ∗∗, and ∗ represent statistical significance at the 1%, 5%, and 10% levels, respectively. lncpi stands for natural log of inflation, while lnvcpi − natural log of
inflation volatility; pricest denotes the price stability indicators (i.e. lncpi, lnvcpi); rol stands for the rule of law and cbi indicates legal central bank independence.
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that the interaction of rol and cbi has a negative and significant effect on lncpi and
lnvcpi, and all of these interest variables are significant. Moreover, the regression
coefficients are similar to the coefficients from our baseline regression.

Overall, columns 1–6 of Table 2 show that our main specifications have robust
inference for the alternative measures of the rule of law and legal CBI.

In the baseline specification, we used a natural log of our price stability
variables, because of the presence of hyperinflationary episodes in our
sample. However, we decided to calculate price stability indicators without
that transformation. Columns 7–8 in Table 2 show that our model with
untransformed dependent variables performs rather poorly: none of the
coefficients is significant, except the lagged dependent variables in column 8.
These findings reflect that the results in these columns are mostly driven by
hyperinflationary episodes.

Since we do not include a time dummy in our basis regression, the model might
be affected by structural changes over time. To check robustness to the structural
changes, we subject our baseline model to a test using the different time horizons
in Table 3. We estimated our specification for five different time horizons. Our
sample covers 1970–2013, which includes the final years of the Bretton Woods
system.18 The presence of this system might distort our model because, under it,
countries could not conduct their monetary policy independently. To estimate
our model without the effect of the Bretton Woods system, we bound our time
horizon from 1975 to 2013 in the first two columns. The next two columns are
estimated for the time span covering the post-Bretto Woods period to the global
financial crisis in 2007–8, i.e. 1975–2005. Columns 5 and 6 cover the first
25 years of our sample (1970–94), while columns 7 and 8 cover the middle
40 years by dropping the first five and last three years. Finally, columns 9
and 10 cover the last 24 years of our sample (1990–2013). We also checked
other time periods, such as 1975–2000, 1980–2005 and 1985–2010; all show
a significant and negative relationship between the interaction term and price
stability indicators.19 The findings in this table show that the interaction of rol
and cbi has a negative effect on lncpi and lnvcpi, revealing significant results with
the proper sign for all time windows (except column 6). Therefore, our baseline
model is robust to different time windows.

Table 4 presents the last robustness check of our baseline regression results.
In particular, columns 1 and 2 re-estimate our baseline model using the OLS
estimator. The following two columns use the 2SLS estimator, which is another
instrumental variable estimator. In the 2SLS estimator, endogenous variables
are instrumented by their second and third lags. In the next six columns, we
employed other techniques to limit the instrument count. In columns 5–6, we
applied a combination of the techniques used above, namely PCA and limited

18 The system was abandoned in 1973.
19 The regression results are available from the author upon request.
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Table 3. Robustness check: Different time horizons

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi
Time windows 1975–2013 1975–2005 1970–1995 1975–2010 1990–2013

l.pricest 0.347∗∗∗ 0.356∗∗∗ 0.360∗∗∗ 0.378∗∗∗ 0.0986 0.558∗∗∗ 0.411∗∗∗ 0.431∗∗∗ 0.294∗∗∗ 0.297∗∗∗

(0.063) (0.090) (0.115) (0.076) (0.257) (0.207) (0.088) (0.087) (0.087) (0.113)
rol 0.0092 0.138 0.064 0.340∗ 0.744∗ 1.047 − 0.086 0.024 0.093 0.303∗

(0.099) (0.114) (0.159) (0.197) (0.396) (0.651) (0.102) (0.115) (0.137) (0.179)
cbi 1.942∗ 2.908∗∗ 2.376 4.436∗ 9.809∗∗ 13.68∗ 1.561 2.293∗ 2.513∗∗ 3.523∗∗

(1.018) (1.303) (1.598) (2.470) (4.309) (7.616) (1.163) (1.303) (1.224) (1.565)
rol∗cbi − 0.400∗∗ − 0.561∗∗ − 0.455∗ − 0.777∗ − 2.053∗∗ − 2.477 − 0.299∗ − 0.397∗ − 0.556∗∗∗ − 0.617∗∗

(0.161) (0.222) (0.266) (0.463) (0.810) (1.596) (0.159) (0.204) (0.200) (0.268)
Trade openness (% GDP) − 0.0016 − 0.0003 − 0.0019 − 0.0017 − 0.0005 − 0.0030 − 0.0006 0.0003 − 0.0057 − 0.0069

(0.0019) (0.0027) (0.0036) (0.0046) (0.0051) (0.0024) (0.0020) (0.0026) (0.0048) (0.0090)
Natural resources 0.0033 − 0.0006 0.0020 − 0.0073 0.031 − 0.0030 0.0093 0.0087 0.0026 0.0085

rents (% GDP) (0.0071) (0.0083) (0.014) (0.017) (0.031) (0.022) (0.0079) (0.010) (0.0085) (0.0069)
Capital account openness − 1.568∗∗∗ − 1.634∗∗∗ − 2.141∗∗∗ − 2.713∗∗∗ − 2.647∗ − 0.792 − 1.277∗∗ − 1.221 − 1.289∗∗ − 1.029∗∗

(0.391) (0.461) (0.629) (0.751) (1.593) (1.089) (0.636) (0.836) (0.536) (0.488)
Exchange rate peg, soft − 0.455 − 1.205∗∗∗ − 0.372 − 0.414 − 2.948∗∗ − 2.545 − 0.751∗ − 1.020∗ − 0.412 − 1.476∗∗∗

(0.378) (0.359) (0.619) (0.934) (1.272) (1.938) (0.410) (0.536) (0.435) (0.480)
Exchange rate peg − 0.661∗∗ − 0.641 − 0.714 0.0001 − 1.729∗ − 0.925 − 0.844∗∗ − 0.324 − 0.482 − 1.037∗

(0.326) (0.462) (0.691) (0.900) (0.949) (1.161) (0.393) (0.500) (0.528) (0.621)
International warfare − 0.011 0.035 − 0.039 0.072 − 0.059 0.011 − 0.018 0.103 − 0.589 − 0.719

(0.103) (0.194) (0.084) (0.173) (0.195) (0.216) (0.101) (0.170) (0.385) (0.603)
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Table 3. Continued

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi
Time windows 1975–2013 1975–2005 1970–1995 1975–2010 1990–2013

Political instability 0.233 0.178 0.195 − 0.145 0.838 0.417 0.133 − 0.082 0.334 0.436
(0.330) (0.545) (0.425) (0.740) (0.919) (1.459) (0.449) (0.510) (0.596) (0.798)

Systemic banking crises 0.986 3.891∗∗∗ 0.770 3.433 − 4.110∗∗ − 5.186∗∗ 0.114 3.628∗∗∗ 2.425 5.626∗∗∗

(1.005) (1.278) (2.138) (3.397) (1.773) (2.485) (1.398) (1.402) (1.529) (1.313)
Sovereign debt crises 0.567 0.791 − 0.399 − 0.607 − 3.261 − 1.358 0.247 0.227 0.907 4.707

(2.332) (2.824) (2.523) (3.789) (3.908) (2.068) (2.724) (2.743) (5.633) (8.647)
Log (GDP per capita) 0.307∗∗∗ 0.178∗ 0.291∗∗ 0.040 0.118 − 0.412 0.332∗∗∗ 0.165∗ 0.296∗∗ 0.086

(0.082) (0.105) (0.117) (0.111) (0.179) (0.266) (0.070) (0.095) (0.125) (0.189)
# of observations 623 628 381 383 215 216 502 506 445 449
# of countries 124 124 112 112 79 79 123 124 124 124
# of instruments 104 104 64 63 32 32 83 82 74 74
AR2 0.737 0.367 0.870 0.258 0.950 0.134 0.946 0.639 0.494 0.450
Hansen test 0.259 0.448 0.102 0.423 0.954 0.771 0.086 0.377 0.022 0.297

Note: Estimations based on two-step system-GMM estimator. Robust, standard errors (Windmeijer correction is implemented) are in parentheses. The notations
∗∗∗, ∗∗, and ∗ represent statistical significance at the 1%, 5%, and 10% levels, respectively. lncpi stands for natural log of inflation, while lnvcpi - natural log of
inflation volatility; pricest denotes the price stability indicators (i.e. lncpi, lnvcpi); rol stands for the rule of law and cbi indicate legal central bank independence.
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Table 4. Robustness check: different estimation methods

(1) (2) (3) (4) (5) (6) (7) (8)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi
Time windows OLS 2SLS Second lag and PCA Collapsed

l.pricest 0.557∗∗∗ 0.471∗∗∗ 0.522∗∗∗ 0.387∗∗∗ 0.327∗∗∗ 0.424∗∗∗ 0.352∗∗∗ 0.338∗∗∗

(0.064) (0.096) (0.104) (0.141) (0.102) (0.106) (0.069) (0.068)
rol 0.032 0.113∗∗ − 0.024 − 0.011 − 0.0050 0.104 − 0.085 0.222

(0.048) (0.052) (0.165) (0.212) (0.165) (0.189) (0.133) (0.195)
cbi 1.457∗∗∗ 2.236∗∗∗ 2.408∗ 2.417∗ 2.623∗ 2.367 1.413 2.753

(0.430) (0.558) (1.422) (1.446) (1.537) (1.625) (1.519) (2.092)
rol∗cbi − 0.273∗∗∗ − 0.390∗∗∗ − 0.477∗ − 0.481∗ − 0.535∗∗ − 0.615∗∗ − 0.409 − 0.686∗∗

(0.074) (0.087) (0.284) (0.269) (0.263) (0.296) (0.251) (0.325)
Trade openness (% GDP) 0.0000 0.0006 0.0001 0.0004 − 0.0000 − 0.0011 − 0.0052 − 0.0064

(0.0009) (0.0009) (0.0016) (0.0016) (0.0032) (0.0040) (0.0037) (0.0054)
Natural resources 0.0059∗ 0.0068∗∗ 0.0008 0.0068 0.011 0.011 − 0.0045 − 0.0072

rents (% GDP) (0.0030) (0.0031) (0.0085) (0.0096) (0.0077) (0.010) (0.011) (0.011)
Capital account openness − 0.614∗∗∗ − 0.626∗∗∗ − 0.170 − 0.167 − 1.219∗∗ − 0.451 − 0.690∗∗ − 0.745∗∗

(0.126) (0.152) (0.346) (0.380) (0.569) (0.647) (0.272) (0.325)
Exchange rate peg, soft − 0.454∗∗∗ − 0.715∗∗∗ − 0.306 − 0.366 − 1.936∗∗∗ − 2.607∗∗∗ − 0.424 − 1.368∗

(0.126) (0.154) (0.771) (0.690) (0.707) (0.679) (0.547) (0.748)
Exchange rate peg − 0.608∗∗∗ − 0.501∗∗∗ − 0.342 − 0.440 − 1.635∗∗∗ − 1.179∗ − 0.834∗∗ − 0.680∗∗

(0.127) (0.144) (0.364) (0.335) (0.554) (0.691) (0.347) (0.330)
International warfare 0.0647 0.151 0.100 0.247 − 0.0082 0.041 − 0.117 0.034

(0.057) (0.129) (0.106) (0.229) (0.125) (0.156) (0.135) (0.199)
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Table 4. Continued

(1) (2) (3) (4) (5) (6) (7) (8)
Dependent variable lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi lncpi lnvcpi
Time windows OLS 2SLS Second lag and PCA Collapsed

Political instability 0.134 0.108 0.839 1.085 0.037 0.251 1.012∗ 1.315∗∗

(0.167) (0.208) (2.020) (2.915) (0.732) (0.782) (0.517) (0.523)
Systemic banking crises 1.629∗∗ 3.599∗∗∗ 14.44∗∗ 12.37 3.891 6.957∗∗∗ 2.159 2.522

(0.670) (0.816) (5.971) (7.665) (2.497) (2.565) (1.575) (1.892)
Sovereign debt crises 1.487 2.238∗∗ − 22.97 − 24.29 − 0.309 − 0.660 − 1.891 1.565

(1.202) (0.982) (19.74) (22.17) (3.076) (3.978) (2.465) (3.020)
Log (GDP per capita) 0.136∗∗∗ 0.042 0.126 0.092 0.373∗∗∗ 0.218∗ 0.398∗∗∗ 0.194∗∗

(0.034) (0.038) (0.124) (0.165) (0.101) (0.128) (0.085) (0.097)
# of observations 660 665 402 405 660 665 660 665
# of countries 124 124 124 124
# of instruments 57 57 102 102
AR2 0.885 0.385 0.986 0.386
Hansen test 0.414 0.122 0.134 0.638 0.317 0.578
R−squared 0.857 0.691 0.662 0.339

Note: Estimations based on two-step system-GMM estimator. Robust, standard errors (Windmeijer correction is implemented) are in parentheses. The notations
∗∗∗, ∗∗, and ∗ represent statistical significance at the 1%, 5%, and 10% levels, respectively. lncpi stands for natural log of inflation, while lnvcpi - natural log of
inflation volatility; pricest denotes the price stability indicators (i.e. lncpi, lnvcpi); rol stands for the rule of law and cbi indicate legal central bank independence.
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lag depth (the second lags of the instruments were employed). In columns 7–8,
we ‘collapsed’ the instrument set proposed by Roodman (2009a). The collapse
technique makes the instrument count linear in time periods T, rather than
quadratic.

The estimation obtained from the OLS estimator shows that, as expected, the
interaction term is significant and has a negative sign. Similarly, the estimations
from 2SLS are also in line with our baseline model. Furthermore, the Hansen
test suggests that the instruments are valid.

The combination of two techniques in columns 5–6 allowed us to decrease
the number of instruments in our baseline model from 103–4 to 52, while the
interaction term remained negative and statistically significant. In columns 7–8,
presenting the results of applying the collapse technique, the interaction term
has a negative effect on price stability, while it is significant only in the case of
inflation volatility.

4. Concluding remarks

Today, it is widely accepted that time-inconsistency produces inflationary
bias and stabilization bias, leading to high inflation and inflation volatility
respectively. Increasing CBI is usually treated as a solution to the time-
inconsistency problem. Hence, countries adopt formal CBI to maintain price
stability. However, increasing the de jure independence of central banks does
not lead to price stability unless there is strong respect for the rule of law,
which guarantees that the authorities do not neglect the laws that underpin CBI.
Therefore, this work mainly investigates the effect of the rule of the interaction
of law and legal CBI on inflation and inflation volatility; it also shows how the
rule of law and legal CBI affect the price stability indicators separately.

Our findings show that the rule of law is negatively associated with inflation
and inflation volatility, while, as expected, legal CBI does not have a significant
effect on them. However, the interaction of our two focus independent variables
has a negative and significant effect on the price stability indicators. We plotted
graphs to see how changes in the rule of law affect the relationship between legal
CBI and price stability. According to these graphs, 70.37% of advanced countries
have enough rule of law to maintain low inflation through increasing legal CBI,
while only 5.43% of developing countries have enough. These findings are in line
with the proposal of Cukierman et al. (1992) that most developing countries have
a weak rule of law, nullifying the effect of legal CBI on price stability. There is a
similar situation with inflation volatility, where 67.4% of advanced countries and
only 4.47% of developing countries possess enough rule of law. The results are
robust for alternative measures of our interest independent variables, different
time horizons and alternative estimation techniques. Interestingly, the results
also indicate that with a very weak rule of law, legal CBI actually has a positive
association with inflation volatility, indicating that, in a country with very weak
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legal institutions, it is actually detrimental for inflation volatility to grant greater
independence to the central bank.

In general, our study suggests that the effect of legal CBI on price stability
depends on the strength of the rule of law. Furthermore, it reveals that a de
jure independent central bank does not have any significant effect on price
stability when the rule of law is weak. Therefore, to maintain price stability,
countries should first implement reforms to develop institutions to secure the
rule of law and only then assign a de jure independent central bank. As anecdotal
evidence, one can observe the experiences of Argentina, Turkey and Chile. All
three countries have significantly increased the independence of their central
banks since the 1970s, but only Chile has been able to establish price stability.
Chile’s better performance is likely to be a result of its ability to create more
sophisticated legal institutions since the 1970s, which the other two countries
have failed to do.

Strengthening the rule of law is a somewhat trivial suggestion, as many
previous works have already proposed this as an important factor in
socioeconomic development. Moreover, it is hard to achieve a strong rule of
law in the short- and medium-term. Therefore, we are far from suggesting it as
the only solution to high inflation and inflation volatility. We suppose that, for
countries seeking to maintain price stability while hampered by a weak rule of
law in their early stages of development, implementing other reforms might be
more effective, such as a fixed exchange rate or even reneging on their national
currency, as Ecuador and Zimbabwe have recently done. We do not offer any
empirical evidence regarding our last suggestion because the issue is beyond
the main subject of this work; nonetheless, it is a promising direction for further
research to investigate whether dollarization might be a better option in countries
with a weak rule of law.
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Appendix

Table A.1 Descriptive statistics

Variables Obs. Mean Std dev. Min. Max.

lncpi 861 2.00 1.29 − 5.30 9.06 Log inflation, IMF
rol 896 5.44 1.86 1.15 9.28 The rule of law, Fraser Institute
cbi 844 0.51 0.21 0.10 0.90 Central bank independence, Garriga (2016)
cbi (Bodea and Hicks, 2014) 448 0.50 0.22 0.09 0.95 Central bank independence, Bodea and Hicks

(2014)
rol (Coppedge et al., 2016) 844 0.69 0.27 0.01 0.99 The rule of law, Coppedge et al. (2016)
rol (Henisz, 2000) 896 0.42 0.49 0 1 The rule of law, Henisz (2000)
lnvcpi 863 1.29 1.46 − 1.73 14.40 Log inflation volatility, IMF
Trade openness (% GDP) 877 74.01 48.13 0.67 410.25 Country’s trade as a share of GDP, World Bank
Natural resources rents (% GDP) 860 8.29 11.63 0 67.51 The share of natural resources rents in the

country’s GDP, World Bank
Inflation-targeting policy 896 0.09 0.29 0 1 Inflation-targeting policy
Capital account openness 876 0.47 0.36 0 1 Capital account openness, Chinn and Ito (2006)
Exchange rate peg, soft 877 0.27 0.44 0 1 Exchange rate soft peg, Obstfeld et al. (2010)
Exchange rate peg 892 0.41 0.49 0 1 Exchange rate peg, Shambaugh (2004)
International warfare 861 0.03 0.33 0 6 International warfare, Center for Systemic Peace
Political instability 896 0.06 0.24 0 1 Political instability, Center for Systemic Peace
Systemic banking crises 896 0.13 0.34 0 1 Systemic banking crises, Laeven and Valencia

(2013)
Sovereign debt crises 896 0.05 0.23 0 1 Sovereign debt crises, Laeven and Valencia (2013)
Log (GDP per capita) 868 8.22 1.60 4.97 11.32 Log GDP per capita, World Bank
cpi 868 47.13 406.46 − 3.02 8603.28 Inflation, IMF
vcpi 863 2150.12 61,156.47 0.18 1796520 Inflation volatility, IMF
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