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Direct numerical simulation data of bypass transition in flat-plate boundary layers are
analysed to examine the characteristics of turbulence in the transitional regime. When
intermittency is 50 % or less, the flow features a juxtaposition of turbulence spots
surrounded by streaky laminar regions. Conditionally averaged turbulence statistics
are evaluated within the spots, and are compared to standard time averaging in both
the transition region and in fully turbulent boundary layers. The turbulent-conditioned
root-mean-square levels of the streamwise velocity perturbations are notably elevated
in the early transitional boundary layer, while the wall-normal and spanwise
components are closer to the levels typical for fully turbulent flow. The analysis
is also extended to include ensemble averaging of the spots. When the patches of
turbulence are sufficiently large, they develop a core region with similar statistics to
fully turbulent boundary layers. Within the tip and the wings of the spots, however,
the Reynolds stresses and terms in the turbulence kinetic energy budget are elevated.
The enhanced turbulence production in the transition zone, which exceeds the levels
from fully turbulent boundary layers, contributes to the higher skin-friction coefficient
in that region. Qualitatively, the same observations hold for different spot sizes and
levels of free-stream turbulence, except for young spots which do not yet have a core
region of developed turbulence.

Key words: boundary layers, intermittency, transition to turbulence

1. Introduction
The transition from laminar to turbulent flow in boundary layers takes place

via a number of stages (Kachanov 1994), and often starts from the growth of
initially small-amplitude perturbations in an otherwise laminar flow. Once the primary
disturbance reaches high amplitude, the flow undergoes secondary instability and
ultimately nonlinear breakdown to turbulence. Independent of the early stages of
transition, the final stage involves the inception of localized turbulence patches, or
spots, which appear sporadically in space and time. These spots spread as they are
advected, and they ultimately merge with one another and with the fully turbulent
boundary layer downstream. In the early transition zone, a laminar–turbulence
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interface separates the patches of turbulence from the surrounding laminar flow.
Using data from direct numerical simulations (DNS) of bypass transition, the present
work examines the turbulence within this interface and compares it to fully turbulent
boundary layers.

1.1. Spot inception and growth in bypass transition
In orderly transition, turbulence spots are preceded by the amplification of discrete
instability, or Tollmien–Schlichting, waves. Once these exponentially growing
perturbations reach high amplitude, they undergo three-dimensional secondary
instability (Herbert 1988) and break down to turbulence (Sandham & Kleiser 2006;
Sayadi & Moin 2012). At moderate levels of free-stream turbulence intensity, above
approximately 0.5 %, bypass transition is more likely (see reviews by Durbin & Wu
2007; Zaki 2013), and is the scenario of interest in the present work.

In bypass transition, high-frequency free-stream perturbations are filtered by the
boundary layer, while low frequencies cause the amplification of high-amplitude
streaks inside the mean shear (Hunt & Carruthers 1990; Zaki & Saha 2009). The
streaks are dominated by the streamwise velocity perturbation and are elongated in the
streamwise direction; their widths and heights are of the order of the boundary-layer
thickness. Positive and negative, or high- and low-speed, streaks cause local thinning
and thickening of the boundary layer. They have thus been termed breathing modes
(Klebanoff 1971), and were later termed Klebanoff modes by Kendall (1991). The
physical mechanism for their amplification is the lift up of mean momentum
(Landahl 1980; Brandt 2014). Various other explanations are available based on
rapid distortion theory (Phillips 1969), non-normality of the linearized perturbation
equations (Trefethen et al. 1993; Schmid & Henningson 2000) and generation of
wall-normal vorticity by tilting of mean spanwise vorticity (Zaki & Durbin 2005,
2006).

The inception of turbulence spots in the streaky boundary layer is an active area
of research. Empirical evidence was provided by visualizations from numerical
simulations and experiments (Jacobs & Durbin 2001; Ovchinnikov, Choudhari
& Piomelli 2008; Mandal, Venkatakrishnan & Dey 2010). Secondary instability
analyses were performed for idealized streaky base-flow ansatze, comprised of a
mean plus streak profiles (Andersson et al. 2001; Vaughan & Zaki 2011). Two types
of instabilities were reported by Vaughan & Zaki (2011), and were designated the
‘inner’ and ‘outer’ modes, depending on the heights of their critical layers. When
introduced at the inflow, these modes cause collective breakdown of the regular
base streaks to turbulence. However, streak instabilities in bypass transition are not
collective, but rather localized on particular structures. Therefore, Hack & Zaki
(2014) performed secondary stability analyses of realistic base states from DNS, and
were able to predict these localized instabilities. More recently, Hack & Zaki (2016)
successfully trained an artificial neural network to identify the streaks which would
ultimately become sites for the formation of turbulent spots.

The results from linear theory focus on the early stages of instability, but breakdown
is itself nonlinear. Using direct numerical simulations, Wu et al. (2017) showed that
the formation of turbulence spots involves the deformation of spanwise vorticity
filaments into Λ-structures and ultimately hairpin packets. This process bears
qualitative similarity with the late stages of breakdown of Tollmien–Schlichting waves
in orderly transition, where the formation of Λ-structures and hairpin packets are well
established, although the presence of streaks may alter the sizes of these structures
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(Liu, Zaki & Durbin 2008). In addition, Wu et al. (2017) showed that turbulence
spots in the transition region cause the nearby streaks to meander, in a manner
that resembles their above described instability modes. As the spots spread, they
encompass those neighbouring streaks and proceed to distort their new neighbours.
Characteristics of idealized and naturally occurring spot, including their propagation
speeds and spreading rates, have been examined experimentally (Cantwell, Coles &
Dimotakis 1978; Perry, Lim & Teh 1981; Itsweire & Atta 1984) and using data from
direct numerical simulations (Nolan & Zaki 2013).

1.2. Intermittency and conditional statistics in transitional flows
In the transition zone, the flow is a juxtaposition of advecting and growing patches
of turbulence surrounded by laminar regions. It is therefore possible to define an
intermittency function γ as the fraction of time that the flow is turbulent. Dhawan
& Narasimha (1958) showed that γ is a universal function of a scaled streamwise
coordinate, starting at zero at the onset location of transition and reaching unity
at its end. In between, they showed that the mean flow can be approximated by
an intermittency weighted average of a laminar and a turbulent profile, the former
starting from the leading edge and the latter from the location of transition onset.
The alternating nature of the flow has significant implications on physical phenomena
such as instantaneous local heat and momentum transfer rates, and it also presents
a modelling challenge. For example, early efforts to modify turbulence models for
transition prediction did not incorporate intermittency and, as a result, were only able
to capture the location of transition onset but not its length (Simon & Ashpis 1996).
This limitation motivated the development of intermittency transport equations for
transition modelling (Steelant & Dick 2001; Ge, Arolla & Durbin 2014).

The pre-transitional, or laminar, boundary layer is not a classical Blasius flow; it is
populated by Klebanoff streaks with significant amplitudes. Nonetheless the laminar
region remains fundamentally different from a turbulent boundary layer. It is void of
small-scale, high-frequency perturbations, and its skin-friction coefficient is closer to
the Blasius value than the turbulent correlation. The turbulent patches also differ from
the fully turbulent boundary layer, in particular near the edges of the spots where the
flow must relax to a non-turbulent state. Details of the turbulence within the spot and
how it differs from the canonical fully turbulent flow are the focus of the present
work.

Appropriate analysis of the turbulence within the spots requires conditional sampling
techniques. In experiments, time series from hot-wire measurements can be used to
effectively identify the turbulent intervals (Dhawan & Narasimha 1958), for example
from the time derivative of the streamwise velocity. An alternative spatial approach
was introduced by Nolan & Zaki (2013) for spatially resolved and temporally
sub-sampled data. The wall-normal and spanwise velocity perturbations were used to
define a detector function, which was thresholded in order to classify the state of
the flow as laminar or turbulent. The threshold was optimized using Otsu’s method,
which is commonly applied as a binary classifier in image processing (Otsu 1979).
Conditional sampling can then be performed for data that are classified within the
transition zone as either laminar or turbulent – the focus here is on the latter and how
they differ from fully turbulent conditions (e.g. Spalart 1988). One such comparison
in zero-pressure-gradient flow was performed by Park et al. (2012), who used data
from the simulations by Wu & Moin (2009). In that case, transition was triggered by
discrete boxes of turbulence above the boundary layer, and Park et al. (2012) reported
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higher levels of turbulence intensity within the transition zone relative to the fully
turbulent flow. Unlike that study, we will investigate a transitional boundary layer
subject to continuous free-stream turbulence, and we will compute both conditional
and ensemble averages of the spots; the latter was not considered by Park et al.
(2012). In addition, two different levels of free-stream turbulence intensity will be
examined. This leads to a shift in transition location, and allows us to evaluate
whether our findings are sensitive to parameters such as the level of free-stream
turbulence.

The present paper is organized as follows. The simulation set-up and data are
described briefly in § 2, along with the data analysis procedures. Some results are
presented in that section in order to illustrate the methods used for data analysis.
Results from conditionally sampled turbulent statistics are presented in § 3, and are
compared to fully turbulent boundary layers. A more detailed view of the turbulence
within the structure of the spots is presented in § 4 based on ensemble-averaged
statistics. Finally, concluding remarks are provided in § 5.

2. Methods: simulation data and analysis procedures
The data used in this study are from two direct numerical simulations of transitional

zero-pressure-gradient boundary layers beneath free-stream turbulence. The parameters
of the simulations, resulting data and analysis techniques are described in this section.
Some results that are intended to aid in the description of the processing techniques
are included, and will not be repeated in subsequent sections.

2.1. Simulation set-up and data
The two datasets of bypass transition examined in this study differ in their free-stream
turbulence intensities, and hence in the onset locations and lengths of the transition
zones. The set-up of the computations is shown in figure 1, and the numerical
approach is discussed in detail by Nolan & Zaki (2013) and is only briefly
summarized here. The incompressible Navier–Stokes equations are solved using a
control-volume spatial discretization and a fractional-step algorithm (Rosenfeld, Kwak
& Vinokur 1991). The diffusion term in the equations for the intermediate velocities
are discretized in time using Crank–Nicolson and the advection terms are discretized
using Adams–Bashforth. The solution to the elliptic pressure equation is used to
project the intermediate velocity onto a divergence-free field. This algorithm has been
adopted in several previous studies of bypass transition of boundary layers over flat
plates (e.g. Nolan & Zaki 2013) and airfoil geometry (Zaki et al. 2010).

The computational domain starts downstream of the leading edge of a flat plate. Its
streamwise, wall-normal and spanwise directions are denoted x, y and z, respectively.
The inflow condition at x= x0 is a superposition of the Blasius profile and free-stream
homogeneous, isotropic turbulence. The latter is evident immediately downstream of
the inlet in the visualization of vortical structures in figure 1. The free-stream speed
U0 and the inlet boundary-layer 99 % thickness are selected as the reference velocity
and length scales. The inlet Reynolds number is Re ≡ U0δ0/ν = 800, where ν is
the kinematic viscosity, and therefore x0 = 33.2. No slip conditions are applied
at the bottom wall, an advection boundary condition is applied at the exit plane
and periodicity is enforced in the homogeneous spanwise direction. The boundary
condition at the top surface is zero shear stress, and also accounts for the displacement
thickness of the bottom-wall boundary layer in order to ensure zero streamwise
pressure gradient.
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FIGURE 1. (Colour online) Visualization of a portion of the computational domain for
simulations of bypass transition beneath free-stream turbulence with Tu0 = 2.5 %. (a)
Vortex visualization highlighting decaying free-stream turbulence (Λ2-criterion, Λ2=−8×
10−5); (b) vortex visualization of a turbulent spot (Λ2 = −0.004); (c) contours of the
streamwise velocity at y/δ0= 2.78; and (d) contours of the wall-normal velocity at y/δ0=

2.78. In (c,d), the black contour corresponds to the boundary of the indicator function
separating laminar and turbulent flows.

The two inlet free-stream turbulence intensities considered are Tu0=2.5 % and 3.0 %
(see figure 2). Their energy satisfies the von Kármán spectrum,

E(κ)= Tu2
0

1.196(κL11)
4

[0.558+ (κL11)2]17/6
L11, (2.1)

where κ is the magnitude of the wavenumber vector and L11 sets the wavenumber
of the peak E(κ) and was set equal to unity. The spectrum is proportional to κ4 at
low wavenumbers and to κ−5/3 in the inertial range, and is similar to that adopted in
earlier simulations of bypass transition (e.g. Jacobs & Durbin 2001; Brandt, Schlatter
& Henningson 2004). The integral length scale normalized by the inlet boundary-layer
thickness was Lk/δ0 = 2 for both levels of free-stream turbulence.

The focus of the present study is on the late stages of transition, where the
turbulence spots have formed and reached a mature size. As a result, the free-stream
turbulence has decayed to inappreciable levels by the downstream locations of
interest. Two domain lengths are considered, Lx = 1200 and 900, for the low and
high turbulence intensities respectively. These streamwise extents ensure that transition
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FIGURE 2. Turbulence level in the free stream as a function of distance from the inflow
location x− x0 for (a) Tu0= 2.5 % and (b) Tu0= 3 % up to the location of transition onset
and the intermittency in the boundary layer reaching 10 %.

Case Lk/δ0 Lx Ly Lz nx × ny × nz δt

Tu0 = 2.5 % 2.0 1200 40.00 30 4096× 192× 192 0.025
Tu0 = 3.0 % 2.0 900 40.35 30 3072× 192× 192 0.050

TABLE 1. Overview of simulation cases.

to a fully turbulent boundary layer is complete within the computational domain. The
domain height Ly is at least 40 inlet boundary-layer thicknesses and its width is
Lz = 30 (see table 1).

The grid spacing is uniform in the streamwise and spanwise directions. In the wall-
normal direction, the grid points were clustered close to the wall using a hyperbolic
tangent function. The grid resolution is similar to that adopted by Jacobs & Durbin
(2001), who performed a detailed grid refinement study. Relevant parameters from the
simulations, including the simulation time step δt, are summarized in table 1.

For both levels of Tu0, bypass transition takes place: the broadband free-stream
turbulence induces streamwise streaks in the boundary layer (see figure 1c), followed
by secondary instability, and ultimately breakdown into turbulence spots; the spots
then merge with one another and with the fully turbulent boundary layer downstream.
Due to a much longer streamwise and temporal survival of spots at the lower free-
stream turbulence intensity, this case enables consideration of spots with a much larger
size, yielding higher statistical sampling. A database of instantaneous flow fields from
each simulation was used. In the higher Tu0 case, the number of fields was Nt= 4150
separated by 1t= 2 time units, and thus spanning a total period 1T= 8298 time units.
These values are identical to the data used by Nolan & Zaki (2013). The sampling
rate was reduced and the duration was extended at the lower Tu0 in order to capture
sufficient number of turbulence spots. The number of fields was Nt = 4560 separated
by 1t= 10 time units, thus spanning a total period 1T = 45 590 time units.

Figure 3 shows the mean skin-friction coefficient, Cf ≡ (µdu/dy)y=0/(0.5ρU2
∞
),

where µ is the dynamic viscosity and overline denotes standard averaging in the
homogeneous spanwise direction and in time. The minimum in Cf has previously
been used to mark the onset of transition, and the downstream maximum to mark
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FIGURE 3. (Colour online) Skin-friction coefficients Cf versus downstream distance from
the inflow plane x− x0 for (a) Tu0 = 2.5 % and (b) Tu0 = 3 %. (——) Standard spanwise-
and time-average, (– – –) laminar-conditioned and (— · —) turbulent-conditioned curves.
Grey lines correspond to the skin-friction coefficients for Blasius (Cf = 0.664 Re−0.5

x ) and
turbulent (Cf = 0.455/ ln2(0.06Rex)) boundary layers. In (c), the results for Tu0 = 3 %
are plotted versus momentum-thickness Reynolds number Reθ , and symbols (E) are a
reproduction of the data from figure 8 by Wu & Moin (2009).
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FIGURE 4. (Colour online) Momentum-thickness Reynolds number versus downstream
distance from the start of the integration domain x − x0 for (a) Tu0 = 2.5 % and
(b) Tu0 = 3 %. (——) Standard average, (– – –) laminar-conditioned and (— · —)
turbulent-conditioned curves. Results for a Blasius boundary layer (Reθ = 0.664 Re0.5

x ) are
given for reference (grey).

the end of the transition zone. Prior to transition, the skin friction is slightly higher
than the Blasius value due to the distortion of the base flow by Klebanoff streaks.
At the lower free-stream turbulence level, the start of transition is delayed and its
length is extended in the streamwise direction. The figure also shows that the case
with Tu0 = 3 % possesses a similar transition zone as the simulation by Wu & Moin
(2009). Due to the differences in the free-stream condition, the comparison is not
intended to be quantitative; it serves to provide the context for comparing some of
our findings to Park et al. (2012) who used data from that study.

The downstream dependence of the momentum-thickness Reynolds number, Reθ ≡
U∞θ/ν is shown in figure 4. While the lengths of the two simulation domains differ,
the momentum thicknesses, and as a result the associated Reθ , reach nearly the same
values by the exit planes.
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2.2. Data processing procedures
2.2.1. Laminar–turbulent discrimination

In order to compute conditional and ensemble averages of turbulence spots, it
is necessary to identify and isolate these turbulent patches from the surrounding
non-turbulent flow. Spatial turbulent/non-turbulent discrimination techniques that
utilize enstrophy have been applied to flows where turbulence is surrounded by
laminar, irrotational flow (Borrell & Jimenez 2016; Lee, Sung & Zaki 2017). In
the present context, however, the flow outside the turbulence spots is distorted by
Klebanoff streaks and, as a result, enstrophy is appreciable in the non-turbulent
region. Nolan & Zaki (2013) proposed a laminar–turbulence discrimination algorithm
for bypass transition, which we adapt and extend. A detector function is defined
using the wall-normal and spanwise velocities, D≡ |v| + |w|, and a three-dimensional
standard deviation filter is applied to D. This filter replaces the local value by the
standard deviation of the original data within a surrounding stencil comprised of
three points in each coordinate direction. The resulting field is then thresholded
in order to generate a binary indicator that is unity in the turbulent region and
zero in the non-turbulent zone. This step is performed using Otsu’s method, which
identifies the optimum threshold that maximizes the variance between the turbulent
and non-turbulent regions, or the inter-class variance.

The procedure is dynamic and the threshold is optimally adjusted for each wall-
normal height. The final outcome is a binary indicator function Γ (x, y, z) = {1, 0},
which marks the turbulent and non-turbulent regions, respectively. As an example,
the black contour in figure 1(c,d) visualizes the boundary between Γ = 1 inside the
turbulent spot and in the fully turbulent boundary layer and Γ = 0 in the non-turbulent
flow.

The mean intermittency can be computed using the spanwise and snapshot (or time)
average of Γ ,

γ (x, y)=
1

1TLz

∫ Lz

0

∫ t0+1T

t0

Γ dt dz, (2.2)

where 1T is the total integration time. In order to characterize the state of the
boundary layer as a function of streamwise distance, the maximum intermittency in
the wall-normal direction is evaluated,

γmax(x)=max
y
(γ ). (2.3)

This quantity is plotted in figure 5 for both simulations. The results reinforce the
observations based on the mean skin-friction coefficient that transition is delayed and
prolonged at the lower free-stream turbulent intensity. The intermittency distribution
agrees well with a ‘universal’ distribution by Narasimha (1957, 1985), marked by the
grey thick line in the figure.

Two statistical approaches are applied to the laminar–turbulence discriminated flow
fields in the transition zone: conditional and ensemble averaging. The corresponding
procedures are described in §§ 2.2.2 and 2.2.3. For conditional averaging, the flow
field is viewed as a juxtaposition of laminar and turbulent states in space and
time. At each spatial location and time instance, the flow is classified as laminar
or turbulent and statistics of the corresponding system are updated with the new
samples. In the transition region, as turbulence spots advect past the point of interest,
they each contribute to the conditional average. The turbulent-conditioned statistics
can be compared to those from fully turbulent boundary layers at similar conditional
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FIGURE 5. (a,b) Peak intermittency γmax(x) from DNS versus downstream distance from
the start of the simulation domain x − x0 for (a) Tu0 = 2.5 % and (b) Tu0 = 3 %.
The thick grey lines correspond to the relation γ = 1 − exp

(
−0.412ξ 2

)
where ξ ≡

(x− xs) /
(
xγ=0.75 − xγ=0.25

)
and xs is the onset location of transition (equation (4.8) in

Narasimha 1985). (c,d) Contours of intermittency 0.1 6 γ (x, y)6 0.9 for (c) Tu0 = 2.5 %
and (d) Tu0 = 3 %.

Reynolds numbers. In this approach, statistical convergence of turbulent-conditioned
data is relatively easier to achieve at higher intermittencies, and gradients of these
statistics can be evaluated accurately. Near the start of transition, however, the
intermittency is low (γmax(x)<0.1), and the number of turbulent samples becomes very
small. Therefore, in some figures data involving gradients are omitted for γmax(x)<0.1.
The same issue arises in the wall-normal direction towards the free-stream edge of the
boundary layer, where the wall turbulence decays and gives way to the free stream;
there too γ decays to zero. As a result, absent a prohibitively long time series,
turbulent-conditioned averages become unreliable in those regions. In addition, simple
conditional averaging does not distinguish the contribution from spots of various
sizes: large spots can be expected to have developed turbulence in their core, and
to have a relatively small region near their boundaries where the turbulence relaxes
to the external non-turbulent state; the turbulence within younger spots, on the other
hand, might be less developed and the edge effects could be more pronounced.

The above observations, and the statistically non-stationary nature of turbulence
spots, motivate use of ensemble averaging. This approach requires a reasonable
number of realizations, or spots, with similar properties to be included in the ensemble
Here, it is assumed that the volume of the spot is a good proxy for selecting spots for
averaging. Spot inception is sporadic in space and time, and they grow downstream.
Therefore, the number of spots that share the same volume at a given streamwise
location is limited. Since the change in Reynolds number across the transition zone
is gradual, spots were selected for averaging based on their volume and we allowed
a shift in the streamwise direction to align their centres of mass. A similar shift
was performed in the spanwise direction without any additional assumptions due to
homogeneity in that dimension.
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2.2.2. Unconditional and conditional statistics
For a general flow quantity, f , conditional averages of turbulent and laminar events

are evaluated in the homogeneous spanwise direction and time,

f
(t)
≡

1
1TLzγ

∫ Lz

0

∫ t0+1T

t0

Γ f dt dz, (2.4)

f
(l)
≡

1
1TLz(1− γ )

∫ Lz

0

∫ t0+1T

t0

(1− Γ )f dt dz. (2.5)

Time averaging was performed over the number of snapshots in the database. The
conventional average can be reconstructed from the conditional quantities,

f ≡
1

1TLz

∫ Lz

0

∫ t0+1T

t0

f dt dz= γ f
(t)
+ (1− γ )f

(l)
. (2.6)

For all the quantities considered in this work, snapshot averages were compared
to running averages that were evaluated during the simulations to ensure statistical
convergence. From the conditional mean-velocity profiles in the intermittent region,
the laminar and turbulent skin-friction coefficients can be evaluated, and are
plotted in figure 3. Where the intermittency is zero or unity, the laminar- and
turbulent-conditioned Cf match the mean. Within the transition zone, the laminar-
conditioned curve rises due to the distortion of the flow in calmed regions,
which lie in the wake of turbulence spots and of the fully turbulent boundary
layer. The turbulent-conditioned Cf starts below the turbulent correlation, which
is an indication that turbulence spots are not necessarily regions of developed
turbulence. The conditionally averaged Reθ is plotted in figure 4. Note that the
definition of the momentum thickness θ is sensitive to the differences between
the conventional mean-velocity profile, which is uniform in the free stream, and
the turbulent-conditioned mean profile, which is zero outside the boundary layer.
Nonetheless, the turbulent-conditioned Reθ curves provide a measure of the local
Reynolds number to enable comparison of the conditional statistics in the transition
zone to fully turbulent boundary layers.

Perturbations can be evaluated relative to either the unconditional or conditional
mean, and therefore different symbols are generally needed to reflect the particular
choice. However, since in the present work we only report statistics of the
perturbations, only a prime is used, and the designation of the average identifies
the choice of the mean. For example, the variances of the perturbations relative to
the total, turbulent and laminar means are

f ′2 = f 2 − f
2
, f ′2

(t)
= f 2(t) − f

(t)2
, f ′2

(l)
= f 2(l) − f

(l)2
. (2.7a−c)

Similar to the mean, the variance can be reconstructed from the conditional quantities,

f ′2 = γ f ′2
(t)
+ (1− γ )f ′2

(l)
+ γ (1− γ )( f

(t)
− f

(l)
)2. (2.8)

The expression for the Reynolds stress becomes

u′iu′j = γ u′iu′j
(t)
+ (1− γ )u′iu′j

(l)
+ γ (1− γ )(ui

(t)
− ui

(l))(uj
(t)
− uj

(l)). (2.9)

Figure 6 shows a comparison between the standard-averaged variances for the
streamwise and wall-normal velocity perturbations, and their conditional values at
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FIGURE 6. (Colour online) Profiles of the root-mean-square (r.m.s.) streamwise and wall-
normal velocity perturbations (thick lines: urms; thin lines: vrms) at the streamwise location
where γmax = 0.5 for (a) Tu0 = 2.5 % and (b) Tu0 = 3 %. (——) Standard spanwise- and
time-average, (– – –) laminar-conditioned and (— · —) turbulent-conditioned curves.

γmax = 0.5. A simple average of the two curves is not appropriate because the
intermittency depends on the wall-normal coordinate, and the total variance should
also account for the difference between the laminar- and turbulent-conditioned means
(see (2.9)). The latter effect is appreciable for the streamwise velocity as the mean
flow is distorted from a laminar to a turbulent profile.

We will also examine terms in the turbulence kinetic energy (TKE) equation,

ui
(t) ∂k(t)

∂xi
=P (t)

− ε(t) + V (t)
−

1
2
T (t)
−R(t). (2.10)

When the superscript t is included, the equation refers to the turbulent-conditioned
budget. The unconditional equation can be recovered from an intermittency weighting
of the laminar- and turbulent-conditioned parts plus additional terms due to the
difference in the conditional base flows. This relationship is not used in the present
work, although we have verified it for all reported statistics. It should also be noted
that, unlike the standard mean, the conditional average does not commute with the
derivative operator unless derivatives of the intermittency are taken into account.
Explicit forms of the terms in (2.10) are given in appendix A.

2.2.3. Detection of turbulence spots and ensemble averaging
The procedure to generate ensemble-averaged data of spots in the transition zone

consists of two steps: identification of inception locations of spots and their tracking
in space and time; and the selection of the ensemble members for averaging. These
steps are described in the following.

In the present study, an instance of the turbulent spot is identified as a connected
region of turbulence, surrounded by non-turbulent flow. Some small patches of
disturbed flow may form in the transition region and subsequently decay without
maturing into turbulence spots. The lifetime of these evanescent regions is less than
δ/U∞, and as such they only appear in a single snapshot and are discarded.

The location and time of spot inception are evaluated using Γ (x, y, z, t). A four-
dimensional array is formed, which contains the three-dimensional and time-dependent
binary indicator function. This array is examined using a translating time window,
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which considers three consecutive snapshots. Connected components are identified, and
regions with Γ = 1 throughout the three time instances are classified as an established
spot. If the connectivity spans only the last two instances, the region is labelled an
emerging spot, and its volume (–Vs) and inception location and time (xs,i and Ts,i) are
tabulated. Components that are present only in a single snapshot are discarded. After
this procedure, a table with all spot inception times and locations is available, and is
used for spot tracking.

Using the four-dimensional connected objects to track spots is not viable due to
spot merging events that occur regularly. Instead, the tracking algorithm relies on the
advection velocity and spreading rate of the turbulence patches, which are initialized
and corrected using actual data. Starting from the spot inception location and time,
the advection velocity is used to estimate an anticipated downstream location at a
later time, and the spreading rate sets a spatial search window. If the spot crosses
the edges of the spatial window, the window is enlarged in order to encompass
the entire turbulent patch. Failure to enclose the patch indicates that it has either
merged with itself across the span or with the downstream fully turbulent region;
in this case, the tracking is terminated. For every tracked spot, both the location of
its centre of volume, x–V , and its volume, –V , are calculated and this information is
saved as a function of time since inception. When discussing the spatial structure of
turbulence spots, we will adopt the following convention: locations with x-coordinate
downstream of the centre of volume of the spot (x> x–V) will be referred to as the
front, whereas the rear of the spot refers to points with x < x–V . Spots with similar
volume are selected for averaging. Specifically, the spot volume must lie within a
certain range –Vmin 6 –Vs 6 –Vmax. The volume of a spot corresponds to the sum of all
cell volumes for which the indicator function Γ = 1. The table generated during
spot tracking is searched, and every spot that satisfies this bound during its evolution
is selected for sampling. When multiple snapshots during a spot history satisfy the
criterion, the instance when the volume is closest to the mid-point of the range is
selected. The spots are subsequently shifted in the spanwise and streamwise directions
in order to align their centres.

The volume range in the present study is [7600, 14 000], and more than 50 spots
from each simulation fulfil this criterion. The number of samples is further increased
by exploiting the spanwise symmetry of the flow, which enables sampling of the
spanwise mirror images of the patches. Although the sample size is not very large,
it is sufficient to highlight the global features of turbulence within the spots.

Two different ensemble averages are performed, and will be referred to as (i) the
unconditional and (ii) the turbulent ensembles. The first approach shifts the entire
flow field in the streamwise and spanwise directions in order to align the centres
of the spots. The ensemble average is then performed using the entire flow field.
The advantages of this method are that all spatial points within and surrounding
the spots have the same sample size and that derivatives in all spatial directions
can be readily evaluated, which facilitates computing all terms in the turbulence
kinetic energy equation. A two-dimensional spatial filter in the horizontal plane
with size (41x, 41z) was also applied in order to regularize the computation of
derivatives. The main disadvantages of the unconditional ensemble is that the spot
shape is not evident from this procedure. Therefore, results are supplemented with
an outline of the ensemble spot shape (see e.g. figure 18). In addition, both laminar
and turbulent regions contribute to the ensemble average near the edges of the
turbulence spots, because the patches vary in shape. The second approach only
considers turbulent-conditioned data. In this case, only turbulent signals contribute
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FIGURE 7. (Colour online) (a) Maximum intermittency γmax and (b) spot volume as a
function of streamwise distance, for Tu0= 2.5 %. The circles in (a) mark γmax= 0.1, 0.25
and 0.5. The blue crosses in (b) label locations of spot merging, and the dotted lines
connect the two paths of spots that undergo merging.

to the ensemble average near the edges of the spots. Due to the variability in spot
geometry, the sample size reduces towards the spot boundaries and spatial derivatives
cannot be easily computed.

The paths and volumes of all the spots from the database with inflow Tu= 2.5 %
are shown in figure 7. Sudden changes in volume and position mark merging events.
The figure also shows the maximum intermittency factor γmax, with circles that mark
γmax= 0.1, 0.25 and 0.5. The spot centres are seldom observed beyond the streamwise
location where γmax= 0.5, as the spots reach a sufficiently large size and either merge
in the span or with the downstream fully turbulent boundary layer.

The range of spot inception locations is substantially reduced for the larger inflow
turbulence level (not shown), and the slope of the maximum intermittency curve
is steeper. Similar to the lower Tu, however, spot tracking remains effective only
upstream of γmax ≈ 0.5, beyond which the spots merge with the irregular edge of the
downstream turbulent boundary layer.

3. Conditionally averaged flow statistics
3.1. Standard and turbulent-conditioned data in the fully turbulent region

Prior to examining the flow in the transition zone, we present conventional and
turbulent-conditioned statistics in the region where the turbulence intermittency is
above 90 % and the boundary layer is nearly fully turbulent. The results are also
compared to data from the simulations by Spalart (1988).

Figure 8 shows the conventionally and turbulent-conditioned mean streamwise
velocity profiles. In order to provide data at the same momentum-thickness Reynolds
numbers, Reθ ≈ 1225, the intermittency deviates slightly among the two computations
with γmax ≈ {0.95, 0.99} for Tu0 = {2.5, 3.0}%. The data from Spalart (1988) at
Reθ = 1410 are also included in the figure. The results establish that the downstream
boundary layer in the present simulations approaches the fully turbulent state. The
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FIGURE 8. (Colour online) Mean-flow profiles of the streamwise velocity in wall units
at the streamwise location x where (a) Reθ = 1223, Tu0 = 2.5 % and (b) Reθ = 1226,
Tu0 = 3 %. Standard-averaged (——) and turbulent-conditioned quantities (— · —) are
plotted. The dotted lines correspond to the law of the wall u+ = y+ and the log law
u+ = 1/0.41 log y++5. Symbols are data for a turbulent boundary layer at Reθ = 1410
from figure 24 by Spalart (1988).
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FIGURE 9. (Colour online) Conditionally averaged turbulent intensities (u+, w+, v+ from
top to bottom) in plus coordinates at the streamwise location x where (a) Reθ = 1223,
Tu0 = 2.5 % and (b) Reθ = 1226, Tu0 = 3 %. Conventionally averaged quantities are given
as dotted lines. Symbols are data for a turbulent boundary layer at Reθ = 1410 from figure
13 by Spalart (1988).

turbulent-conditioned profiles match the conventional mean in the viscous sublayer
and through the log layer. The deviation between the conventional and conditional
averages appears in the wake region, near the edge of the boundary layer, because
turbulence intermittency decays towards zero in the free stream (Lee & Zaki 2017).

Profiles of the Reynolds normal stresses are plotted in figure 9 for the same
streamwise positions as in figure 8. In the region y+ . 200, the conventional and
turbulent-conditioned data show good agreement for the higher Tu case, because
the intermittency is near unity at the shown location. For the lower Tu case, the
two averages deviate because the intermittency at that streamwise position is 95 %.
In both cases, as the intermittency decays near the edge of the boundary layer,
the two curves deviate with the turbulent-conditioned curves decaying less quickly
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FIGURE 10. (Colour online) Conditionally averaged TKE budget terms at the streamwise
location x where (a) Reθ = 1223, Tu0 = 2.5 % and (b) Reθ = 1226, Tu0 = 3 %.
Conventionally averaged quantities are given as dotted lines. Production (——, •);
turbulent convection (· · · · · ·, @); viscous diffusion (— · —, A); mean advection (——);
dissipation (– – –,s). Symbols are data for a turbulent boundary layer at Reθ = 1410 from
figure 24 by Spalart (1988).

than the conventional profiles. The latter are contaminated by contributions from the
differences between the conditional means, or the term (u(t) − u(l)) in (2.9).

A comparison of the TKE budget terms is shown in figure 10. For both free-stream
turbulence intensities, the conventional and turbulent-conditioned statistics are
indistinguishable because the figure focuses on the near-wall region. The deviation
from the data by Spalart (1988) is small.

Based on these comparisons, the present simulations of bypass transition lead to a
boundary layer that approaches the fully turbulent state that is well documented in
the literature. The flow field in the transitional regime will be examined next, with
particular focus on the conditional statistics, and how they compare to conventionally
averaged quantities.

3.2. Streamwise evolution of turbulent-conditioned data in the transition zone
We begin by considering the downstream evolution of flow quantities as a function
of γmax. Figure 11 shows the skin-friction coefficient obtained from conventional and
turbulent-conditioned averaging. As anticipated, the values from standard averaging
increase monotonically as a function of maximum intermittency γmax, except when
γmax nearly vanishes or is unity. On the other hand, the turbulent-conditioned curves
only show a weak dependence on γmax for the majority of the range. This is in
contrast to monotonically decreasing values of the turbulent skin friction expected
with an increase in the local Reynolds number, shown in figure 11 by the empirical
correlations (dotted lines).

While the turbulent-conditioned skin-friction coefficient appears nearly constant in
the transition zone, its contribution to the total value is weighted by the intermittency
and hence increases downstream. This cumulative contribution of the turbulence can
be highlighted by subtracting the laminar skin-friction coefficient which is recorded
at the onset of transition, and plotting Cf − Cf |γmax=0.01 versus γmax (figure 11b). The
results show that the curves from both computations, with low and high free-stream
intensities, collapse and become proportional to the intermittency. In light of (2.6),
the linear dependence of Cf on γ is due to the fact that the laminar-conditioned skin-
friction coefficient contributes little to the standard-averaged Cf , while at the same
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FIGURE 11. (Colour online) (a) Skin-friction coefficient Cf and (b) departure from the
laminar value Cf − Cf |γmax=0.01 versus γmax. Standard-averaged (Tu0 = 3 %: ——; Tu0 =

2.5 %: thin lines with markerE) and turbulent-conditioned (— · —) results. (a) The dotted
lines (· · · · · ·) correspond to the turbulent correlation (Cf = 0.455/ ln2(0.06Rex). (b) The
dotted line marks a linear dependence.

time the turbulent-conditioned Cf is almost constant in the intermittent region and does
not exhibit a decay with increasing downstream location.

The peak values of the r.m.s. perturbations v′ and w′ are plotted versus the
maximum intermittency in figure 12. The most notable observation is perhaps
that the r.m.s. values from the two simulations are very similar, except for the
laminar-conditioned data. In the laminar region upstream of the shown range, v′ and
w′ inside the boundary layer are merely the near-wall signatures of the free-stream
turbulence and hence differ (dashed lines in the figure). However, once transition is
initiated, v′ and w′ perturbations amplify largely due to the redistribution of energy
from the pre-transitional streaky u′ field. As a result, the rate of increase of the
conventional r.m.s. value is high in the early transitional zone, but subsequently
weakens. The corresponding turbulent-conditioned data show an initial sharp rise
at transition onset, within a very narrow region, and decay monotonically for the
majority of the range of γmax.

Peak r.m.s. values of the streamwise velocity perturbation and the Reynolds shear
stress are shown in figure 12. The curves from the two free-stream turbulence
intensities differ, be that for the laminar- or turbulent-conditioned results and, as a
result, the conventional statistics as well. The laminar-conditioned results correspond
to the pre-transitional streaks, which are higher in amplitude in the case with stronger
free-stream forcing. As transition sets in, the resulting turbulent-conditioned results
retain some dependence on the original streaky state, thus showing higher values of
u′2

(t)
and u′v′(t). The conventional-average curve for the streamwise velocity peaks

near the location where the intermittency reaches 50 %. There, the peak is larger than
both the laminar- and turbulent-averaged values, which is due to the contribution of
the change in mean velocity to the total stress (2.9).

3.3. Wall-normal profiles of turbulent-conditioned data in the transition zone
The degree to which turbulent-conditioned statistics agree with data from fully
turbulent boundary layers is examined at three levels of intermittency, γmax =

{0.1, 0.25, 0.5}. These values correspond to turbulence near the onset of spots,
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FIGURE 12. (Colour online) Wall-normal peak values of (a) vrms, (b) wrms, (c) urms
and (d) −uvmax versus γmax for Tu0 = 3 % (thick lines) and Tu0 = 2.5 % (thin
lines with marker E). Standard-averaged results (——); laminar-conditioned (– – –);
and turbulent-conditioned (— · —) results.

in the early stages of transition and when the laminar and turbulent states are equally
likely. Since our interest is in the intermittency due to inception of spots, and not
due to the undulation of the free-stream edge of the boundary layer, we will focus
on the region y+ < 200. We will also proceed from the highest intermittency, where
agreement with the conventional turbulent boundary-layer data is more likely, to
successively lower values of γmax. All quantities are normalized by wall units, using
the turbulent-conditioned friction velocity.

At the three values of γmax, a comparison of the turbulent-conditioned average
velocity profiles with the fully developed turbulent-flow data by Spalart (1988) is
shown in figure 13. At 50 % intermittency, the profiles are in very good agreement
with the law of the wall, as already highlighted by Nolan & Zaki (2013) (see
their figure 11c). The agreement with the data by Spalart (1988) extends into
the buffer layer and also the log layer. Further upstream, at γmax = 0.25, the
turbulent-conditioned mean profiles start to show deviation from the data away
from the wall. The departure near the wake region is affected by the differences
in turbulent-conditioned and conventional averages. However, the departure within
the log region is due to differences in the turbulent-flow state in that region. When
γmax = 0.1, the turbulent-conditioned mean profiles are elevated relative to the fully
developed turbulent curves. The departure from the log law is pronounced, which
suggests that the flow in this early transitional regime is appreciably different from
the fully turbulent state.

Figure 14 displays the turbulent-conditioned r.m.s. profiles normalized by the
friction velocity, which are compared to the data by Spalart (1988). For the
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FIGURE 13. Turbulent-conditioned mean streamwise velocity profile scaled using wall
units, and evaluated at the streamwise locations where (dark to light) γmax={0.1,0.25,0.5}.
(a) Tu0 = 2.5 %, (dark to light) Reθ,turbulent = {731, 880, 1058}; (b) Tu0 = 3 %, (dark to
light) Reθ,turbulent={566, 614, 671}. Symbols (E) are data for a turbulent boundary layer at
Reθ = 670 from Spalart (1988).
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FIGURE 14. (Colour online) Turbulent-conditioned Reynolds normal stresses scaled using
wall units, and evaluated at the streamwise locations where (dark to light) γmax =

{0.1,0.25,0.5}. (a) Tu0=2.5 %, (dark to light) Reθ,turbulent={731,880,1058}; (b) Tu0=3 %,
(dark to light) Reθ,turbulent={566, 614, 671}. Symbols (E) are data for a turbulent boundary
layer at Reθ = 670 from Spalart (1988).

wall-normal and spanwise velocity components, excellent agreement is observed
throughout the wall-normal range considered at γ = 0.5. The agreement only slightly
diminishes upstream at lower intermittencies, γ = 0.25 and 0.1.

Profiles of the turbulent-conditioned streamwise perturbations exhibit higher values
than reported for fully turbulent boundary layers, even at γ = 0.5. A similar
observation was made by Park et al. (2012), although a reason was not proposed.
Two potential contributing factors are (i) the influence of the pre-transitional,
high-amplitude Klebanoff distortions and (ii) spatial inhomogeneity within turbulence
spots. It will be shown in § 4.1 that the two effects are related and, therefore, both
contribute to the larger urms. Upstream of transition, the boundary layer is perturbed by
high-amplitude elongated streaks, which undergo secondary instability and lead to the
inception of turbulent patches. Their signature does not immediately disappear within
the early turbulence within spots, as evident from the surface thermal measurements
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by Anthony, Jones & LaGraff (2005). In addition, the turbulence within the spots must
relax to a non-turbulent state beyond the spot perimeter. As a result, the turbulence
characteristics near the periphery can deviate from those in equilibrium – a matter
further examined using ensemble-averaged data in § 4.

Both effects put forward to explain the deviation in urms profiles from turbulence
data are likely to be more pronounced at lower intermittencies. Near spot inception,
the perimeter to area ratio of the turbulence patches is largest and memory of the
streaky flow upstream is more pronounced. As a result, larger deviations in the
conditionally averaged urms profiles from the data by Spalart (1988) are observed at
γ = 0.25 and 0.10. In addition, the deviation is larger for the simulation with higher
free-stream turbulence intensity at the earliest upstream location.

Terms of the turbulence kinetic energy budget are plotted in figure 15 along with
data from Spalart (1988). At γmax = 0.5, good agreement is observed for all terms,
although the deviation from the fully turbulent data is more significant than at the
higher intermittency stations discussed earlier (see figure 10 for γmax > 0.9). While
the turbulence production and dissipation have larger absolute values than the data, the
results at γmax = 0.5 suggest that the turbulence dynamics do not significantly deviate
from fully turbulent flows.

The deviation of production from the data starts at y+ > 15, and becomes more
pronounced as the intermittency is reduced to γmax = 0.25. It is balanced by more
active turbulent transport and diffusion, and ultimately enhanced dissipation at the
wall. This trend is further reinforced at lower intermittency, γmax = 0.1, with the
turbulent-conditioned production appreciably exceeding the data as early as y+ ≈ 7.
The deviation is also more significant when the free-stream Tu0 is larger, since the
pre-transitional streaks which become sites for the inception of turbulence spots are
more energetic. Absolute values of viscous diffusion and dissipation are also much
larger at the wall. At this early stage, the profiles of the turbulent-conditioned TKE
budget terms start to qualitatively differ from the data, which reinforces the view that
the turbulence within the early nascent spots differs from the fully turbulent boundary
layer downstream.

The above observations are further supported by examining the behaviour of
representative quantities, plotted in wall units, as a function of maximum intermittency
(figure 16). All quantities are normalized using the turbulent-conditioned friction
velocity. For γmax ' 0.4, and hence slightly further into transition than in figure 12,
data obtained for the two levels of free-stream Tu0 coincide. The collapse indicates
that the free-stream perturbation does not have a significant effect on the late stages
of transition and early turbulent boundary layer. Upstream, where the flow is not
rid of the influence of pre-transitional boundary-layer streaks and therefore Tu0, all
shown quantities exhibit a dependence on γmax.

4. Ensemble-averaged statistics of turbulence spots

In this section, ensemble averages of spots are presented and discussed. These data
will clarify observations that were made in the previous section and will establish
the spatial structure of the spots. The spatial inhomogeneity of turbulence within the
patches underlies the difference between the flow statistics in the intermittent transition
zone and in fully developed turbulent boundary layers. The latter will be represented
by the turbulent-conditioned statistics at Reθ ≈ 1200 which, as reported in § 3, agree
with the data by Spalart (1988).
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FIGURE 15. (Colour online) Turbulent-conditioned TKE budget terms at the streamwise
location where (a–f ) γmax = {0.5, 0.25, 0.1}. (a,c,e) Tu0 = 2.5 %; (b,d, f ) Tu0 = 3 %.
Production (——, u); turbulent convection (· · · · · ·, @); viscous diffusion (— · —, A);
dissipation (– – –, s); mean-flow convection (thin solid line). Symbols are data for a
turbulent boundary layer at Reθ = 1410 from figure 24 by Spalart (1988).

4.1. Spatial structure of turbulence spots

The results from the two different ensemble averaging procedures will be compared:
the unconditional ensemble and the turbulent ensemble as described in § 2.2.3. In the
core of the turbulent patches, or more precisely in the overlap region of all the spots
within the ensemble, both approaches are equivalent. Close to the spot boundaries,
however, they differ appreciably. In the unconditional ensemble, the contribution of
both laminar and turbulent data near the spot boundaries contaminate the results.
When turbulent-conditioned data are used, streamwise and spanwise derivatives of
mean quantities are difficult to compute near the spot periphery due to the irregularity
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FIGURE 16. (Colour online) Turbulent-conditioned data in wall units versus γmax.
(a) Maximum TKE terms and (b) maximum turbulent intensities. Tu0 = 3 % (thick lines)
and Tu0= 2.5 % (thin lines with markerE). u+rms,max, −εmax (——); w+rms,max, Pmax (— · —).
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FIGURE 17. (Colour online) Example path of a spot which is included in the ensemble
average from the dataset with Tu0 = 2.5 %, as a function of streamwise distance. As
in figure 7 the blue crosses correspond to locations of spot merging, and the dotted
lines connect two spot paths belonging to spots that undergo merging. The circle (pink
online) highlights the spot streamwise location and volume that was selected for ensemble
averaging.

of its boundaries and the lack of sufficient number of samples. For this reason, this
approach will be used to compute the mean flow, the perturbation r.m.s. profiles, and
turbulent production only.

The spots were selected for ensemble averaging based on their volume, which has
to lie within a specified range. For the present study, the range is 7600< –Vs < 14 000.
In the simulation with Tu = 2.5 %, a total of 58 spots satisfy this criterion and they
appear within the streamwise extent 350< x− x0<850. An example of the path of one
such spot is shown in figure 17, which also shows the merging events that contribute
to this spot history.

The spot boundary resulting from ensemble averaging is depicted in figure 18, with
its centre of volume located at x–V − x0 = 558. A new coordinate system (x̂, ẑ) is
introduced with its origin located at (x–V, z–V). The ensemble-averaged spot exhibits all
typical features of the instantaneous patches: a spot shape with pointed tip can be
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FIGURE 18. (Colour online) Visualization of the ensemble-averaged boundary of spots
with 7600 < Vs < 14 000 in the dataset with Tu0= 2.5 %. (a) Side view, (c) plan view and
(b) end view of the boundary are plotted. The outer line is the boundary when at least 14
samples are included in the ensemble. The inner line marks the region which is shared by
90 % of the spots. Dashed lines and symbols mark locations that are examined in figures
23–25.
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FIGURE 19. (Colour online) Contours of skin-friction coefficient at the wall for spots with
volumes 7600 < Vs < 14 000 for the dataset with Tu0= 2.5 %. (a) Unconditional ensemble
average superimposed with a black contour line that marks the boundary of the spot; (b)
turbulent ensemble average.

observed in the top view (figure 18c); an overhang in the front of the spot, where
turbulence does not reach the wall, is seen in the side view (figure 18a). Slightly
overhanging lateral wings are also seen in an end view (figure 18b), although these are
not very pronounced in the ensemble as they appear in individual spots. Red dashed
lines and circles in the figure mark locations that will be discussed further.

The skin-friction coefficient for the ensemble-averaged spot is plotted in figure 19,
using both averaging techniques. Except near the rear, or upstream, boundary, the two
approaches yield similar contours of Cf throughout the spot. The value of Cf reaches
its peak close to the centre of the spot in both cases, and is significantly lower toward
the front and lateral boundaries. Near the front part of the spot, Cf is similar to the
laminar values immediately downstream (figure 19a).

In figure 20, the skin-friction coefficients at two spanwise locations within the spot,
ẑ = {0, 7.2}, are compared to Cf for fully turbulent flow. In the middle of the spot,
the skin friction exceeds the fully turbulent level, although it decays below it near the
front of the spot. The spot Cf near the lateral edges, ẑ= 7.2, is also smaller than the
turbulent level. In the unconditional ensemble (figure 20a), the skin friction decays
quickly at the upstream and downstream boundaries of the spot. This effect is due to
the laminar contribution near the uneven edges of the ensemble members. The data
from the turbulent ensemble (figure 20b) show that Cf remains high in the rear part
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FIGURE 20. (Colour online) Skin-friction coefficient for the ensemble-averaged spot in
figures 18 and 19. The data are extracted along (solid line) ẑ= 0 and (dash-dotted) ẑ= 7.2;
both locations are marked on figure 18. For reference, the turbulent-conditioned Cf is
also plotted (dotted grey line) for the corresponding x− x0 range identified in figure 18.
(a) Unconditional ensemble average with spatial filter; (b) turbulent-conditioned ensemble
average. Vertical lines mark the nominal start and end of the spot at the respective
spanwise locations. Circular symbols mark locations that are examined in figures 23–25.
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FIGURE 21. (Colour online) Reynolds number based on the momentum thickness for the
ensemble-averaged spot in figures 18 and 19. The data are extracted along (solid line)
ẑ= 0 and (dash-dotted) ẑ= 7.2; both locations are marked on figure 18. For reference, the
turbulent-conditioned Reθ is also plotted (dotted grey line) for the corresponding x − x0
range identified in figure 18. (a) Unconditional ensemble average with spatial filter; (b)
turbulent-conditioned ensemble average. Vertical lines mark the nominal start and end of
the spot at the respective spanwise locations. Circular symbols mark locations that are
examined in figures 23–25.

of the spot. The corresponding Reynolds number based on the momentum thickness
is given in figure 21.

When the skin friction is further averaged in the spanwise direction (figure 22), it
exhibits a plateau in the rear of the spot. Also, the elevated friction near the core has
been counterbalanced by the lower Cf near the periphery. Spots with lower volumes
exhibit lower skin friction, as demonstrated by a comparison of figure 22(a,b).

Mean streamwise velocity profiles at eight locations, four streamwise and two
spanwise positions, are shown in figure 23. The top row (a–d) is from the

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
8.

82
2 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2018.822


Turbulence in transitional boundary layers and spots 373

-100 -50 0 50 100
x̂

0

2

4

Cf

6
(÷ 10-3)(a)

-100 -50 0 50 100
xEA

0

2

4

6
(÷ 10-3)(b)

FIGURE 22. Spanwise average Cf evaluated from the turbulent ensemble-averaged spot.
The figure compares spots whose volumes lie in the range (a) 4400 < Vs < 7600 and
(b) and 2800 < Vs < 4400 for the dataset with Tu0 = 2.5 %. For reference, the
turbulent-conditioned Cf is also plotted (dotted grey line) for the corresponding x − x0
range identified in figure 18.
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FIGURE 23. (Colour online) Mean streamwise velocity versus wall-normal distance in
wall units, for spots with 7600 < Vs < 14 000 for the dataset with Tu0 = 2.5 %. Profiles
are evaluated at the locations marked in figure 18; (solid) ẑ= 0 and (dash-dotted) ẑ= 7.2.
(a–d) Unconditional and (e–h) turbulent ensemble. For reference, the log law (dotted line)
and the turbulent-conditioned data at Reθ = 1223 are also shown (see figure 8) (dashed
line, red online).

unconditional ensemble, and the bottom one (e–h) is from the turbulent ensemble.
For comparison, profiles form the turbulent boundary layer farther downstream, at
Reθ = 1223 are included (dashed, red online).

Results at the centreline positions (ẑ=0) are virtually identical when evaluated using
the unconditional or turbulent ensemble (compare solid lines in figure 23(a–h), except
panels (a) and (e)). The differences between the two approaches are most pronounced
in the upstream locations of the spot, in panels (a) and (e). They are due to the
contribution of laminar flow data for the unconditional ensemble (panel a), and the
lower sample size in the turbulent ensemble (panel e) which leads to more fluctuating
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profiles. For off-centre positions, the differences between the two averaging procedures
are pronounced in the two most upstream locations (panels a,b and e, f ).

The velocity profiles using the unconditional ensemble, at ẑ= 7.2 (dash-dotted lines
in panels a–d), are elevated beyond the log law for turbulent flow at all streamwise
positions. To eliminate the effect of including any laminar regions in the ensemble, the
same profiles are plotted in panels (e, f ) using the turbulent ensemble. The same trend
generally persists, which confirms that the effect is due to the turbulence in this region
being non-equilibrium. The elevated profile is also in agreement with the skin-friction
curve (figure 20), which is below the fully turbulent value at all off-centre locations.

The mean velocities at the plane of symmetry ẑ= 0 (solid lines in figure 23) show
an interesting behaviour: proceeding from the rear to the front of the spot (a–d),
the profile is initially elevated, then matches the log law, becomes more depressed
and finally again breaches towards the laminar state. In the turbulent ensemble (e, f ),
the first two locations match the log law, which indicates that the turbulence is
developed in those regions. Downstream, the profile subsequently dips below the log
law, which is generally associated with local drag increase. This effect is consistent
with figure 20 that shows the highest friction coefficient at this streamwise location.
Finally the profile becomes higher than the log law, in the region where the friction
coefficient decays below the equilibrium turbulent level. These results suggest that the
dynamics of the flow in the core of the spots are similar to fully developed turbulent
boundary layers, but that the wingtips and front region differ. This view is supported
by further evidence from other flow quantities.

For the same locations within the spot, figure 24 shows profiles of the root-mean-
square velocity perturbations. Only the turbulent ensemble is plotted, and the profiles
are compared to the turbulent conditional average. The top row (a–d) corresponds
to the line of spanwise symmetry, and there the profiles agree with the turbulent
data except near the front of the spot where u′+i,rms from the turbulent ensemble
are elevated. The same tendency for the stresses to overshoot the turbulent data are
observed at all off-centre positions (e, f ). While the difference from the fully turbulent
curves decreases near the back of the spot (e), an agreement is never reached. The
results support the view that only a core region within the spot has reached the
same statistical state of fully turbulent flow, while non-equilibrium effects remain
pronounced near the spot periphery. The higher values of all three root-mean-square
components relative to fully turbulent boundary-layer data are in part due to the lower
friction velocity at the spot side and front edges. The overshoot in u′+rms is, however,
appreciably larger than the other two components, which is akin to characteristics
of the laminar state that preceded spot inception and where u′ is generally much
higher than the other components due to the Klebanoff streaks. The turbulence is
thus anticipated to be less developed in those regions, and to be dominated by a
u′ amplification mechanism without sufficient dissipation or redistribution to the
other components. The present results also provide a finer grain interpretation of the
conditionally averaged data in § 3, where u′rms is elevated relative the turbulent data
while the other components were in closer agreement (cf. figure 14).

The difference in the state of the turbulence with spatial location, and in particular
between the core and periphery of the spot, can be further examined by contrasting
terms in the turbulence kinetic energy equation. These were evaluated from the
unconditional ensemble only, and are shown in figure 25. The production, dissipation
and diffusion terms in the core region of the spot (b,c) show the expected behaviour
for a fully turbulent boundary layer. They are, however, much higher near the
downstream edge (d) and the lateral edges of the spot ( f –h). Both the production
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FIGURE 24. (Colour online) Turbulent ensemble-average r.m.s. values for the streamwise,
spanwise and wall-normal velocity component (lines, top to bottom in each panel) in plus
coordinates for spots with volumes 7600 < Vs < 14 000 for the dataset with Tu0= 2.5 % at
x̂ = {−50.1,−24.9, 0.28, 25.5} (left to right) and ẑ= {0, 7.2} (top to bottom) marked in
figure 18. The symbols correspond to turbulent conditional average at the same streamwise
locations.
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FIGURE 25. (Colour online) Unconditional ensemble-averaged TKE terms (solid black
line: production; dashed red line: pseudo dissipation; dashed-dotted blue line: viscous
diffusion) for spots with volumes 7600 < Vs < 14 000 for the dataset with Tu0 = 2.5 % at
x̂ = {−50.1,−24.9, 0.28, 25.5} (left to right) and ẑ= {0, 7.2} (top to bottom) marked in
figure 18. The symbols correspond to turbulent conditional average at the same streamwise
locations.

and dissipation are large in those regions, which is in part due to scaling by a lower
value of the local friction velocity, but also due to the non-equilibrium nature of the
turbulence. The shift of the production curve towards higher values of y+ is also
notable, and is a symptom of the production being driven by large-scale motions near
the lateral sides of the spot.
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FIGURE 26. (Colour online) Instantaneous vortex visualization using the λ2-criterion for
three spots {a,b,c} that contributed to the ensemble average. Spot volumes lie within
the range 7600 < Vs < 14 000 for the dataset with Tu0 = 2.5 %. The vortical structures
are coloured by wall-normal distance, and are visualized in the wall-normal ranges (1)
06 y/δ0 6 1.5, (2) 1.56 y/δ0 6 5, (3) 56 y/δ0 6 10, and (4) the entire wall-normal extent
0 6 y/δ0 6 10 in a three-dimensional view.

Figure 26 provides vortex visualizations of three turbulent spots that were included
in the ensemble average, but all spots have been inspected and were found to exhibit
similar features. These visualizations help explain some of the trends just discussed.
From ensemble averaging, fully developed turbulence could only be found around the
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FIGURE 27. (Colour online) Contours of the unconditional ensemble (a,d,g,j) u, (b,e,h,k) v
and (c, f,i,l) w for spots with volumes 7600 < Vs < 14 000 for the dataset with Tu0= 2.5 %
at ẑ/δ = {0, 2.65, 5, 7.2}.

centre of the spot. It is at these locations that we observe hairpin vortices that reach
far away from the wall (panels a3, b3 and c3 in figure 26) as well as exhibiting small-
scale vortical motions all the way to the wall (panels a1, b1 and c1 in figure 26). The
front part and the lateral wings of the turbulent spots are dominated by large-scale
streamwise-oriented vortices. In these regions of the ensemble-averaged spot, increased
turbulent production is observed.

The structure of the spots, which can be difficult to glean from instantaneous
realizations, becomes more evident by examining the ensemble. In figure 27, contours
of the unconditional ensemble-average velocities are shown in side views. The
streamwise component captures the fuller velocity profile in the centre of the spot,
and how it gives way to laminar velocities in the rear and front parts. The vertical
velocity shows an interesting trend: it is positive only in a limited region near the
spot centre, where the boundary layer is closest to a fully turbulent state; towards the
rear and front parts of the spot, the vertical velocity is negative, which is required
in order to transition the streamwise velocity profiles from the laminar to a fuller
turbulent shape. The spanwise velocity points outward in the near-wall region. The
mean motion within the spot can then be viewed as a large-scale engulfment of
fluid near the free-stream edge, and displacing it downwards towards the wall. The
engulfed fluid becomes part of the turbulence in the core of the spot. Once the
downward flow impinges onto the bottom wall, it spreads outward along the wings.

The turbulent ensemble streamwise velocity and root-mean-square perturbation are
plotted in figure 28 at two wall-parallel planes. The mean velocity within the spot is
lowest near the lateral edges (a,c), where the mean velocity profile retains laminar
characteristics as previously remarked in connection with figures 23–25. The root-
mean-square of the streamwise velocity perturbation in these regions, and towards the
front of the spot, is larger than in the core of the spot (figure 28b,d). Hence, the flow
in these regions can be best characterized as being in a non-equilibrium turbulent state.
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FIGURE 28. (Colour online) Contours of the turbulent ensemble of (a,c) u and (b,d) u′rms
for spots with volumes 7600 < Vs < 14 000 in the dataset with Tu0 = 2.5 %. The plane
views are extracted at (a,b) y/δ = 1.46 and (c,d) y/δ = 0.43.
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FIGURE 29. (Colour online) Contours of turbulent production P , normalized by the free-
stream velocity and inlet boundary-layer thickness. Data from case with Tu0 = 2.5 % at
two different planes (a,b) y/δ = 1.46 and (c,d) y/δ = 0.43. (a,c) Unconditional ensemble;
(b,d) turbulent ensemble.

Turbulent production is plotted in figure 29. The production peaks in the tip
(front) and the wings of the turbulent spot, and is largest in the same areas where
the root-mean-square values of the streamwise velocity are highest. There are no
qualitative differences between results from unconditional and turbulent ensembles in
those regions (figure 29a–d), and as such the results are not appreciably contaminated
by the details of the averaging procedure.

The above results demonstrate that the turbulence characteristics within the spot
vary in space. Near the periphery, averaged terms in its kinetic energy equation
deviate appreciably from those of turbulent boundary layers. Near the core, however,
the statistics relax towards those of fully turbulent conditions.

4.2. Additional considerations: spot size and free-stream turbulence intensity
In order to illustrate the effect of spot size on its spatial structure, two additional
volume ranges were examined, 4400 < –Vs < 7600 and 2800 < –Vs < 4400. The
two ranges are progressively smaller spots than those studied above. In all cases,
a similar number of spots was used for ensemble averaging. Qualitatively, the
ensemble-averaged spot shape remains similar to figure 18, and hence is not shown.
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FIGURE 30. (Colour online) Contours of turbulent production P , normalized by the
free-stream velocity and inlet boundary-layer thickness, for spots with volumes (a,c)
4400 < Vs < 7600 and (b,d) 2800 < Vs < 4400. Data from case with Tu0 = 2.5 % at two
different planes (a,b) y/δ = 1.46 and (c,d) y/δ = 0.43.

Consistent with results from larger spots, terms from the TKE budget within the
smaller spot are higher than the levels typically observed in fully turbulent boundary
layers. The r.m.s. perturbation levels (not shown) are also larger in the young spots
than in fully turbulent boundary layers. The production is reported as an example in
figure 30. It is high throughout the spot, at levels commensurate with those recorded
near the lateral wings and front of the larger spots in figure 29. The core region where
the turbulence is less energetic and is statistically similar to fully turbulent boundary
layers is entirely absent at the smallest volume (figure 30b,d).

A similar analysis of ensemble-averaged spots was performed for the dataset with
higher free-stream turbulence intensity, Tu0 = 3 %. In this case, significantly fewer
spots could be used for averaging, and hence corresponding results are not treated in
much detail here. Despite the low sampling rate, the results and the spatial structure
of the turbulence statistics within the spots were qualitatively similar to the data from
the lower intensity case. Figure 31, for example, shows the turbulence production
and the root-mean-square of the streamwise velocity perturbation. It confirms that the
turbulence activity is most pronounced in the front region and lateral periphery of the
spot.

5. Conclusions
An investigation of the turbulence characteristics within the early intermittent

region of a transitional boundary layer was performed. In that regime, the turbulence
is mainly due to the inception and spreading of spots.

The turbulent-conditioned root-mean-square levels of the streamwise velocity
perturbations are notably elevated in the early transitional boundary layer. This finding
is consistent with the results by Park et al. (2012), although they cautioned that the
elevated perturbation levels may be due to a ‘somewhat too small ensemble size’.
In the present study, the statistical sample is larger and the high root-mean-square
streamwise velocity perturbations is confirmed. On the other hand, the root-mean-
square values of the two other components are closer to the levels for fully turbulent
boundary layers. Turbulence production rate is increased away from the wall, balanced
mainly by the increase in turbulent transport.

The skin-friction coefficient Cf is proportional to the intermittency factor in the
region populated by spots. It exceeds the turbulence correlation at the end of the
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FIGURE 31. (Colour online) (a,c) Contours of the unconditional ensemble TKE production
P , normalized by the free-stream velocity and inlet boundary-layer thickness, for spots
with volumes 4400 < Vs < 7600 for the dataset with Tu0 = 3 %. (b,d) Contours of the
turbulent ensemble u′rms for spots with volumes 4400 < Vs < 7600 for the dataset with
Tu0 = 3 %. The planes are located at (a,b) y/δ = 1.46 and (c,d) y/δ = 0.43.

transition region, and decays towards the expected value downstream as the turbulence
production rate approaches that of a fully turbulent flow. This observation can be
explained using the analysis by Renard & Deck (2016) who related the wall shear
stress, for a plate propelled at constant speed in quiescent fluid, to the sum of three
normalized quantities: the power input into accelerating the mean flow, dissipation rate
associated with the mean-flow profile, and production rate of turbulence kinetic energy.
Using that interpretation, the herein reported increase in the rate of production within
the transition zone beyond the levels for fully turbulent boundary layers contributes to
the higher wall shear stress in that region.

The spatial structure of spots was investigated by performing ensemble averaging of
the turbulent patches, and the spatial inhomogeneity of the turbulence became evident.
When the spots are sufficiently large, they contain a turbulent core that exhibits
the same dynamics as fully turbulent boundary layers. The similarity includes
the distribution of the turbulence energy among the three components of velocity
perturbations, and the profiles of its rates of production, dissipation and diffusion.
However, near the downstream tip and lateral edges of the spot, the turbulence
is statistically dissimilar to fully turbulent boundary layers. In these regions, the
turbulence exhibits increased production and significantly elevated values of the
root-mean-square streamwise perturbation velocity. The other two components of
the perturbation velocity are also elevated, although to a lesser degree. Qualitatively,
these observations persist for different spot sizes, although the fully turbulent core
diminishes and ultimately disappears for the smallest spot volume considered.
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Appendix A. Terms of the turbulence kinetic energy equation
The turbulence kinetic energy equation (2.10) was given in § 2,

ui
(t) ∂k(t)

∂xi
=P (t)

− ε(t) + V (t)
−

1
2
T (t)
−R(t). (A 2.10)

Explicit expressions for each term are provided in this appendix. Recall that primed
variables are perturbations relative to the appropriate mean, with superscript t denoting
turbulent-conditioned data. The turbulence kinetic energy k and mean production retain
their familiar forms,

k= 1
2 u′iu′i, k(t) = 1

2 u′iu′i
(t)
, (A 1a,b)

P =−u′ku
′
j
∂uk

∂xj
, P (t)

=−u′ku
′
j
(t) ∂uk

∂xj

(t)

. (A 2a,b)

The mean advection is given by

M= ūj
∂k
∂xj
, M(t)

=
1
2

uj
(t) ∂(ukuk)

∂xj

(t)

− ui
(t)uk

(t) ∂uk

∂xi

(t)

, (A 3a,b)

and mean dissipation is given by

ε=
1

Re
∂uk

∂xj

∂uk

∂xj
−
∂uk

∂xj

∂uk

∂xj
, (A 4)

ε(t) =
1

Re

(
∂uk

∂xj

∂uk

∂xj

(t)

− 2
∂uk

(t)

∂xj

∂uk

∂xj

(t)

+
∂uk

(t)

∂xj

∂uk
(t)

∂xj

)
. (A 5)

The turbulent transport T is given by

T =
∂(u′ju′ku

′

k)

∂xj

=
∂(ujukuk)

∂xj
− 2

∂(uk u′ju′k)
∂xj

− 2
∂(uj k)
∂xj

− 2
∂(uj uk uk)

∂xj
, (A 6)

T (t)
=
∂(u′ju′ku

′

k)

∂xj

(t)

=
∂(ujukuk)

∂xj

(t)

− 2u′ju′k
(t) ∂uk

(t)

∂xj
− 2uk

∂(ujuk)

∂xj

(t)

+ uk
(t)uk

(t) ∂uj

∂xj

(t)

−u′ku
′

k
(t) ∂uj

(t)

∂xj
− uj

∂(ukuk)

∂xj

(t)

+ 2uj
(t)uk

(t) ∂uk

∂xj

(t)

. (A 7)

The pressure-diffusion term R is given below, although it has not been evaluated
from the present data:

R=
∂puj

∂xj
− uj

∂p
∂xj
, (A 8)

R(t)
=
∂(p′u′j)
∂xj

(t)

=
∂(puj)

∂xj

(t)

− p(t)
∂uj

∂xj

(t)

− uj
(t) ∂p
∂xj

(t)

. (A 9)
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The viscous diffusion is defined as:

V =
1

Re
∂2(u′ku

′

k)

∂xj∂xj
=

1
Re

(
∂2(ukuk)

∂xj∂xj
−
∂2(uk uk)

∂xj∂xj

)
, (A 10)

V (t)
=

1
Re
∂2(u′ku

′

k)

∂xj∂xj

(t)

=
1

Re

(
∂2(ukuk)

∂xj∂xj

(t)

+ 2
∂uk

(t)

∂xj

∂uk
(t)

∂xj
− 4

∂uk
(t)

∂xj

∂uk

∂xj

(t)

− 2uk
(t) ∂

2uk

∂xj∂xj

(t))
. (A 11)
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