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Abstract

The aim of this paper is to find a broad family of means defined on a subinterval of I ⊂ [0,+∞) such that
∞∑

n=1

M(a1, . . . , an) < +∞ for all a ∈ `1(I).

Equivalently, the averaging operator (a1, a2,a3 , . . .) 7→ (a1, M(a1,a2), M(a1,a2,a3), . . .) is a selfmapping
of `1(I). This property is closely related to the so-called Hardy inequality for means (which additionally
requires boundedness of this operator). We prove that these two properties are equivalent in a broad
family of so-called Gini means. Moreover, we show that this is not the case for quasi-arithmetic means,
that is functions f −1(

∑
f (ai)/n), where f : I → R is continuous and strictly monotone, n ∈ N and a ∈ In.

However, the weak Hardy property is localisable for this family.

2010 Mathematics subject classification: primary 26E60; secondary 26D15.

Keywords and phrases: Hardy mean, quasi-arithmetic mean, selfmapping of `1, bounded operator.

1. Introduction

A mean M on an interval I ⊂ [0,+∞) (that is, a function M :
⋃∞

n=1 In → I satisfying
min(a) ≤M(a) ≤ max(a) for every admissible vector a) is said to be a Hardy mean if
there exists a finite constant C such that

∞∑
n=1

n

M
k=1

(ak) ≤ C
∞∑

n=1

an for all a ∈ `1(I),

where M
n
k=1(ak) stands for M(a1, . . . , an). The smallest extended real number C

satisfying the inequality above is called the Hardy constant of M and denoted by
H(M).

These definitions were introduced recently by Páles–Persson [17] and Páles–
Pasteczka [15], respectively. In fact they are closely related as a mean is Hardy if
and only if its Hardy constant is finite.

There are a number of earlier results which can be expressed in terms of the Hardy
mean and Hardy constant. These properties were studied for power means Pα in the
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papers [2, 6, 7, 10]. The result (in a unified form) can be expressed as

H(Pα) =


(1 − α)−1/α for α ∈ (−∞, 0) ∪ (0, 1),
e for α = 0,
+∞ for α ∈ [1,∞).

The history of Hardy-type inequalities is sketched in the surveys by Pečarić–Stolarsky
[20] and Duncan–McGregor [4] and in a book of Kufner–Maligranda–Persson [9].
Further examples of Hardy means (with known Hardy constant) were given recently
by Pasteczka [19] and Páles–Pasteczka [15, 16]. Some negative results were obtained
in [18] (see Proposition 2.1 below).

The Hardy property of a mean M on I can be expressed in terms of the M-averaging
operator defined by

IN 3 (a1, a2, . . .) 7→ (a1, M(a1, a2), M(a1, a2, a3), . . .) ∈ IN.

Indeed, a mean M is a Hardy mean if and only if the M-averaging operator is a
bounded operator from `1(I) to itself. In fact, its norm equals H(M). Motivated by
these preliminaries, we will be dealing with a more general definition. Namely, we
call a mean M on I a weak Hardy mean if

∞∑
n=1

n

M
k=1

(ak) < +∞ for all a ∈ `1(I).

Equivalently, the M-averaging operator is a selfmap of `1(I) (with no boundedness
assumption).

Remark 1.1. The M-averaging operator is a selfmapping of `1(I) if and only if the
conjugated operator

(I1/p)N 3 (a1, a2, a3, . . .) 7→ (a1,M(ap
1 , a

p
2 )1/p,M(ap

1 , a
p
2 , a

p
3 )1/p, . . .)

is a selfmapping of `p(I1/p) for p ∈ (1, +∞). In this way the considerations in the
present paper can be generalised easily to `p spaces.

Obviously, each Hardy mean is a weak Hardy mean, but in general the converse
is not valid. We are interested in families of means where all weak Hardy means are
Hardy means. For example, it is easy to verify that this is the case for power means.
We prove this property for Gini means (Section 3.2). On the other hand we show that
it is not the case for quasi-arithmetic means (Section 3.1). In general this problem
remains open (compare with Remark 3.7).

We conclude the paper with some results in a family of quasi-arithmetic means. In
particular we prove that in this case the weak Hardy property is determined by values
of the mean in a neighbourhood of zero.
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1.1. Basic properties of means. We recall some notions from [15]. We say that M
is symmetric and (strictly) increasing if for all n ∈ N the n-variable restriction M|In is
respectively symmetric and (strictly) increasing in each of its variables. If I = R+, we
can analogously define the notion of homogeneity of M. Monotonicity of a mean is
associated with its increasingness. Finally, the mean M is called repetition invariant
if for all n,m ∈ N and (a1, . . . , an) ∈ In the following identity is satisfied:

M(a1, . . . , a1︸     ︷︷     ︸
m times

, . . . , an, . . . , an︸     ︷︷     ︸
m times

) = M(a1, . . . , an).

2. Necessary conditions for weak Hardy property
In this section we give some necessary conditions for a mean to be weak Hardy.

Such a result was obtained for the Hardy property in [18].

Proposition 2.1 ([18], Theorem 1.1). Let I ⊂ R+ be an interval, inf I = 0. Let M be a
mean defined on I and (an)∞n=1 be a sequence of numbers in I satisfying

∑∞
n=1 an = +∞.

If limn→∞ a−1
n M

n
k=1(ak) = +∞ then M is not a Hardy mean.

Our aim is to establish an analogue of this result for the weak Hardy property. We
first introduce some technical notation.

We say that a sequence (an) of positive numbers is nearly increasing if there exists
ε > 0 such that εam ≤ an for all m, n ∈ N with m ≤ n. Notice that nearly increasing
sequences inherit some properties which are characteristic for monotone sequences.
For example it is easy to verify that every such sequence is either divergent or bounded
(in fact lim inf an ≥ ε sup an). On the other hand, a bounded sequence is nearly
increasing if and only if it is separated from zero. Therefore, this definition is only
interesting for divergent sequences.

Our main result is the following theorem.

Theorem 2.2. Let M be a homogeneous and monotone mean defined on R+. If there
exists a sequence (an) of positive numbers such that

(1)
∑∞

n=1 an = +∞;
(2) the sequence (a−1

n M
n
k=1(ak))∞n=1 is nearly increasing and divergent;

(3)
∑∞

n=1 a1+s
n (Mn

k=1(ak))−s is finite for some s ∈ R+;

then M is not a weak Hardy mean.

Proof. Let bn := a−1
n M

n
k=1(ak) and ε > 0 be the parameter which appears in the

definition of nearly increasingness in the second assumption. We can rewrite (3) as
∞∑

n=1

anb−s
n < +∞ for some s > 0. (2.1)

Since M is homogeneous and monotone and (bn) is nearly increasing,
∞∑

n=1

n

M
k=1

(akb−s
k ) ≥

∞∑
n=1

n

M
k=1

(akε
sb−s

n ) =

∞∑
n=1

εsb−s
n

n

M
k=1

ak =

∞∑
n=1

εsanb1−s
n . (2.2)
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We prove the theorem by induction with respect to s (or, more precisely, with
respect to dse ). For s ∈ (0, 1], from

∑∞
n=1 an = +∞, limn→∞ bn = +∞ and (2.2),

∞∑
n=1

n

M
k=1

(akb−s
k ) = +∞.

By property (2.1), M is not a weak Hardy mean.
For s > 1, either the rightmost sum of (2.2) is infinite and, consequently, M does

not admit the weak Hardy property, or
∞∑

n=1

anb1−s
n < +∞,

which is exactly the third condition with s replaced by s − 1. By the inductive
assumption, M is not a weak Hardy mean. �

In the special case an = 1/n and for an arbitrary positive D (D = 2/s), Theorem 2.2
implies the following corollary.

Corollary 2.3. Let M be a homogeneous and monotone mean defined on R+. If
(Mn

k=1(n/k))∞n=1 is nearly increasing and there exist C, D ∈ R+ and n0 ∈ N such that

n

M
k=1

(1
k

)
≥

C(ln n)D

n
for all n ≥ n0, (2.3)

then M is not a weak Hardy mean.

Here, nearly increasingness of the sequence (Mn
k=1(n/k))∞n=1 seems to be a most

restrictive condition. Luckily we have the following result.

Proposition 2.4. Let M be a homogeneous, monotone and repetition-invariant mean
defined on R+. Then the sequence (Mn

k=1(n/k))∞n=1 is nearly increasing (with ε = 1
2 ).

Proof. Let dn := M
n
k=1(n/k). We prove that dm ≤ 2dn for all m ≤ n. The proof is

divided into two parts:

(i) dp ≤ 2dq for p ∈ N and q ∈ {p, . . . , 2p − 1};
(ii) dp ≤ d2p for p ∈ N.

Then we can use simple induction to obtain the final assertion.
As the first inequality for p = q is trivial, fix p ∈ N and q ∈ {p + 1, . . . , 2p − 1}.

Consider two sequences of length pq:

a =

( q
dk/pe

)pq

k=1
and b =

( p
dk/qe

)pq

k=1
.

For k ≤ p, we get ak/bk = q/p ≥ 1
2 . Similarly for k > p, from dk/pe ≤ 2k/p,

ak

bk
=

q dk/qe
p dk/pe

≥
q · k/q
p · 2k/p

=
1
2
.
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Consequently bk ≤ 2ak for all k ∈ {1, . . . , pq}. Thus, by monotonicity, homogeneity
and repetition invariance of M,

dp =

p

M
k=1

( p
k

)
=

pq

M
k=1

bk ≤ 2
pq

M
k=1

ak = 2
q

M
k=1

(q
k

)
= 2dq,

which is (i).
The second inequality is significantly simpler. Indeed, for every p ∈ N,

dp =

p

M
k=1

( p
k

)
=

2p

M
k=1

(
p
⌈

k
2

⌉−1)
≤

2p

M
k=1

(
p ·

( k
2

)−1)
=

2p

M
k=1

(2p
k

)
= d2p.

Define s ∈ N ∪ {0} and θ ∈ [1, 2) such that n = 2sθm. Applying (ii) iteratively and
then (i),

dm ≤ d2m ≤ · · · ≤ d2sm ≤ 2d2sθm = 2dn,

as required. �

Combining this result with Corollary 2.3 gives the following result.

Corollary 2.5. Let M be a homogeneous, monotone and repetition-invariant mean. If
there exist C, D ∈ R+ and n0 ∈ N such that condition (2.3) holds, then M is not a weak
Hardy mean.

3. Applications

In the subsequent sections we discuss the weak Hardy property for several families
of means.

3.1. Quasi-arithmetic means. Quasi-arithmetic means were introduced in a series
of papers [3, 7, 8, 14] in the 1920s and 30s as a generalisation of the family of power
means. For a continuous and strictly monotone function f : I → R (hereafter I is an
interval and CM(I) the family of all continuous and monotone functions on I) and a
vector a = (a1, a2, . . . , an) ∈ In, n ∈ N, we define

A[ f ](a) := f −1
( f (a1) + f (a2) + · · · + f (an)

n

)
.

For a subinterval J ⊂ I we denote by A[ f ]|J the restriction of the quasi-arithmetic mean
to an interval J, that is, A[ f ]|J := A[ f ]|⋃∞

n=1 Jn . It is easy to verify that for I = R+ and
f = πp, where πp(x) := xp if p , 0 and π0(x) := ln x, the mean A[ f ] coincides with the
pth power mean.

The Hardy property for this family was characterised by Mulholland [13]. He
proved that A[ f ] is a Hardy mean if and only if there exist α < 1 and C > 0 such that
A[ f ](a) ≤ C · Pα(a) for every a ∈

⋃∞
n=1 In. Next we consider the weak Hardy property.

First, we present a result which provides localisability of the weak Hardy property for
quasi-arithmetic means.
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Theorem 3.1. Let I be an interval with inf I = 0 and let f ∈ CM(I). If there exists
ε ∈ I, such that A[ f ]|(0,ε) is a weak Hardy mean, then A[ f ] is a weak Hardy mean.

We also establish a much stronger result under somewhat different assumptions.

Theorem 3.2. Let I be an interval with inf I = 0 and let f ∈ CM(I). If there exists
ε ∈ I, such that A[ f ]|(0,ε) is a Hardy mean, then there exists a function c f : I → R+ such
that

∞∑
n=1

n

A[ f ]

k=1

(ak) ≤ c f (‖a‖∞) · ‖a‖1 for all a ∈ `1(I).

Proofs of these theorems are postponed until Sections 4.1 and 4.2, respectively.
We conjecture that the weak Hardy property for quasi-arithmetic means is

equivalent to the fact that its restriction to some interval (0, ε) (for ε ∈ I) is a Hardy
mean. It is worth mentioning that this property does not depend on the choice of ε.
More precisely we have the following result.

Corollary 3.3. Let I be an interval with inf I = 0 and let f ∈ CM(I). If there exists
ε ∈ I such that A[ f ]|(0,ε) is a Hardy mean then A[ f ]|(0,s) is a Hardy mean for all s ∈ I.

Proof. If s ≤ ε the statement is trivial. From now on, assume that s > ε. By
Theorem 3.2, there exists a constant C := c f (s) such that

∞∑
n=1

n

A[ f ]

k=1

(ak) ≤ C · ‖a‖1 for all a ∈ `1(I) with ‖a‖∞ = s.

Now take v ∈ `1(0, s). If ‖v‖∞ ≤ ε, then
∞∑

n=1

n

A[ f ]

k=1

(vk) ≤H(A[ f ]|(0,ε))
∞∑

n=1

vn.

For ‖v‖∞ ∈ (ε, s], let us add the artificial element v0 = s. Then, as v0 ≥ vi for all i ∈ N,
∞∑

n=1

n

A[ f ]

k=1

(vk) ≤
∞∑

n=1

n

A[ f ]

k=1

(vk) ≤
∞∑

n=0

n

A[ f ]

k=1

(vk) ≤ c f (s)
∞∑

n=0

vn = sc f (s) + c f (s)
∞∑

n=1

vn

≤ c f (s) ·
s
ε
· sup

n∈{1,2,...}
vn + c f (s)

∞∑
n=1

vn ≤

(
1 +

s
ε

)
c f (s)

∞∑
n=1

vn.

Thus A[ f ] restricted to (0, s) is a Hardy mean with Hardy constant majorised by

max
(
H(A[ f ]|(0,ε)),

(
1 +

s
ε

)
c f (s)

)
.

This completes the proof. �

We conclude this section with a simple example showing that in a family of quasi-
arithmetic means not every weak Hardy mean is a Hardy mean.
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Example 3.4. Let f : (0,+∞)→ R be given by

f (x) :=

ln x if x ∈ (0, 1],
x − 1 if x ∈ (1,∞).

Since A[ f ] restricted to (0, 1] is a geometric mean (P0), by Theorem 3.2, A[ f ] is a weak
Hardy mean. We prove that it is not a Hardy mean.

Indeed, fix N ∈ N arbitrarily and define an := N2/n2. Then

∞∑
n=1

n

A[ f ]

k=1

(ak) ≤H(A[ f ]) ·
∞∑

n=1

an = N2 ·H(A[ f ]) ·
π2

6
. (3.1)

On the other hand, an ≥ 1 for all n ≤ N and, as A[ f ] restricted to [1,∞) coincides with
the arithmetic mean,

n

A[ f ]

k=1

(ak) =
1
n

n∑
k=1

ak ≥
a1

n
=

N2

n
(n ≤ N).

Thus, using the well-known estimate for the harmonic sequence,

∞∑
n=1

n

A[ f ]

k=1

(ak) ≥
N∑

n=1

n

A[ f ]

k=1

(ak) ≥
N∑

n=1

N2

n
≥ N2 ln N. (3.2)

If we now combine (3.1) and (3.2) we obtain N2 ln N ≤ N2 ·H(A[ f ]) · π2/6, which
simplifies to H(A[ f ]) ≥ (6/π2) ln N. Letting N → ∞ gives H(A[ f ]) = +∞, which
proves that A[ f ] is not a Hardy mean.

3.2. Gini means. Another generalisation of Power Means was proposed in 1938 by
Gini [5]. For p, q ∈ R, the Gini means form a two-parameter family defined on R+ by

Gp,q(a1, . . . , an) :=


( n∑

i=1

ap
i /

n∑
i=1

aq
i

)1/(p−q)
if p , q,

exp
( n∑

i=1

ap
i ln ai/

n∑
i=1

ap
i

)
if p = q.

For q = 0 one easily identifies here the pth power mean. It is known that Gp,q = Gq,p and
Gini means are nondecreasing with respect to p and q (see [1, page 249]). Furthermore,
from [17, 18],

Gp,q is a Hardy mean ⇐⇒ min(p, q) ≤ 0 and max(p, q) < 1.

We prove that the weak Hardy and Hardy properties coincide for Gini means.

Proposition 3.5. A Gini mean is a weak Hardy mean if and only if it is a Hardy mean.
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Proof. First, it was proved in [18] that for all q < 0 the mean G1,q satisfies inequality
(2.3). Furthermore, by the results of Losonczi [11, 12], Gp,q is monotone if and
only if pq ≤ 0. As both homogeneity and repetition invariance are easy to check,
by Corollary 2.5, G1,q is a weak Hardy mean for no q < 0. Since Gp,q ≤ Gp′,q′ for
every p ≤ p′ and q ≤ q′, it follows that Gp,q is not a weak Hardy mean whenever
max(p, q) ≥ 1. In other words,

Gp,q is a weak Hardy mean =⇒ max(p, q) < 1. (3.3)

Now suppose that p, q ∈ (0, 1), p , q. For an := 21−n,

Gp,q(a1, . . . , an) =

(
1 + 2−p + · · · + 2(1−n)p

1 + 2−q + · · · + 2(1−n)q

)1/(p−q)

=

(
1 − 2−np

1 − 2−nq ·
1 − 2−q

1 − 2−p

)1/(p−q)

Thus

lim
n→∞

Gp,q(a1, . . . , an) =

(
1 − 2−q

1 − 2−p

)1/(p−q)

> 0.

This shows that Gp,q is not a weak Hardy mean for (p, q) ∈ (0, 1)2, p , q. Moreover,
for p ∈ (0, 1), it is easy to see that Gp,p ≥ Gp,p/2 which implies that Gp,p is not a weak
Hardy mean. These facts together with (3.3) yield

Gp,q is weak Hardy =⇒ (min(p, q) ≤ 0 and max(p, q) < 1) =⇒ Gp,q is Hardy.

As the converse implication is trivial, the proof is complete. �

Remark 3.6. We can use the same argument to prove that the Gaussian product of
power means has the same property (see [18, section 3.1] and Corollary 2.5 above).

Remark 3.7. It remains an open question whether it is possible to verify the
equivalence of the Hardy and weak Hardy properties without verifying these properties
separately.

4. Proofs of Theorems 3.1 and 3.2

Theorems 3.1 and 3.2 are closely related, but neither is a consequence of the other.
In fact, Theorem 3.2 is a stronger result under more restrictive assumptions. This
motivates us to combine the two proofs in a rather unconventional way.

In the first subsection we prove Theorem 3.1. Then we prove Theorem 3.2. How-
ever, as this theorem has stronger assumptions, all the intermediate steps and notations
in Section 4.1 remain valid in Section 4.2. Consequently, we may refer to them as it
they were an intrinsic part of the proof.

4.1. Proof of Theorem 3.1. First, choose an arbitrary sequence a ∈ `1(I). If we
define f (0) := limx→0+ f (x) ∈ [−∞, +∞] and apply the Cesàro limit principle and
continuity of f −1 on f (I ∪ {0}), we obtain, as an → 0,

0 = f −1( f (0)) = f −1( lim
n→∞

f (an)) = f −1
(

lim
n→∞

f (a1) + · · · + f (an)
n

)
= lim

n→∞
f −1

( f (a1) + · · · + f (an)
n

)
= lim

n→∞
A[ f ](a1, . . . , an).
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Let n0 ∈ N be the smallest natural number such that

A[ f ](a1, . . . , an) ≤ ε and an ≤ ε for all n ≥ n0.

Define the sequence (bn)∞n=1 by

bn :=

ε for n ≤ n0,

an for n > n0.

Then
‖b‖1 ≤ εn0 + ‖a‖1 . (4.1)

Since A[ f ] is associative and monotone,
∞∑

n=1

n

A[ f ]

k=1

(ak) =

n0∑
n=1

n

A[ f ]

k=1

(ak) +

∞∑
n=n0+1

n

A[ f ]

k=1

(ak)

≤

n0∑
n=1

n

A[ f ]

k=1

(ak) +

∞∑
n=n0+1

n

A[ f ]

k=1

(bk).

But ‖bn‖∞ ≤ ε and so
∞∑

n=1

n

A[ f ]

k=1

(ak) ≤ n0 ‖a‖∞ +

∞∑
n=1

n

A[ f ]

k=1

(bk) < +∞, (4.2)

proving that A[ f ] is a weak Hardy mean.

4.2. Proof of Theorem 3.2. As we remarked at the beginning of this section, all
conventions and results from the previous subsection remain valid.

By Mulholland’s result, as A[ f ]|(0,ε) is a Hardy mean, there exist α < 1 and C > 0
such that

A[ f ](v) ≤ C · Pα(v) for every v ∈
∞⋃

n=1

(0, ε)n,

Therefore we can put c f (x) := C ·H(Pα) for x ≤ ε. From now on we assume that
‖a‖∞ > ε.

Following the idea of [15, Proposition 3.2], we may assume that the sequence (an)
is nonincreasing, that is, ‖a‖∞ = a1. Furthermore an ≤ ‖a‖1 /n. Then n0 is the smallest
natural number such that

A[ f ](a1, . . . , an) ≤ ε for all n ≥ n0.

Indeed, as (an) is nonincreasing, a1 > ε and the quasi-arithmetic mean is strict, we
obtain an < A[ f ](a1, . . . , an) ≤ ε for all n ≥ n0. On the other hand, since ‖b‖∞ = ε,

n

A[ f ]

k=1

(bk) ≤ C ·
n

Pα
k=1

(bk) for all n ∈ N.
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As Pα is a Hardy mean, we obtain (in the spirit of Mulholland [13]),
∞∑

n=n0+1

n

A[ f ]

k=1

(bk) ≤
∞∑

n=1

n

A[ f ]

k=1

(bk) ≤ C ·
∞∑

n=1

n

Pα
k=1

(bk) ≤ C ·H(Pα) ‖b‖1 .

Combining this with (4.2),
∞∑

n=1

n

A[ f ]

k=1

(ak) ≤ n0 ‖a‖∞ + C ·H(Pα) ‖b‖1 . (4.3)

We now estimate n0. Since (an) is nonincreasing, ak ≤ ‖a‖1 /k for all k ∈ N. Thus
n

A[ f ]

k=1

(ak) ≤
n

A[ f ]

k=1

(
min

(
‖a‖1

k
, ‖a‖∞

))
.

Let u(s, t) (s ≥ t ≥ ε) be the smallest natural number such that

u(s,t)

A[ f ]

k=1

(
min

( s
k
, t
))
≤ ε.

It follows that
n

A[ f ]

k=1

(ak) ≤
n

A[ f ]

k=1

(
min

(
‖a‖1

k
, ‖a‖∞

))
≤ ε for n ≥ u(‖a‖1, ‖a‖∞).

Thus n0 ≤ u(‖a‖1, ‖a‖∞).
Define a weighted quasi-arithmetic mean of two variables by

A[ f ]((a1, a2), (w1,w2)) := f −1
(w1 f (a1) + w2 f (a2)

w1 + w2

)
.

Let K : I ∩ (ε,+∞)→ (0,+∞) be the unique function such that

A[ f ]
((

t,
ε

2

)
, (1, K(t))

)
= ε for t ∈ I ∩ (ε,+∞).

Since A[ f ] is monotone, for n ≥ d2s/εe,
n

A[ f ]

k=1

(
min

( s
k
, t
))
≤ A[ f ]

((
t,
ε

2

)
,
(⌈2s
ε

⌉
, n −

⌈
2s
ε

⌉))
= A[ f ]

((
t,
ε

2

)
,
(
1, n

⌈
2s
ε

⌉−1

− 1
))
.

Now, for all n ∈ N such that n < u(s, t) and n ≥ d2s/εe,

ε ≤

n

A[ f ]

k=1

(
min

( s
k
, t
))
≤ A[ f ]

((
t,
ε

2

)
,
(
1, n

⌈
2s
ε

⌉−1

− 1
))
.
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Thus

n
⌈
2s
ε

⌉−1

− 1 ≤ K(t) for all n ∈ N such that n < u(s, t) and n ≥
⌈
2s
ε

⌉
.

In particular for n := u(s, t) − 1,

(u(s, t) − 1)
⌈
2s
ε

⌉−1

− 1 ≤ K(t) or u(s, t) ≤
⌈
2s
ε

⌉
+ 1,

which implies

u(s, t) ≤ (K(t) + 1)
⌈
2s
ε

⌉
+ 1.

Dividing both sides by s and take an upper limit as s→∞ yields

lim sup
s→∞

u(s, t)
s
≤

2(K(t) + 1)
ε

.

Thus, as u is nondecreasing with respect to both variables, there exists a function
Φ : (ε,+∞)→ R such that

u(s, t) ≤ Φ(t) · s for all s ≥ t ≥ ε.

In particular n0 ≤ u(‖a‖1 , ‖a‖∞) ≤ Φ(‖a‖∞) · ‖a‖1 . Combining this inequality with (4.3)
and (4.1),

∞∑
n=1

n

A[ f ]

k=1

(ak) ≤ n0 ‖a‖∞ + C ·H(Pα)(εn0 + ‖a‖1)

= (‖a‖∞ + εC ·H(Pα)) · n0 + C ·H(Pα) · ‖a‖1
≤ (‖a‖∞ + εC ·H(Pα)) · Φ(‖a‖∞) · ‖a‖1 + C ·H(Pα) · ‖a‖1
= ((‖a‖∞ + εC ·H(Pα)) · Φ(‖a‖∞) + C ·H(Pα)) · ‖a‖1

To conclude the proof, take

c f (x) :=

C ·H(Pα) for x ≤ ε,
(x + εC ·H(Pα)) · Φ(x) + C ·H(Pα) for x > ε.
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