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LEARNING THE INFLATION TARGET

RiICARDO NUNES
Federal Reserve Board

We propose a framework in which expectations have a rational and a learning component.
We describe a solution method for these frameworks and provide an application to the
Volcker disinflation with the New Keynesian model. Although the model with rational
expectations does not seem to account for this episode, results improve when a small and
empirically plausible proportion of private agents are learning. The learning component is
argued to be more robust and plausible than the rule-of-thumb expectations present in the
hybrid Phillips curve.
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1. INTRODUCTION

We set up a theoretical model in which some agents are rational but the others
need to learn the behavior of the economy. Learning is modeled as in Marcet and
Sargent (1989) and Evans and Honkapohja (2001). Economic agents are assumed
to behave as econometricians because they have limited information about the
underlying economic model. Like that of Erceg and Levin (2003), this paper
examines the Volcker disinflation, which can be seen as a change in monetary
policy regime. The assumption that the private sector learns is specially suited to
the examination of a regime change, because rational expectations (henceforth,
RE) unrealistically assume that the expectations of the private sector catch up
immediately.

The approach in the present paper is related to the rule-of-thumb literature. For
instance, Gali and Gertler (1999) consider the New Keynesian (henceforth, NK)
model with rational and rule-of-thumb firms, which expect future inflation to be
equal to lagged inflation. In the present model, the learning algorithm uses the same
structural form of RE, which is theoretically more defensible and provides a more
robust justification of backward-looking behavior than Gali and Gertler (1999). In
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addition, unlike that of Gali and Gertler (1999), our learning algorithm satisfies the
internal consistency criterion proposed by Marcet and Nicolini (2003). We also
present empirical estimations of the learning speed that support the parameters
found in the internal consistency criterion.

To evaluate the proposed framework, we maintain the simplest NK model as our
benchmark and we describe the effects of a disinflation. The NK model with ratio-
nal expectations unrealistically predicts that unanticipated credible disinflations
can be achieved instantaneously and with no output costs. Those results are clearly
at odds with empirical findings. Analyzing a panel of countries, Ball (1994) shows
that disinflations very frequently cause recessions and that inflation adjusts slowly
to target. This paper shows that if all agents are learning, inflation moves slowly to
target while the output gap is temporarily affected, but the economy takes too long
to converge to its new steady state. Because the speed of convergence depends on
the speed at which private agents learn, the proposed model makes the learning
speed endogenous.

The literature is debating whether the Phillips curve is mainly forward-looking.
Gali and Gertler (1999) found the NK Phillips curve to be mainly forward-looking.
Linde (2005) has challenged this view, and Gali et al. (2005) have supported
it. The present paper sheds some light on this issue. We find that the Volcker
disinflation can be roughly matched if the proportion of learners is about 30%.
Having even a small proportion of learners generates several differences from the
case of pure RE. As long as some agents are learning, the forecasts of rational
agents are significantly changed; hence the assumption of pure RE may be rather
misleading. The paper also finds that although our model can explain some features
of the disinflation experiment, the same model with rule-of-thumb firms is less
satisfactory.

Erceg and Levin (2003) also build a learning model that successfully explains
disinflation dynamics. We consider that expectations are a mixture of rational
expectations and least-squares learning. In contrast, Erceg and Levin (2003) model
the private sector as making use of the Kalman filter to infer the value of the
unobservable inflation target.! Private agents in their model thus have specific
alternative regimes in mind, along with the associated transition probabilities. In
our model, learning agents are not aware of the specific structural changes that
may occur and are ready to learn any structural change. Another difference is that
under least-squares learning, economic agents do not know how specific changes
in parameters modify the economic structure. Agents using the Kalman filter know
the exact structure of the economy. Both our model and that of Erceg and Levin
(2003) can be interpreted as a lack of credibility of the central bank. Even if the
central bank announces the disinflation, agents need to learn and form expectations
with the data.

Other papers have used least-squares learning to explain transition dynamics.
Marcet and Nicolini (2003) explain recurrent hyperinflations, and Giannitsarou
(2006) accounts for a transition after a fiscal reform. We focus on the learning
of private agents, and thus depart from Sargent (1999) and Primiceri (2006). For
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instance, Primiceri’s work offers central bank learning as the explanation for the
rise of inflation in the 1970s and its decline in the 1980s. The Primiceri model can
account for costly disinflations because it assumes a completely backward-looking
Phillips curve. In contrast, we focus on the learning side of firms and on how such
a setup can induce empirically plausible disinflation patterns. Other works dealing
with monetary policy and learning include those of Evans and Honkapohja (2003),
Ferrero (2007), and Orphanides and Williams (2005, 2006). Milani (2005) and
Santoro (2003) also explain inflation persistence by modeling the private sector
as learning. Other papers introducing the issue of heterogeneous expectations in a
learning framework include those of Evans et al. (1993) and Giannitsarou (2003).

The paper is structured as follows: Section 2 describes the model, Section 3
evaluates the homogeneous expectations model, Section 4 presents and evaluates
the heterogeneous expectations model, and Section 5 concludes.

2. DESCRIPTION OF THE MODEL

We use the standard NK model in reduced form as derived by Gali (2007) and
Woodford (2003).> The derivation of the model is available in the previous refer-
ences; this section describes only the reduced-form equations.* The NK Phillips
curve (henceforth NKPC) is given by

T =kKkZ + ,BEHTH-I, (€))
where 7, is inflation, z, is the output gap, and E, denotes expectations, which may
not be rational. It is common to consider a stochastic term in the NKPC denoted
by cost-push shock. The investment—savings curve is described as

i = EzZH-l - 071(73 - th - EﬂTH-l), 2)

where r; is the interest rate set by the central bank, and r}' is the natural interest
rate. Usually the natural interest rate is assumed to follow an AR(1) process,

rt=pri +é&. 3)

The model is closed with an equation for the interest rate. We will assume a Taylor
(1993) rule of the type

1= 4 @r (=) + 2, )
where the constant term in the interest rate rule is set to make the inflation target
* consistent in equilibrium. Using the interest rate rule in equation (2) and

rearranging the system, one obtains

Yo =a+bEyip + s, )
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where y, = [z;, ], a = [1/(0 + @; + ko) (or — 1), k7™ (9r — D], ¢ =
[1/(0 + ¢ + ke)][1, k], and

b (6)

_;[U 1_/3(/77! i|
T 04 .tk (KO kB0 +@)]

Taking the results of Blanchard and Kahn (1980), Bullard and Mitra (2002) find
thatif k (¢, — 1) + (1 — B), > 0, then the model described in equation (5) has a
unique RE solution. Note that Bullard and Mitra (2002) consider a model where
a = 0. If a is a constant matrix, condition (1c) in Blanchard and Kahn (1980)
must be satisfied. Because this condition is trivially met, uniqueness conditions
are equivalent.

The minimal state variable (MSV) solution takes the form y, = A + Crt“.5
In the learning literature, economic agents are assumed to be ignorant of the
RE solution coefficients but do know the functional form of the MSV solution.
At each moment, the private sector will use the available data to estimate A
and C with a learning algorithm; we denote the estimates of A and C obtained
at time ¢t by A, and C,. Thus, at time ¢ the private sector will think that the
economy behaves as y, = A, + C,r}, an equation known as the perceived law of
motion (henceforth PLM). Given the estimates of the private sector, expectations
are formed as E;y,11 = A, + C,pr/. Inserting expectations into equation (5)
and rearranging the terms to fit the functional form of the MSV solution yields
yi = a+bA,+(bC;p+0)r}, which describes the actual law of motion (henceforth,
ALM) of the economy. The mapping from the PLM to the ALM is called the T-
map, and in this model it is given by

T(A,C)=(a+bA,bCp + x), @)

where we drop the time subscripts for convenience. The fixed point in the 7-map is
the RE solution, in which the PLM and ALM are equal. It is common to determine
whether the learning equilibrium converges to the RE solution by checking the E-
stability condition. Bullard and Mitra (2002) find that in this model the condition
for E-stability is equal to the condition for uniqueness.

Regarding the way that learners’ parameters are updated, the model assumes
that private agents use a recursive least squares (RLS) formula given by

¢ =¢1+ Rflxt—l(yt_l - ¢t/71xt—l)/ * 0M, 1 8)
Ri =R,y +01R,r(xt—1x,/,1 —Ri_1) 9)

where
& Az,t An,t A; N 1 o Qout,t 0
t = = E t—1 = n ’ M, = .
Cz,t Crr,t C; ri_q 0 Uinf ¢
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If ar, = douty = Winfyr = t~1, then all the observations in the data receive the
same weight. A common assumption in the literature is that of a constant gain
algorithm where ar ; = Qours = tinr,y = p, and p € (0, 1). A constant tracking
parameter means that recent observations are given more weight, and the past is
discounted. The constant gain can be interpreted as agents taking the possibility
of regime changes into account. If a regime change occurs, agents adapt more
quickly because recent data are given more weight.

The present model considers a RLS algorithm more general than those consid-
ered in Evans and Honkapohja (2001). It allows different tracking parameters for
updating the parameters related to the output and inflation equations. In a regime
shift, it will be optimal for learners to use higher tracking parameters; neverthe-
less, the regime shift may not have equal consequences for the two regressions
that learners perform. We will determine the tracking parameters in an optimal
way, without restricting learners to use the same tracking parameter in different
regressions.

2.1. The Heterogeneous Framework

Previous work has argued that including lags of inflation in the Phillips curve
improves the empirical fit of the model.® Gali and Gertler (1999) consider that
some firms are rational, whereas others think that future inflation will be equal
to last-period inflation. Roberts (1998) considers expectations to be a weighted
average of rational expectations and lags of past data. In practical terms it is
assumed that

Eyisr = Yyi—1 + (L= yY)ERy 41, (10)

where  is the weight given to last-period data. The rule of thumb of using past
data as a proxy for future expectations can be appealing either because it is a less
costly approach to forming expectations or on the ground that expectations are not
entirely rational.

The present model replaces the rule-of-thumb terms in the last equation with a
learning component. This option seems more natural for several reasons. First, the
learning algorithm uses the same structural form of RE. Without a regime break
and a sufficiently large number of data, learners will form expectations rationally.
This feature contrasts with the rule-of-thumb literature, in which agents would
never form expectations rationally. Second, as we will see in a later section, we
can determine the learning speed endogenously. In contrast, with rule of thumb, the
learning speed is not endogenous and in general is not optimal. Hence, the model
assumes that aggregate expectations are a weighted average of the expectations of
learners and rationals:

Eyeir = WE v + (1= Y)ERy 4. (11)
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FIGURE 1. Interest rate, inflation, and output gap.

Inserting equation (11) into equation (5) yields
Vo = a+bYEfyien +b(1 = Y)Efyisn + sl (12)

A fixed proportion of agents, 1 — ¥, are rational and therefore know how learners
form expectations and know the proportion of learners and rationals in the econ-
omy. If ¢ = 0, then rational agents predict that inflation can jump immediately to
its new target and that no recession occurs. On the other hand, if the proportion of
learners is nearly 1, then rationals should predict as learners do, and disinflations
will be more costly.

3. MODEL EVALUATION
3.1. The Disinflation Episode

Figure 1 plots inflation, the output gap, and the interest rate in the United States.
In the 1980s, inflation was brought down considerably, and this period is often
referred to as the Volcker disinflation. A methodology for identifying the begin-
ning and the end of a disinflation has not been established. Ball (1994), using a
detrending method that differs from that in the present paper, reports that trough
inflation occurred 16 quarters after peak inflation, and considers that the effects in
the output gap lasted for 20 quarters.” During this period the economy went into
recession, as can be seen by observing the output gap in figure 1. The sacrifice
ratio, a common measure for disinflations, is computed as the cumulative output
gap divided by the change in inflation. The computation of the sacrifice ratio is
quite sensitive to the methodology used to calculate the components of the ratio.
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Ball (1994) assumes that natural output would grow log-linearly from the start
of the disinflation to the end. That methodology serves the author’s purposes by
identifying the relative costs of different episodes in a systematic way. The sacrifice
ratio computed with Ball (1994) methodology and assuming that the disinflation
lasts for 16 quarters and 20 quarters is 0.89% and 1.38%, respectively.® For the
data series presented in this paper, and considering only the recession periods, the
sacrifice ratio is 0.56%. In accordance with the literature, we obtain natural output
by using the bandpass filter of Baxter and King (1999). The resulting sacrifice
ratio is lower than has been previously assumed, but the detrending method used
here is closer to what one would expect to obtain with a theoretical model.

The calibration uses the values xk = 0.1, 0 = 0.64, p = 0.35, and 8 = 1.0,
which are consistent with Nunes (2005) and Woodford (2003).° For the interest
rate rule, we assume ¢, = 1.5 and ¢, = 0.5, as in the original parameterization
suggested by Taylor. The standard deviations for the innovation in the natural
interest rate and the cost-push shock are 0.015 and 0.01, respectively. For those
parameters, the solution is unique and E-stable. At the beginning of the disinflation,
agents’ expectations and inflation are assumed to be 15.3%; the inflation target is
then lowered to 3.7%. Those values correspond to filtered inflation 1980:Q1 and
1984:Q4, as can be observed in Figure 1.

Some empirical estimates are available for the parameter yr. According to Gal{
and Gertler (1999), the weight on backward-looking behavior is estimated to
be between 0.2 and 0.4. The authors conclude that the fraction of firms with
backward-looking behavior is smaller than that with forward-looking behavior,
but statistically different from 0. Nunes (2005) examines an equation similar to
that in Gali and Gertler (1999), but where inflation expectations are an average of
RE and expectations from the Survey of Professional Forecasters.!? Nunes (2005)
reports the following result!!

7, = 0.0260me; + 0.34328,7,1 + (1 — 0.34329)E, 7,41, (13)
(0.0065)  (0.0706)

where S;7;; is the average inflation expectation from the Survey of Professional
Forecasters, and mc; is marginal cost.'2 Branch and Evans (2006) and estimates
presented later in this paper provide evidence that survey results can be accurately
described by a learning algorithm. Therefore, equation (13) is the closest empirical
counterpart to the model presented here.

In the next section, the model is simulated with different weights of RE.

3.2. The Limiting Cases

The RE model can be obtained by setting ¥ = 0. Such a model cannot account for
disinflation behavior. As Mankiw and Reis (2002) emphasize, the NK model under
RE and an unanticipated credible disinflation generates an immediate reduction
of inflation and imposes no output costs.
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FIGURE 2. Learners’ economy—output and inflation.

The other extreme case is ¢ = 1, in which the economy is solely inhabited
by learners. A simulation of that model requires values for oy, Qout- "> The in-
ternal consistency criterion for this model implies that (aj,r = 0.5, ooe = 0.5).
We will examine this criterion in more detail in the model with heterogeneous
expectations.'* The parameters found in our analysis are higher than the values
that the literature usually assumes; the main reason is that the large bulk of the
literature does not focus on regime changes.

Figure 2 plots the average inflation and output gap generated by 5,000 simu-
lations of the model. Qualitatively the model performs well, inflation decreases
sluggishly, and the economy experiences a temporary recession. In the symmetric
case, i.e., raising the inflation target, inflation rises sluggishly to the target while
the economy experiences a boom. The drawback of this model is that convergence
is too slow.

To obtain a more precise notion of convergence, the mean and the standard
deviation around the mean are reported in Table 1.'5 The last row of the table
reports the first period for which mean inflation and the mean output gap differ
from their steady state levels by less than 0.005.

Atbotht = 16 and r = 20, average inflation and average output are still far from
their steady states. The economy takes 85 quarters to reach its new steady state, a
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TABLE 1. Output—inflation convergence

Output Inflation
t=16 t =20 t=16 t =20
Mean —0.0615 —0.0535 0.1060 0.0963
St. Dev. 0.0227 0.0232 0.0161 0.0167
End 84 85

slow convergence in comparison with the Volcker disinflation. The limiting case of
¥ = 1 can explain disinflations qualitatively but fails on a quantitative dimension.

4. SOLVING THE MODEL WITH HETEROGENEOUS EXPECTATIONS

The previous section showed that the limiting cases of pure rational expectations
or pure learning do not seem to provide satisfactory transition dynamics for the
Volcker disinflation. The model with heterogeneous expectations offers a nontrivial
solution, which we will explain in detail.

4.1. The L.1.D. Case

The analysis starts with a simple case in which the natural interest rate in the
heterogeneous expectation model is i.i.d. For expositional purposes, learners are
assumed to use a unique tracking parameter. In this case the learning algorithm is

simplified to
Efy =E vy + Ol(yz—l - EtL—l)’r)- (14)
To solve the rational agents problem, we conjecture that the MSV solution takes
the form
Yo =A+ BE Y. 15s)
Hence
Yer1 = A+ BE[ 2 (16)
Yy = A+ B[E,Lyt+1(1 —a)+ 0!)’1]- a7)
Because ERy, 11 = A + B[EFy,11(1 — @) + ay,], and after arranging terms, the
ALM is
Yo = = b(1 = ¥)Ba] {la + b(1 — ¥)A]}
+[I = b(1 = y)Ba] {[bY + b(1 — ¥)(1 — &) BIE; y,11}. (18)
Solving for rational agents requires consideration of the following two equations:
A =[I=b(1=y)Bal ' [a+b(l - y)A] 19)
B = 1[I —b(1 —y)Bal ' [by +b(1 — ¥)(1 — a)BI. (20)
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The second equation is a quadratic matrix equation on B that can be solved using
the generalized eigenvalues method.'® With a solution for B, solving for A is trivial.

The MSV solution changed with the introduction of rational agents. Adaptive
learners realizing that their expectations are taken into account by rationals, would
revise their MSV, which in turn would cause rationals to reestimate their MSV, and
so on ad infinitum. However, if learners behave as if rationals did not exist, then
the expectations of learners do converge to equilibrium. In that case, convergence
conditions under tracking can be computed by examining directly the learning
algorithm, which is!’

E[LytJrl = Etli1yt + Ol()’r—l - E,]11)’t)- (21)
Using equations (18)—(20), equation (21) can be rewritten as
Efyi1 =1 —a)+aBlEF |y, +aA +all —b(1 —y)Bal sl . (22)

The previous system will be stable as long as the matrix [/ (1 — o) + o B] has
eigenvalues with an absolute value smaller than 1. The asymptotic mean of expec-
tationsis Ey = (I —B) —1 A, which corresponds to the RE equilibrium [0, 7*]". The
distribution is asymptotic with variance givenby vec >, = {I — [ (1— a)+aB]®
[I(1—a)+aB]} 'vec(a[I—b(1—y)Ba] ™' o {a[l — b(1—y)Ba]~'x}"). Using
the normality assumption for 7/, one concludes with EfL Yir1 ~ N(0,7*7, ).

4.2. The Autocorrelated Shocks Case—Approximate Linear Solution

In the last section, the fact that learners and rationals were predicting only a
constant for output and inflation made the analysis easier. The technical difficulty
with rational agents is that they must take into account the process by which
learners form expectations. Once learners estimate more than an average, an
explicit MSV for which a fixed point exists is not so easily obtained. When the
natural interest rate is autocorrelated, as is usually assumed in the NK model,
learners follow the algorithm equations (8) and (9), which is no longer linear.

A simplifying assumption will enable an explicit solution; that is, rationals do
not realize that learners’ parameters will change in the following period. We denote
these agents as near-rationals. Near-rationals will still be aware of regime shifts;
and if they were the sole inhabitants of the NK economy, disinflations would still
be costless. Near-rationals will solve the equation

yr = AR + BRAF 4+ C* + DRCrP, (23)
where variables with the R superscript are variables for near-rationals and variables
with the L superscript are variables for learners’ MSV, which is y, = A + Clr.
Expectations for near rationals are formed as ERy,;; = AR + BRAF + CRprP +
DRCFprp; i.e. learners parameters A, and C, are not taken to evolve. So inserting
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these expectations into the ALM yields
yi =a+b(l —y)AR +b(Iy + (1 — ) BR)Ax
+[b(1 — Y)CRp + »r™ + b1y + (1 — ) DR]pCEr]. (24)

The solution must satisfy AR = [I —b(1 — )] 'a, BR = [I — b(1 — y)]"'by,
CR =[I —b(1l —Y)p]'s, DR = [I — b(1 — )p]~'byrp. The way that this
problem was solved ensures that once learners converge to RE equilibrium, so
do near-rationals.!® Hence, the relevant question to be posed is whether learners,
expectations will converge to equilibrium. The relevant T-map is

T(AY, CY) = {a + b(1 — Y)AR + b[Iy + (1 — ) BR1A",

x b(1 —y)CRp + b[Iy + (1 — y)DRICp + x}. (25)

The fixed point on the T-map is
A" ={I = b[Iy + (1 — ¥)BY)} " '[a + b(1 — ) AR] (26)
CY ={I = b[Iy + (1 — ¥)DR]p} '[¢ + b(1 — y)Cp]. 27

The fixed point for AL and C corresponds to the RE equilibrium, namely A" =
[0, w*]'. This result is not surprising; it means that the presence of near-rationals
does not alter the long-run behavior of the economy.

E-stability is obtained if all eigenvalues in the matrices b[Iv/ + (1 — ) BR] =1
and b[ Iy + (1 — ) DR]p — I have negative real parts. It is easy to check that for
the parameterization considered, E-stability is obtained.'

Our approximate solution is useful in three respects. First, one can analyze the
E-stability conditions directly. Second, when the economy converges, learners’
parameters will not change and the solution is then exact. Third, our analysis
helps identify the form of a solution that we may apply to a nonlinear case.

4.3. The Autocorrelated Shocks Case—Full Nonlinear Solution

The solution for near-rationals is accurate in the steady state but may perform
poorly during a transition period. This section seeks a solution for rational agents
that allows a different solution during the transition period. This is a standard
procedure in models where the RE solution during a transition period may differ
from the steady state solution, as for instance in Marcet and Marimon (1992).
We will apply the parameterized expectations algorithm, which is described in
Lorenzoni and Marcet (1999). Rational agents must be able to accurately forecast
variables. The goal of the algorithm is to find a forecasting function for rational
agents. We first choose as an initial guess for RE the near-rationals solution. The
first step is to use the guess in 1,000 simulations of the disinflation period for
20 quarters. In the second step, we regress y,.1 on the regressors of the near-
rationals solution, {1, AX, pr!", CFpr}. The third step is to form a new guess
for the solution. The new guess is a weighted average between the previous
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guess and the parameters estimated in the second step. We repeat the steps until
the guess equals the estimated parameters. The RE solution is a fixed point in
the previously described algorithm, at which rational agents accurately forecast
next-period variables.?? With the expectations of rational agents given by the
solution found previously, we can then simulate the model.

4.4. The Tracking Parameters

Internal consistency criterion. Making the vector of the tracking parameters
o = (tinf, ®our) €ndogenous avoids introducing additional degrees of freedom
into the model and prevents agents from making big mistakes. Making the vector
endogenous involves the concept of internal consistency (henceforth, IC), first
introduced by Marcet and Nicolini (2003). For notational purposes, let y; ()
denote the values generated in the economy when learners use o as tracking
parameters, and let E%y, («) denote learners’ predictions at 7 of y,,; when
learners in the economy use « as tracking parameters and the predictions are made
using &. For a given time horizon T and a positive number close to zero ¢, the
vector « is consistent if

1

T
T [

> i) = Efyei @] p+e.
t=1

1
?Z[y’“(a) - E;x)’tﬂ(a)]z} < ngnE{
t=1

(28)

That is, « is internally consistent if all learners use it and if predictions made
by these tracking parameters are good when compared with predictions made by
other tracking parameters &@. We chose the time horizon to be 16 or 20 quarters,
which is the duration of the Volcker disinflation episode. We computed results for
& = 0.00001, which approximately corresponds to 1.5% and 1% of the MSE for
output and inflation when the tracking parameters are (o, = 0.5, ooy = 0.3).
Robustness analysis can be found in Appendix A. Expectations on equation (28)
are computed by Monte Carlo integration using, 1000 simulations.

The results presented here refer to the case in which ¥ = 0.3. We present
results for inflation in Figure 3 and for output in Figure 4. In those figures, the
horizontal axes represent the tracking parameters (cinf, &yt ), and the vertical axes
represent (s, oy ). Figure 3 and 4 show the results for 7 = 20 and ¢ = 0.00001.
In these figures a value of 1 means that condition (28) is met, and a value of 0
means that (o, Qo) 1S inefficient given that all learners use (@inf, Cour). If @
1 occurs in the diagonal it means that (¢ins, Ctoye) 1S internally consistent. When
predicting inflation, one can see in Figure 3 that aj,y = 0.5 is always optimal.
In Figure 4 we see that when «jyr is low, ooy = 0.5 predicts well. When ay¢ is
high, ooy = 0.1 becomes better. For intermediate values of ¢, the best predictor
is oy = 0.3. The pair (ajnr = 0.5, doue = 0.3) is internally consistent, and the
robustness analysis showed that the pair (¢ojpr = 0.5, 2oy = 0.1) can also pass this
criterion. The first pair is the more robust, and the results are almost the same if
we use the second pair.
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FIGURE 4. Internal consistency table for output.
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Sargent (1982) reports four cases of hyperinflation that were stopped suddenly
and argues that those cases are consistent with RE. In accordance with that study,

Ball (1994) reports that when the inflation change is bigger, the sacrifice ratio is

smaller. The present model can account for the previous observations. For bigger
changes in inflation, the IC requirement will imply bigger tracking parameters,

thus reducing the cost of the disinflation. That is, in the Volcker disinflation learners
may have adapted slowly, whereas in hyperinflations, learners may have adapted

very quickly.?!
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FIGURE 5. Survey of professional forecasters GDP deflator expectations.

Some Empirical Evidence. One would also like to know whether the tracking
parameters that we found in the IC analysis reflect the actual learning behavior
during the Volcker disinflation. The IC is a theoretical concept that may induce
tracking parameters other than the ones used in reality. In equation (13), Nunes
(2005) suggests that 30% of agents made forecasts matching those in the Survey of
Professional Forecasters. Branch and Evans (2006) and the present paper suggest
that surveys can reflect learning behavior. Figure 5 compares one-quarter-ahead
expectations from the Survey of Professional Forecasters to one-quarter-ahead
GDP inflation. For most of the disinflation period, expectations systematically
overpredict inflation. Moreover, Figure 5 also shows that, in periods of rising
inflation, expectations underpredict inflation; hence the overall picture is consistent
with learning behavior. Surveys can be used to obtain an indicative measure of
the tracking parameter. When inflation is regressed on inflation expectations, the
results are?’

;= —0.005 + 1.1138,_7,. (29)
(0.003)  (0.08)
Because the hypothesis that the constant is zero and the coefficient on inflation
expectations is 1 is not rejected, unbiasedness over the full sample cannot be
rejected. The significance level of the test is 0.23. The tracking parameter is
obtained by estimating equation S, = (1 — @)S,_ 7, + am,, which yields?’
Sy = —0.000 + (1 — 0.175)S,_ 17, + 0.1757;. (30)
(0.000)  (0.043)
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FIGURE 6. Learners’ and rationals’ economy.

The previous regression suggests that private agents used an average tracking
parameter of 0.175 over the full sample. However, in periods of structural change,
the tracking parameter is probably higher. Because the period of interest is the
Volcker disinflation, we repeat the analysis for the subsample of 1980:Ql to
1984:Q4. This corresponds to 20 periods, as considered in the IC analysis:

Sy = 0.001 4+ (1 — 0.442) S,y 7, + 0.4427,. 31
(0.001) (0.077)

Note that the tracking parameter estimate, 0.442, is very close to the value obtained
with the IC criterion.?* It is not our claim that one can model survey expectations
in such a simple way as we did here. Nevertheless, the fact that the estimated and
the internally consistent tracking parameter are similar provides reassurance that
our model yields a good description of the Volcker disinflation.

4.5. Evaluating the Heterogeneous Model

Figure 6 plots the average paths of inflation, the output gap, and the interest rate,
assuming coyt = 0.3, aine = 0.5, and ¥ = 0.3. Assuming that the disinflation lasts
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TABLE 2. Convergence to new steady state

Output Inflation
t=16 t =20 t=16 t =20
Mean —0.0035 —0.0011 0.0401 0.0382
St. Dev. 0.0192 0.0194 0.0111 0.0107
End 15 15

for 16 quarters, the sacrifice ratio is 0.56%, a value similar to the computations
in this paper but lower than the estimates of Ball (1994). The economy where
learners and rationals coexist can better capture some features of the data.

The model captures the reduction in the interest rate. But the interest rate in the
model is below that in the data. A potential explanation is that during the Volcker
disinflation, RE agents thought the disinflation could be abandoned. Although
the central bank implemented a disinflation, medium- and long-run interest rates
stayed high. The present paper advances the simplest model as the benchmark,
but both the yield curve and the possibility of abandoning the disinflation policy
might have played a role in the real data.

In line with the data, the model predicts a temporary recession. The recession
in the model is immediate, whereas in reality it developed more slowly. The basic
fact that the disinflation was costly is captured by the model. The timing of the
recession could be improved by introducing adjustment costs or a time-to-build
feature.

More importantly, in the model, inflation gradually moves to target and matches
the data quite well. Overall, the model matches the key stylized facts of dis-
inflations. Inflation moves down slowly, the economy experiences a temporary
recession, and in the long run, interest rates are reduced. Also, convergence to the
new steady state is not too slow. As shown in Table 2, the economy is very near
its new steady state after 15 quarters.

One can also compare the welfare loss of the disinflation instead of the sacrifice
ratio. We consider that welfare is measured by quadratic deviations of output
and inflation from their targets, and the weight on output deviations is 0.048.%
Obviously, the welfare loss is O when there are no learners. If only learners exist,
the welfare loss is —0.1424; for the model with both types of agents, the loss is
—0.0309.

4.6. Further Exercises

The NK model is linearized around a zero steady state value of inflation. Whether
this local approximation is a good one for the problem at hand is not entirely
clear. We did not follow the approach of pursuing a global approximation because
learning is better understood in linear models. We checked whether the results
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changed if we kept the magnitude of the disinflation, but assumed a zero inflation
steady state at the end of the disinflation. When we simulated the model with a
disinflation from 11.6% to 0%, the results did not change. In accordance with the
previous observation, in Ball (1994) the initial level of inflation has no clear effect
on the sacrifice ratio.

We also considered another version of the Phillips curve, in which the firms
that do compute optimal prices adjust prices by the inflation target. Setting 8 =
0.99, the results with this Phillips curve are very similar to the results presented
previously. In this case the Phillips curve is described by

m=0-=-Br"+«kz + ﬁEﬂTtJrl- (32)

Using the same calibration as in the learning model, we also performed the
disinflation experiment with rule-of-thumb firms, as in equation (10). Output and
inflation were back to target in four and five quarters, respectively, and the sacrifice
ratio was 0.09%, an extremely low value when compared with the data. The
rule-of-thumb firms give less importance to past data than learning firms. The
speed at which rule-of-thumb firms discount past data is not supported by the IC
criterion. Moreover, the empirical analysis of survey expectations also did not
support the rule-of-thumb specification.

5. CONCLUSIONS

This paper proposed a framework in which expectations are a weighted average
of RE and learning. We discussed some difficulties that arise in this setup and how
to tackle them. The model is similar in spirit to the rule-of-thumb literature that
supports, for instance, the hybrid Phillips curve. The paper argued that including
learning makes for a more solid model than does the rule-of-thumb approach. The
learning algorithm uses the same functional form of RE, and one can determine
the optimal learning speed. In general, the rule of thumb will not discount past
data at an optimal speed, whereas learning does.

To evaluate the model, we provided an application to the Volcker disinflation.
We used the standard NK model as a benchmark. This model under RE cannot
account for the empirical patterns of unanticipated credible disinflations. When we
assumed that all agents were learning, the qualitative features of the disinflation
were matched. Nevertheless, convergence to the new steady state seemed to be
too slow. When expectations were set as an average of RE and learning, then the
disinflation was roughly matched both qualitatively and quantitatively.

This work has some implications for the debate on the hybrid Phillips curve.
Although we managed to match the transitions of the Volcker disinflation, the
model with rule-of-thumb firms implies a transition that is too fast. The main
issue is that rule-of-thumb firms discount past data at a very high and nonoptimal
pace. The literature has also debated whether the hybrid Phillips curve is mainly
forward-looking. Although the present experiment is not a definitive test, our
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results suggest that the Volcker disinflation can be roughly matched when the
weight on learning is around 30%. Even though the weight put on learning seems
to be small, the model behaves in a way very different from the pure RE case.
Future research could well tackle the question of whether other episodes and types
of agents can be successfully modeled with the sort of expectations described here.

NOTES

1. Other related applications of Bayesian learning are in Andolfatto and Gomme (2003) and
Schorfheide (2005).

2. Another work on imperfect credibility is Ball (1995).

3. The pricing assumption that this model uses was first suggested by Calvo (1983).

4. Preston (2005, 2006) points out that the model derived under learning would be different. We
do not tackle this issue here and introduce learning from the reduced form equations, as is done, for
instance, in Bullard and Eusepi (2005).

5. Further details on MSV solutions are in McCallum (1983).

6. For instance, Clarida et al. (1999), Fuhrer (1997), Fuhrer and Moore (1995), Roberts (1997,
1998).

7. The data appendix contains the description of the data series used throughout the paper.

8. We are assuming that output grows log-linearly during 16 quarters or 20 quarters and the change
in inflation is 11.6%.

9. The value of k = 0.026 in equation (13) has to be multiplied by four to consider annualized
inflation. A similar adjustment was performed for .

10. Adam and Padula (2003), Carroll (2003), Kozicki and Tinsley (2002), and Roberts (1997,
1998), have pointed to the importance of survey expectations in determining the dynamics of inflation.

11. The coefficients on survey and rational expectations have been constrained to sum to 1. The
results are very similar for the unrestricted estimation. The sample period is 1968:Q4 to 2004:Q2. The
set of instruments contains four lags of inflation and two lags of marginal cost, wage inflation, output
gap, and expected inflation; the results are robust to the inclusion of other instruments. The equation
is estimated with GMM, and the J-test is 0.6181. In the first-stage regression, the F-statistic is 45 with
a p-value of 0.00.

12. The estimation follows Gali and Gertler (1999) and Gali et al. (2005) in estimating the NKPC
with marginal cost. In contrast, Rudd and Whelan (2005) argue that the NKPC with marginal cost
provides a poor model of price inflation.

13. For the estimation of the variance—covariance matrix, the private sector is assumed to use a
low tracking parameter of 0.05. Such a low value is optimal because even with the regime change, the
steady state values of this matrix are not altered. Assuming other values for the parameter does not
change the results.

14. Further details are in the Appendix on the internal consistency criterion.

15. The standard deviation at a given date is given by

2 Z:=1(xt,n - ft)z
N =N

The realization is denoted by n, and the mean at date (¢) is given by X;. The mean X, is reported in the
first row of Table 1.

16. A discussion is in Uhlig (1999).

17. This approach closely follows Evans and Honkapohja (2001, Section 3.3).

18. Molnar (2004) used the method derived here and assumed that the proportion of near rationals
depends on their forecasting performance. Confirming our results, the author concluded that agents
with more rationality make convergence faster.
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19. Evans and Honkapohja (1998) showed that E-stability implies local convergence of the learning
algorithm in a class of models that contain the NK framework. The difference between the present
model and the NK framework are the matrices that constitute the 7-map. The results of Evans and
Honkapohja (1998) can be applied to the model presented in this section. Also note that when the
economy converges, as is assumed by the E-stability concept, near-rationals become completely rational
and do not commit mistakes. Convergence conditions under recursive least squares and tracking are not
always the same; simulation-based results suggest that if agents use a tracking algorithm, the economy
also converges to equilibrium.

20. We also tested for different functional forms of the solution for rational agents; the results were
robust. In particular, we checked how the mistakes of near-rationals could be improved by the regressors
1/t, 1/¢%. This solution undoubtedly imposes continuity between the transition period solution and
the near-rationals solution.

21. In addition, the experiences reported in Sargent (1982) involved drastic policy changes in the
exchange rate regime and fiscal stance that cannot be modeled here; such prominent policy changes
may also have led learners to make a rapid adaptation. Also, the Calvo pricing assumption may be
inappropriate in hyperinflationary environments.

22. We are considering a Newey West correction of 12 lags.

23. To check for robustness, we also estimated S+ = (1 — «)S;—2m—1 + ams—;1. The results
do not change.

24. The R? of this regression is 0.49 and the Durbin—Watson statistic is 2.3.

25. The weight on the output gap is the one assumed in Woodford (2003).
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APPENDIX A: INTERNAL CONSISTENCY

The magnitude of shocks influences the prediction performance of tracking parameters.
Insofar as there is a regime change, it is optimal to give more importance to recent ob-
servations. On the other hand, shocks create noise in the economy, and if one gives more
importance to recent observations, then predictions will be distorted by recent shocks.

We first assumed that there are an autocorrelated natural interest rate and a non-
autocorrelated cost-push shock with standard deviations set to 0.015 and 0.01 respectively.
We also did sensitivity analysis by considering the presence of other shocks and different
standard deviations. The results were robust. In one alternative specification, we considered
two nonautocorrelated shocks that influence equation (12) directly.

We estimated the data standard deviations of the actual output gap and of inflation
from 1980 to 1984 to be 0.02 and 0.04, respectively. We set the magnitude of shocks so
that for the internally consistent tracking parameter, the model yields plausible variances
when compared with the data for the Volcker disinflation. Note, however, that this implies
variances that are too high for the period after the disinflation.

In the model with ¥ = 1, the internally consistent parameters correspond to &y, = 0.5
and oo, = 0.7 and to aiyr ranging from 0.5 to 0.9. For any of these parameters the simulated
disinflation is slower than the Volcker disinflation.

For ¢ = 0.3, the internally consistent parameters were o,¢ = 0.5, ooy = 0.3, as can be
seen in Figures 3 and 4. We conducted sensitivity analysis assuming an alternative value of
T = 16 and ¢ = 0.00002; the results were robust. The parameters o,y = 0.5, oy = 0.1
are also internally consistent for ¢ = 0.00002, but the simulated series are very similar
under the two sets of parameters.

APPENDIX B: DATA

Inflation was computed using the seasonally adjusted monthly consumer price index for all
urban consumers and all items, as computed by the Bureau of Labor Statistics. Quarterly
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inflation is computed as the sum for the months in the quarter divided by the sum for the
months in the previous quarter. The reported series were filtered using the bandpass filter,
eliminating components with periodicity of less than 4 quarters.

We used the GDP series at constant prices and seasonally adjusted. A first series was
computed by eliminating the components with a periodicity of less than 32 quarters. A
second series was computed by eliminating components of less than 4 quarters. The output
gap is computed as the log of the second series divided by the first series.

The actual federal funds interest rate source is published by the Federal Reserve System.
The monthly annualized rates were transformed to quarterly annualized rates using a
geometric average.

The Survey of Professional Forecasters reports the mean values of the predicted GDP
deflator for the current quarter and the following quarter. Expected inflation is computed
as the annualized change from the current quarter prediction to the next quarter prediction.
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