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UNIFORM DEFINABILITY OF INTEGERS IN REDUCED
INDECOMPOSABLE POLYNOMIAL RINGS

MARCO BARONE. NICOLAS CARO, AND EUDES NAZIAZENO

Abstract. We prove first-order definability of the prime subring inside polynomial rings, whose
coefficient rings are (commutative unital) reduced and indecomposable. This is achieved by means of
a uniform formula in the language of rings with signature (0,1, +,-). In the characteristic zero case, the
claim implies that the full theory is undecidable, for rings of the referred type. This extends a series of results
by Raphael Robinson, holding for certain polynomial integral domains, to a more general class.

§1. Introduction. Over more than 60 years, the problem of defining rational
integers inside a ring has been object of extensive investigation (for an overview,
we refer the reader to the surveys [15. 18, 20, 25]). Much attention has been
drawn onto Diophantine definability, for this would yield a counterpart result about
other versions of Hilbert’s tenth problem (see [16]). More specifically, Diophantine
definability implies the undecidability of polynomial equations over Z.

In a similar vein, first-order (not necessarily Diophantine) definability of integers
in a characteristic zero ring is known to imply that the full first-order theory of
such a ring is undecidable. For instance, Julia Robinson showed that Z is first-
order definable in Q [21]. Concerning negative results, it was recently proved [2,
Lemma 4.7] that the direct product of two infinite finitely generated rings is not
bi-interpretable with Z; the proof of this result can be easily seen to contain, in its
essence, the fact that Z is not definable in Z x Z, for instance.

The same questions arise within the class of polynomial rings over integral
domains. Raphael Robinson [22, §4d] proved the undecidability of polynomial
integral domains. Jan Denef in [5. 6] proves that, given an integral domain
R of characteristic zero (resp. characteristic p), the problem of solvability in
R[T] of polynomials with coefficients in Z[T] (resp. (Z/pZ)[T]) is undecidable.
Furthermore, Thanases Pheidas and Karim Zahidi in [19] work with the language
of the rings augmented by a symbol for the nonconstant polynomials, proving
undecidability of the positive existential theory of polynomial rings over integral
domains. Recently, Javier Utreras proved interpretability of integers in polynomial
rings over GCD domains, in a modified language [26].

However, except for the case of finitely generated Z-algebras [2, Corollary 2.19
and Section 6.3], we have no knowledge of any attempt to extend definability
and undecidability results outside the class of integral domains, partly due to the
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consistent use of field extensions of the quotient field of these rings throughout
the results mentioned. In this paper, we work with polynomial rings S = R[x] and
formulate a criterion for the definability of the prime subring of S, that is, the
smallest subring of S (denoted here by Zg). In the characteristic zero case, Zg is
exactly Z, and in positive characteristic it coincides with some quotient Z/nZ.

We put aside the assumption that R be an integral domain, and explore a wider
range of coefficient rings, which is in fact a natural class to which to extend the
results, namely, the class of reduced indecomposable (commutative unital) rings
(Proposition 3.5). In general, any Noetherian reduced ring can be written out as a
finite product of such rings [4, Proposition 4.5.4], so we may consider these rings
as the basic bricks for building up an important class of objects in commutative
algebra, corresponding to the notion of connected components of reduced schemes
in algebraic geometry.

This work is divided as follows:

In Section 2, we establish standard definitions and notation from Logic and
Algebra that are going to be used throughout the paper, and we discuss some basic
properties.

In Section 3 we explore first-order definability of sets of powers, by introducing
the concept of logical powers, that is, a first-order property that coincides with
the property of being a positive power of a given element of a ring, under some
special conditions on both the element and the ring, mainly focusing on the case of
polynomial rings in one variable.

In Section 4, we investigate such special conditions, and study the class of reduced
indecomposable rings, proving several of its algebraic properties; we also provide
examples of such rings that are not integral domains, both Noetherian and non-
Noetherian.

In Section 5 we use the theory developed in Section 3 and Section 4 to
construct three special definable sets of polynomials with coefficients in a reduced
indecomposable ring, which are crucially used in Section 6 in the proof of the main
result (by using explicit definitions for sets of powers of a fixed element).

In Section 6 we present a general criterion to define sets of exponents of powers of
suitable elements. We specialize this criterion to reduced indecomposable polynomial
rings, in two different versions, corresponding to two different subclasses of such
polynomial rings.

The first version provides a uniform formula that ensures the definability of
the prime subring, upon the condition that the nonzero integers are invertible.
This condition is satisfied by all polynomial rings over a field or over reduced
indecomposable rings of positive characteristic; the second one no longer relies on
this condition, and it also provides a uniform formula, which works for polynomial
rings over reduced indecomposable nonfields of characteristic zero.

We end Section 6 by gathering the two formulas previously obtained into a
single uniform formula defining the prime subring of S = R[x]. for any reduced
indecomposable (commutative unital) ring R.

All our results and proofs are developed in the framework of Zermelo—Fraenkel
(ZF) set theory; in particular, they do not depend on AC or any choice principle.’

However, some interesting issues concerning choice principles arise in Remark 4.4 and Examples
4.10 and 4.12.
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§2. Preliminary definitions and notation. In this section we recall some basic
notions from ring theory which will be used throughout this work (see [13] for a
background). We also discuss some logical issues concerning the axioms for reduced
and/or indecomposable rings, and concerning the notion of “integers” in a given
ring, as well as its definability. More specifically, we distinguish between zero and
positive characteristic.

All rings considered are commutative, unital and nonzero. Except in a few cases
where emphasis is required, we denote the additive unit of a ring S by 0 instead
of Og. and similarly we denote by 1 the multiplicative unit of S (instead of 15). Note
that a ring is nonzero precisely when 1 # 0.

We will work in the first-order theory in the language of rings, with signature (+, -
,0,1). Unless the dependency on parameters is explicitly mentioned. by “definable”
we mean “definable without parameters”.

For the sake of brevity and notational convenience, whenever a subset 4 of a ring
S (or, more generally, a property P) is definable by a formula, say w(-), we will
write “¢ € A” (or, more generally, that “P holds™) instead of “w(z)” in subsequent
formulas; likewise, for two-variable formulas expressing binary relations y (-, -) which
correspond to algebraic properties, we abbreviate by using classical notation (e.g..
“s | ¢” for divisibility).

Let S be a ring. An element a € S is said to be nilpotent if a" = 0 for some
n > 1, and idempotent if a? = a: in the latter case, the element 1 — a is idempotent
as well. The ring S is said to be reduced if its only nilpotent element is zero, and
indecomposable’ if its only idempotent elements are 0 and 1.

Anelement a € S is said to be regular if, whenever ab = ac, with b,c € S, it follows
that b = ¢; otherwise, it is said to be a zerodivisor. Notice that invertible elements
are always regular. The multiplicative group of invertible elements of S (also called
units of S) is denoted by S*. An irreducible element of S is a nonzero, noninvertible
element that cannot be written as a product of two nonunits. Finally, an element p
of S is prime if it is nonzero and noninvertible, and whenever p divides a product, it
divides some of the factors.

For a ring R, we denote the polynomial ring in one indeterminate x with
coefficients in R by R[x], and we refer to the elements of R, that is, polynomials of
degree zero, as the constant polynomials, or the constants of this larger ring (such
“constants” should not be confused with the symbols of constants of the language
of rings). Given f € R[x]. we denote its coefficient of degree i by f; € R. Finally, we
will always make clear when we need to distinguish between the element f € R[x]
and its associated polynomial function f': R — R.

2.1. Remarks on local rings. We say that a ring S is local if a + 1 is a unit for every
nonunit a of S; for example, any polynomial ring R[x] is nonlocal (take a = x).

If S is a local ring, then the set of nonunits of S is closed under sums, and
consequently it forms an ideal in S: indeed, if b,c ¢ S*, then for any z € S the
element a = bz — 1 satisfies a + 1 = bz ¢ S*, so necessarily a € S*. Since —cz ¢ S*.

2 Also referred to, in the literature, as directly irreducible. Indecomposable rings are equivalently (and
more customarily) defined as those not isomorphic to the direct product of two nonzero rings.
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it follows that a # —cz, which amounts to saying that (b +c¢)z # 1. As z is arbitrary,
this proves that b + ¢ is a nonunit.

Conversely, if the set m of nonunits of a ring S forms an ideal, then S is local,
because for any a € m we have (¢ +1) —a = 1 ¢ m, so necessarily a + 1 ¢ m, that is,
a+1leS*.

Notice that our definition of “local ring” (as well as the equivalent characterization
just proven: “nonunits form an ideal”) differs from the standard definition used in
commutative algebra and algebraic geometry, namely: a ring is local if it has a
unique maximal ideal. We would like to stress that only our definition of “local
ring” is used throughout the paper to prove the main result (concretely, in the proof
of Lemma 5.7): we refrain from using the standard definition of local ring, because
such a notion involves maximal ideals, and it is well-known that the existence of
such ideals, in any nonzero commutative unital ring, is equivalent to the axiom of
choice [10]. In particular, our main results hold unconditionally on ZF, that is, they
do not rely on any choice principle.

2.2. On the theory of reduced/indecomposable rings. The existence of an idempo-
tent element other than 0 and 1 in a ring is clearly a first-order predicate, so that the
theory of indecomposable rings is finitely axiomatizable.

As a matter of fact, the same happens with reducedness, even though nilpotency
cannot be expressed as a one-variable first-order formula®. Indeed, observe that if a
is a nonzero nilpotent element of a ring and n > 2 is its nilpotency index (i.e., the
least positive integer such that a” = 0), then a” ! is a nonzero nilpotent element with
nilpotency index 2. Therefore a ring is reduced if and only if it contains no nonzero
element whose square is zero, and this is obviously a first-order predicate.

Clearly, all the remaining ring-theoretic properties described at the beginning of
the section, as well as our notion of local ring, are first-order definable in the language
of rings.

2.3. The prime subring and its definability. Let S be a ring. The prime subring of S,
denoted by Zg, is defined to be the smallest subring of S. It is not hard to show that
Zg C S is additively generated by 1g, and it is also the image of the (unique) ring
homomorphism j: Z — S. The characteristic of S, denoted by char(S), is defined
to be the unique natural number # such that ker j = nZ. Thus, Zg is isomorphic to
Z if the characteristic of .S is zero, and it is isomorphic to the ring Z/nZ of integers
modulo 7 if char(S) = n > 0.

This notion of “prime subring” clearly has nothing to do, and should not be
confused, with the notion of “prime element” mentioned at the beginning of the
section. When no ambiguity arises, we denote the prime subring Zs of a ring S
simply by Z, and we may sometimes refer informally to the elements of Z as the
“integers”. For m € 7Z we will denote m - 15 € S, with a slight abuse of notation,
simply by m, writing “m € S”. Likewise, we will informally refer to the elements of
Z* = j(Z7") as the “positive integers”. Notice that Z+ = Z when char(S) > 0.

The main goal of this work is to prove the definability of Z C S for S belonging
to a wide class of rings, namely, that of reduced indecomposable polynomial rings.
As mentioned in the Introduction, the case of characteristic zero (when Z = Z)

3See [11, Exercise 8.5.1] for an example of a ring whose nilradical is not definable.
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implies undecidability of the full theory of the corresponding ring. Regarding
positive characteristic, if char(S) = n > 0, then Z = Z/nZ is trivially definable,
via the formula

n

() \/ (t=1+4-+1).
i=1 i times
which depends on 7 in a cumbersome way. Since we are able to construct a uniform
formula that covers all reduced indecomposable polynomial rings, regardless of the
characteristic, we have in particular that, for char(S) = n > 0, our formula does not
depend on n. Obviously, in positive characteristic, our definability result does not
imply undecidability of the full theory.

§3. A first-order approach to the definability of sets of powers. Let S be a ring.
For an element p € S, let POW(p) denote the set of positive powers of p. As will
be clearer in Section 6, the first clue for definability of Z comes from the idea
of “logically” identifying positive integers with the exponents of a fixed element,
reducing the task to defining sets of powers of a fixed element of the ring. This has
led to the search for a first-order definable notion that approximates that of “power”.

3.1. Logical powers: definition and basic properties. In this subsection we
introduce an intuitive notion of positive power of an element p € S as a multiple of p
whose only divisors, up to units, are also multiples of p, together with an additional
property which, in the case of polynomial rings and under special conditions, also
guarantees monicity (as a monomial in p); this condition is encapsulated by Formula
(3.1) below. An analogous approach is considered in [22, p. 145]. where it is shown
that the same property is satisfied precisely by the nonnegative powers of p, whenever
p is a prime element and S is an integral domain (see item d of Proposition 3.4 for
a slight generalization). We will explore our notion in a more general context and,
for a certain type of ring S and suitable conditions on p (Theorem 5.5 and Remark
5.6), we use it to prove that the set POW(p) is first-order definable using p as a
parameter.

DEFINITION 3.1. Let S be a ring. Given p € S, we define the set LPOW(p) of
logical powers of p as the set of elements f € S satisfying:

e p divides f;

e p— 1 divides f - 1;

e every divisor of f is a unit or a multiple of p.

Observe that LPOW(p) is defined by the one-variable formula w (-, p), where y is
given by

w(f.s)os|fAs—1If-1AVg[g|f—(g]1Vs]g)l (3.1)

In what follows, we explore the similarities between LPOW(p) (a first-order definable
set) and POW(p) (a set that we want to be first-order definable), in order to justify
the expression “logical powers”. Unfortunately, in the general case the definition of
LPOW(p) fails badly in conveying the concept of “genuine powers”:
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ExaMPLE 3.2. If g,h € S are noninvertible and / is regular, then gh ¢ LPOW(gh).
In fact, we have that / divides gh, but 4 is neither a unit nor a multiple of gh (if
h = ggh, then canceling 1 would imply that g is a unit).

Another instance in which the two definitions clash is the following: on the one
hand, 0 € POW(p) if and only if p is nilpotent; on the other hand, the following
result characterizes whether the zero element is a logical power in nonlocal rings, a
wide class of rings that includes all polynomial rings (see Section 2.1):

ProrosiTION 3.3. Let S be a nonlocal ring. For any p € S, the following are
equivalent:

a. 0 € LPOW(p).
b. Both p and p —1 are units.
c. LPOW(p) =S.

Proor.

(a=b): We have that p — 1 divides 0 —1=-1, so p—1is a unit. As S is not
local, there exists s € S such that s and s + 1 are nonunits. Since s and
s+ 1 trivially divide 0 and 0 € LPOW(p), they must be multiples of p.
Therefore p divides (s +1) —s = 1.

(b= c¢): If both p and p — 1 are units, then any element ¢ € S obviously belongs to
LPOW(p), for ¢, as all its divisors, is a multiple of p, whilst p — 1 divides
t—1.

(c = a): Obvious. 5

Notice that the hypothesis in Proposition 3.3 is only used in the proof of a = b

to prove that p is a unit, whereas b = ¢ = a = “p — 1 is a unit” holds for any ring.

3.2. Consequences of LPOW(x) = POW(x) in R[x]. The findings from the
previous subsection suggest that our attempt at identifying the sets POW(p) by
LPOW(p) could be more successful if we avoid nilpotent and reducible elements.
As a matter of fact, under certain hypotheses the two sets coincide, producing a
first-order definition of the powers of some types of elements. Before proceeding in
this direction, we list some general properties concerning logical powers that will
be used in the sequel. At this point, one notation is worth introducing: given two
elements f, p of a ring, we say that f is infinitely divisible by p if f is a multiple of
arbitrarily large powers of p (equivalently, a multiple of all positive powers of p).

PrOPOSITION 3.4. Let S be aring, and let p € S.

a. Any element f of LPOW(p) is either infinitely divisible by p. or an element of the
Jorm up”, for some n > 1 and some unit u satisfying p— 1| u — 1. In particular,
ifu=1, then f € POW(p).

b. If f € LPOW(p) and uis aunit such that p — 1 dividesu —1, thenu f € LPOW(p).

c. If p is either invertible or irreducible, then p € LPOW(p).

d. If p is regular and prime, then POW(p) C LPOW(p).

PrOOF.
a. If f is not infinitely divisible by p, let n > 1 be the greatest exponent such that

p" | f, so that f = up" for some u not divisible by p. Since u divides /" and
f € LPOW(p), u must be a unit. Finally, we have f -1 =up” -1 =u-(p" -
1) 4u -1, and since both f —1 and p" — 1 are multiples of p — 1, soisu — 1.

https://doi.org/10.1017/js1.2020.50 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2020.50

1382 MARCO BARONE, NICOLAS CARO, AND EUDES NAZIAZENO

b. Obviously p divides uf . Since p — 1 divides both f — 1 and u — 1, it follows that
p-1ldividesu-(f —1)4+u—1=uf —1.Finally, if g divides «f , then g divides
ul-(uf) = f.Since f € LPOW(p). we conclude that g is a unit or a multiple
of p.

c. It suffices to observe that every divisor of p would be either invertible or an
associate of p (hence a multiple of p), for the other properties are trivially
satisfied.

d. Let n > 1. Obviously p | p" and p—1| p" — 1, and if g is a divisor of p”, say
p" = gh, then p"*! cannot divide / (otherwise we would have, by canceling,
that p divides 1, which contradicts the primality of p). Thus, the largeAst k witg
p* dividing h must satisfy k < n. After canceling we get p"* = gh, with i
not a multiple of p. If k = n, then g is invertible; otherwise, p divides g/, so
necessarily p divides g because p is prime. o

In what follows we will examine the case S = R[x], in order to draw some
consequences from the equality LPOW(x) = POW(x):

ProPOSITION 3.5. Let R be a ring and consider R[x], the polynomial ring in
one variable over R. If x € LPOW(x), then x is irreducible. If in addition one
of the inclusions LPOW(x) C POW(x) or POW(x) C LPOW(x) holds, then R is
reduced.

PrOOE. We always have that x is nonzero and noninvertible. Since x is regular,
every divisor of it will also be regular, and so if x € LPOW(x), then by using the
contrapositive of Example 3.2 we can conclude that x is irreducible.

Let a € R with ¢” = 0 for some n > 1. We want to prove that if, in addition,
LPOW(x) C POW(x) or POW(x) C LPOW(x), then a = 0, obtaining in this way
that R is reduced. Setu =1—a - (x —1). Note that u divides 1 —a” - (x —1)" =1, that
is, u is invertible, and also that x — 1 clearly divides u — 1. Consequently, by item b
of Proposition 3.4 we have ux € LPOW(x).

IfLPOW(x) C POW(x), then ux = x™ for some m > 1, which forces to have m = 1
and u = 1, and so ¢ = 0. Moreover, observe that x — a is not invertible and divides
x" —a" = x", and therefore, if POW(x) C LPOW(x) (in this case the condition
x € LPOW(x) is superfluous), then x — @ must be a multiple of x, so again a = 0. -

Thus, for a ring R, in order to have LPOW(x) = POW(x), it is necessary that R
be reduced and the polynomial x be irreducible in R[x]. Later we will see (Theorem
5.3) that these conditions are also sufficient, and in the course of the reasoning we
will show (see Proposition 4.3) that irreducibility of the polynomial x in R[x] is
equivalent to indecomposability of R.

§4. Reduced and indecomposable rings and some of their algebraic properties. In
this section we study some algebraic properties of reduced and/or indecomposable
rings. We prove, among other things, that just as integral domains, reduced
indecomposable rings have characteristic zero or prime, and we exhibit examples of
such rings that are not integral domains. Finally, we prove that constant polynomial
functions over infinite reduced indecomposable rings can only come from constant
polynomials.

https://doi.org/10.1017/js1.2020.50 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2020.50

DEFINABILITY OF INTEGERS IN A CLASS OF POLYNOMIAL RINGS 1383

4.1. Expressing reducedness and indecomposability of rings in terms of the
corresponding polynomial rings.

LEmMA 4.1. Let R be aring. Let f.g € R[x] be nonzero polynomials, and denote
their degrees by d and m, respectively.

a. Let h € R[x], and let k = deg(h). If f = gh, withd < m+k, then for all integer
iwithl <i<m+k—d, the ith power of the leading coefficient of g annihilates
the i coefficients of h of highest degrees, that is, hy, ..., hj_; 1.

b. Givenh € R[x]andr >0, if x" divides gh. then x" divides gjh. Moreover, x" = gh
implies gf = g5 ™" h,.

c. If gdivides fand m > d . then fis annihilated by a power of g,,. More specifically,
if f =gh and k = deg(h). then gk*' f = 0. Consequently, if R is reduced and f
is regular, then g | f implies m < d. In particular, whenever the coefficient ring
is reduced, divisors of regular constant elements are themselves constants.

d. Suppose R is reduced and indecomposable and g divides f. If the leading coefficient
of fis a unit, then that of g must be a unit too.

PRrROOF.

a. Write f = gh = (g, x" + -4 go) (h x¥ + -+ hy), with g,,. by # 0. It is enough
to show that g}n annihilates Ay ;) foralli =1,....m+k —d, because the same
argument, applied to all indices j with 1 < j <i -1, would also prove that
gl =g’ - (gmhi_j+1) = 0. as desired.

For i = 1, the claim follows from g,,/ix = f ik = 0 (recall that d < m + k).
Suppose the claim holds for all indices up to i, and suppose i +1 <m+k —d.
In this case we have d < m 4+ k — i, and therefore 0 = f,,,x; = gmhii +
(gm-tMi—iz1 + -+ gmihi). By induction hypothesis, each of the terms within
the parentheses is annihilated by a power of g, of exponent smaller than
or equal to i, and therefore the whole expression between parentheses is
annihilated by g/,. Thus, multiplying by g/ . one gets gi*!'h ; = 0, and this
completes the induction.

b. The result is obvious for » = 0. For r > 0, as gh is a multiple of x", we have
that all its coefficients in degrees 0, ....r — 1 vanish, so we may apply a specular
reasoning to that used in the previous item and get 0 = (gh)o = goho and, if
r>1,0=(gh); = gohi + g1ho., from which g2h; = 0 and thus g annihilates /
and /. By proceeding analogously until » — 1 we obtain that gj annihilates
ho. ....h,_1 and therefore all coefficients of g;/ vanish until degree r — 1, which
yields the first claim. In the special case where x” = gh we also have 1 = (gh), =
goh, + (g1hy_1 + -+ g-hy); after multiplying by g{. the second term of the right
side vanishes, giving g} = gS“hr.

c. Ifd <m, thenwe canapplyitemato f =ghandi =k+1<m+k —d and get
that g¥+! annihilates /. ..., ho and, consequently, annihilates 4. Hence gh+! f =
(gk*1h)g = 0. For the second assertion, observe that if we had m > d. then f
would be annihilated by a power of a nonzero constant (the leading coefficient
of g), which is also nonzero in a reduced ring. Therefore f would be a zerodi-
visor, contradicting the hypothesis. The last statement follows immediately.

d. Let f = gh, with & € R[x]. In the case d = m +k we have f,; = g, h;
and therefore, if f; is invertible, then g, invertible as well. In the case
d<m+k,lettingi =m+k —d. we may write the leading coefficient of f as
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u= fd = ferk—i = gmhk—i + L, where L = gm—lhk—iJrl + - +gm—ihk' The item
a above may be applied to the index i (because 1 <i < m +k —d). implying
that /., ....h; ;41 are annihilated by g/,, and therefore g/ L = 0.

If u is a unit, so is u’ = (guhy + L)' = gi,h, ,+ LM, for some M € R.
Multiplying by v = u™, we have 1 = vg, i, +vLM. By setting e = vg, h; ,
and ¢’ = vLM we have written e + ¢’ = 1, and since g/, L = 0, it follows that
ee’ = 0. Therefore e and e’ are idempotent, and since R is indecomposable,
one of them must be 1. We also have g/, # 0 because R is reduced, and
since g/ ¢’ = (vM)- (g}, L) =0, we conclude that ¢’ is a zerodivisor and,
consequently, ¢’ # 1. This forces | = e = vg,’;lh,’gi, and thus g, is a unit. -

PropoSITION 4.2.  For a ring R, the following conditions are equivalent:

a. R[x] is reduced.
b. R is reduced.
c. R[x]* =R*.

Proor. The implication a = b is obvious. For b = c, note that units are precisely
the divisors of 1, which is a regular constant element, and apply the last assertion
of Lemma 4.1c. Finally, if R[x]* = R* and f € R[x] satisfies f™ =0, with m > 2,
then (1+x/"™1)(1—xf"1) =1 implies 1+ xf™ "' € R[x]* C R. so necessarily
/™1 = 0. Iterating this reasoning we conclude that f = 0, proving that R[x] is
reduced. o

The next result relates indecomposability of a ring R to a property about its
polynomial ring R[x]:

PrOPOSITION 4.3. A ring R is indecomposable if and only if the polynomial x € R[x]
is irreducible.

PrROOE. Obviously x is nonzero and noninvertible. Suppose that R is indecom-
posable, and assume x = gh, with g, € R[x]; we want to show that either g or /1 is
a unit. Set e = gohy and e’ = g1hy. We have e + e’ = gohy +g1ho = (gh)1 = (x)1 = 1.
Furthermore, by the last part of Lemma 4.1b with r = 1 we have géhl = go. SO
e? = (goh)? = (gh1)h1 = gol = e, and therefore e, being idempotent, must be 0
or 1 (in a similar way one can show that ¢’ is idempotent). If e = 1, then go € R*;
since goho = (gh)o = (x)o = 0, it follows that sy = 0, so x divides /. and dividing out
the equality x = gh by the regular element x, we get that g is a unit. If e = 0, then
e’ =1, and proceeding analogously we conclude that & € R[x]*.

For the converse, since the only invertible idempotent f in a ringis f = f2f ! =
ff'=1.if e € R is a nontrivial idempotent (i.e., other than 0 or 1), then 1 — ¢ is
also a nontrivial idempotent, and therefore both e and 1 — e are nonunits. Thus, the
polynomials g = ex + (1 —¢) and & = (1 — e)x + e have noninvertible constant term.,
so they cannot be units in R[x]. Since x = gh. we conclude that x is reducible.

REMARK 4.4. Notice that the argument above proves that, if x has any nontrivial
factorization, then it has one as a product of two linear polynomials. Furthermore,
by putting together Propositions 4.2 and 4.3, we obtain a characterization of reduced
indecomposable rings in terms of a property of the polynomials 1 and x in R[x]: that
they both be not a product of two positive degree polynomials. For those acquainted
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with algebraic geometry, we recall the special meaning that indecomposability has
in terms of the topology of the corresponding Zariski affine scheme: a ring R is
indecomposable if and only if its prime spectrum Spec(R) is connected*.

From the very definition of polynomials and their multiplication, it follows that
0 is the only polynomial infinitely divisible by x. This will be used in the proof of
the following result, which shares the same spirit of Proposition 4.2, but concerning
indecomposability:

ProposITION 4.5.  For any ring R, a polynomial e € R[x] is idempotent if and only
if e is constant and idempotent in R. In particular, R is indecomposable if and only if
R[x] is indecomposable.

PrOOF. Let ¢ € R[x] be idempotent. Writing e = ¢y + gx, with g € R[x], the
equality e = e*> becomes ey + gx = €7 + 2eogx + g°x?, yielding ey = ¢?. and in
particular (1 —2ep)gx = (gx)?. Since (1 —2ey)? = 1, it follows that (1 —2ey)gx =
[(1—2e)gx]?. Thus (1 —2eq)gx = [(1 —2e)g]"x" for all n > 1, that is, (1 —2eq)gx
is infinitely divisible by x, and so necessarily (1 —2ep)gx = 0. Since (1 — 2¢p)x is
regular, it follows that g = 0, so e = ¢ is idempotent in R. =

From Propositions 4.2 and 4.5 we obtain the following characterization
of reducedness/indecomposability for polynomial rings in an arbitrary set of
indeterminates:

PROPOSITION 4.6. Let R be a ring and let X = {x;};c1 be a set of indeterminates
over R. If S = R[X]. then S is reduced (resp. indecomposable) if and only if R is
reduced (resp. indecomposable).

PrOOF. Obviously, if S reduced (resp. indecomposable), then the subring R of S
is also reduced (resp. indecomposable). Conversely, assume that R is reduced (resp.
indecomposable). Given f € S. there exists a finite subset X’ of X such that f € Sy,
where Sy = R[X]. Proposition 4.2 (resp. Proposition 4.5), together with induction,
shows that Sy is reduced (resp. indecomposable) as well, and therefore / nilpotent
(resp. idempotent) implies f = 0 (resp. f = 0 or 1), which shows that S is reduced
(resp. indecomposable). =

Notice that, although our class of rings of the form S = R[x] was initially
described in terms of properties of R, we now have instead an intrinsic characteriza-
tion of the same class, regardless of the presentation of S = R’[X] (i.e., independent
of the subring R’ and the set X of indeterminates over R’). Consequently, provided
that a given ring is polynomial (in any set of variables), all other conditions for
membership in our class are first-order axiomatizable in the language of rings
(Section 2.2), without extra symbols for the coefficient ring or the indeterminates.
The main result of this paper, that is, definability of the prime subring (Theorem
6.11), is therefore true for “polynomial reduced indecomposable rings”.

It is trivial that, given an element of a ring that is zero or a unit, it has a positive
power dividing the previous corresponding power (actually, this happens with every

“4For a proof of this equivalence, see [7, Exercise 2.25]. The proof relies heavily upon the Boolean
prime ideal theorem (BPI); see [12, Forms 14 AL and 14 AN].
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positive power of it). For reduced indecomposable rings, the converse holds. This
basic result will be used repeatedly, and we prove it below:

ProposiTiON 4.7.  For any reduced indecomposable ring R and any ¢ € R, we have:

a. If ¢ divides ¢™ for some m >0, then ¢ € {0}U R*.
b. If ¢ ¢ {0} UR*, then all nonnegative powers of ¢ are pairwise distinct.
c. If Ris finite, then R is a field.

ProOOF.
a. If ¢” = ¢™*1d, then (cd)” = c¢"d™ = (¢"*'d)d™ = (c¢d )" "', hence (cd)™ =
(cd)"t! = ... = (cd)?". Therefore (cd)™ is idempotent, hence it equals 1 or 0

(because R is indecomposable). If (cd )™ = 1, then ¢ € R*. Otherwise, since R
is reduced, it follows that cd = 0, which implies ¢ = ¢"*'d = ¢ - (¢d) = 0,
and therefore ¢ = 0 (again by reducedness of R).

b. If two nonnegative powers of an element 7 coincide, say " = ¢", with 0 <m < n,
then ¢ = 1" 1 so ¢ € {0} U R* by item a.

c. If Ris finite, then item b implies that R coincides with {0} U R* and is therefore
a field. o

The following result shows that, like integral domains, reduced indecomposable
rings can only have zero or prime characteristic:

PrOPOSITION 4.8. If R is a reduced indecomposable ring of positive characteristic,
then R has prime characteristic. In particular, every nonzero integer in R is invertible.

PrOOE. The prime subring Z of R is reduced and indecomposable, since R is. If
char(R) > 0, then Z is finite, so Z is a field by Proposition 4.7¢, and we know that
in this case | Z| = char(R) is a prime number. =

4.2. Examples of reduced and indecomposable rings. Clearly, any integral domain
is reduced and indecomposable. In this subsection we provide some examples of
reduced/indecomposable rings that are not integral domains.

ExaMPLE 4.9. Let B be a ring, p.q € B, and let b be the ideal in B generated by
pq. We are going to impose sufficient conditions on p and ¢ in such a manner that
the ring R = B/b be reduced, indecomposable, and not an integral domain.

Suppose firstly that p { g and ¢ 1 p. This implies pq 1 p and pg 1 ¢, hence b is not
prime, and so R is not an integral domain.

Furthermore, if p and ¢ are prime, then R is reduced: forif « € B and n > 1 satisfy
pq | a”. then by primality of p and g we have p |a and ¢ | a, say a = sp =tq. As q
is prime and ¢ { p, we necessarily have ¢ | s, which shows that pq | a.

If in addition the ideal Bp + Bq in B is proper, then R is also indecomposable. In
fact, if @ € B satisfies pq | (a — 1)a, then p must divide a or a — 1, and the same for
g. If p and ¢ do not divide the same factor, then 1 = a — (a — 1) € Bp + Bg. which
contradicts our assumption. Therefore p and ¢ both divide the same factor, being
it either @ or a — 1, which implies pq | a®> or pq | (a —1)?. As we already proved
reducedness of B/(pq), either pq | a or pq | a — 1, as desired.

As concrete examples of rings satisfying the conditions above, we can take B =
Z[t,p=2.q=t.or B=Q[s,t].p = s.q = t. In the latter case, we obtain an example

https://doi.org/10.1017/js1.2020.50 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2020.50

DEFINABILITY OF INTEGERS IN A CLASS OF POLYNOMIAL RINGS 1387

of reduced indecomposable characteristic zero ring R which is not a field, but such
that every nonzero integer is invertible.

As a final remark, we could replace the hypotheses “p ¢ and gt p” by “q is
regular and ¢ t p”. obtaining the same results.

ExamPLE 4.10. For a nonempty set X and a ring B. let S = BY be the set of
B-valued functions on X. Endowed with componentwise addition and product, S is
a ring. On the one hand, if B is reduced, then so is any subring of S; on the other
hand, if B is indecomposable, then the idempotent elements of a given subring of S
are precisely those functions that take only the values 0 and 1.

If B is a reduced indecomposable topological ring such that its singletons are
closed sets (i.e., endowed with a T} topology). and X is a connected topological
space, then R = C(X.B), the subring of S of B-valued continuous functions on X,
is indecomposable: for if f € R is idempotent, then X = f~1({0}) U f1({1}) is the
disjoint union of two closed sets, so by connectedness of X we must have that f is
constant.

Consequently, the existence in R of two continuous functions with disjoint
supports provides examples of reduced indecomposable rings that are not integral
domains. The last condition is guaranteed in many cases: for instance, if B =R, this
holds whenever X separates some pair of disjoint closed sets, which is the case if X is
a metric space or a completely regular space or, under certain standard assumptions,
whenever X is a normal space’.

ExamPLE 4.11. Consider the subring R of Z x Z consisting of those pairs (m.n)
with m =n (mod 2). Since Z x Z is reduced, so is R. Moreover, the idempotents in
Z x 7, are precisely (0,0),(1,1),(1,0) and (0.1); since (1,0).(0,1) ¢ R, it follows that
R is indecomposable.

Notice that the main result of this paper (Theorem 6.11) implies that Z is definable
in the subring R[x] of the ring (Z x Z)[x] = Z[x] x Z[x]. where R is as described in
Example 4.11. In this line of thought, the reader may wonder whether Z is definable
in (Z x Z)[x]. Nevertheless, one can extract from the proof of [2, Lemma 4.7] that
this is not the case (actually, that Z is not even definable in 4 x B, whenever 4 and
B are characteristic zero rings®). In other words, the condition on the subring R in
Example 4.11 is essential for the definability of Z in R[x].

Example 4.11 is just a special case of the following more general class of examples:

ExamMPLE 4.12. Let B be a reduced indecomposable ring which is not a field (e.g.,
an integral domain such as Z or F[¢]. p prime), and let b be a nonzero proper ideal
in B. Given a set I with more than one element, let R C B’ be the set of I-tuples
whose entries are pairwise congruent modulo b. Since B’ is reduced. so is R. The
set of idempotents in B’ is precisely {0,1} and, since b is a proper ideal, it follows
that {01}/ N R = {Og. 1z}, which shows that R is indecomposable.

SUrysohn’s lemma cannot be proved in ZF [8, Corollary 2.2]: the usual proof of this result relies on
DC. However, as shown in [3, p. 55], it suffices to use DMC, the axiom of dependent multiple choice [12,
Form 106 A].

6See [1] for another proof in the case A = B = Z.
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Finally, for each i € I. denote by e; the ith canonical I-tuple in B’ taking value
1 at position i and 0 elsewhere. If ¢ is a nonzero element in b, then R contains two
nonzero elements of the form ce; and ce;. with i.j € I and i # j, whose product is
0, and this shows that R is not an integral domain.

Unless 7 is finite’, the ring Rin Example 4.12 is not, in general, Noetherian: indeed,
if I contains a denumerable subset {i,: n € N} (i.e., if I is Dedekind-infinite), c is
a nonzero element of b and ¢, C R is the ideal generated by ce;. ....ce;,. then the
ascending chain of ideals (¢, ),ex is not stationary®.

The reader may notice that the technique shown in Example 4.12 also provides
examples in positive characteristic (which is necessarily prime, by Proposition
4.8). More specifically, for each p prime, the following ring is reduced and
indecomposable, has characteristic p, and it is not an integral domain:

R={(f.g) €F,l)xF,[r]: 1| f ~g}.

ExaMPLE 4.13. Let R be a local ring (see Section 2.1). If @ € R is idempotent,
then (a — 1)a = 0; since one of a — 1 or a is a unit, it follows that « = 0 or
a —1 =0, which proves that R is indecomposable. This provides more examples of
reduced indecomposable rings which are not integral domains, obtained as suitable
localizations of further rings at prime ideals’, such as the germs of rational functions
at points lying in more than one irreducible component of a (reduced) algebraic set

(eg. R = (CLx.»1/(x)) ).

4.3. Polynomials versus polynomial functions. In this subsection we address
the relationship between polynomials in one variable and their corresponding
polynomial functions. More specifically, we want to provide a sufficient condition
on the coefficient ring that ensures that polynomial constant functions can only
come from constant polynomials.

If R is a finite ring. then the nonzero polynomial [],..(x —r) is zero as a
function on R, so we may restrict our discussion to infinite rings. If D is an integral
domain, then any nonzero polynomial f* € D[x] can only have finitely many roots;
in particular, if D is infinite, then f does not vanish identically on R (as a polynomial
function). For infinite reduced indecomposable rings, the set of roots of a nonzero
polynomial may be infinite (take for instance the reduced indecomposable ring
of characteristic zero R = Z[{] / (2¢) in Example 4.9, and consider the polynomial
7- (x> 4 x) € R[x]. vanishing at all integers). yet it can never be all of R, as the

following result shows'.

8

"If b = Rc is principal and 7 = {1....,n}, then R is the image of the ring B[x|, ..., x,,] under the ring
homomorphism f — (f (cey). .... f (cen)). Thus, B being Noetherian implies that R is Noetherian as
well.

81f 1 is merely infinite, then we can only prove that R has a nonfinitely generated ideal, namely, that
one generated by all the /-tuples ce;. See [9, Section 3] for a comparison, in ZF, of the various notions
of Noetherianity.

°If 4 is a ring and p is a prime ideal in A, then the localization R = 4, is local. In fact. if « € 4 and
s € A\ p are such that a/s is not a unit in R, then necessarily a € p, and thus a +s € A4 \ p. Therefore
(a/s)+1=(a+s)/s is invertible in R.

10See [23] for a general condition, and [27] for a second-order topological proof, which relies on
different notions of Noetherianity (whose equivalence depends on DC) and connectedness of the prime
spectrum (which depends on BPI).

https://doi.org/10.1017/js1.2020.50 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2020.50

DEFINABILITY OF INTEGERS IN A CLASS OF POLYNOMIAL RINGS 1389

THEOREM 4.14. Let R be a reduced indecomposable ring. Assume that R is infinite,
andlet f € R[x]. If f(¢) =0 forallc € R, then f = 0.

Proor. The case of integral domains was just discussed, so we may assume that
R is not a field. Write f = f,,x" +---+ fo € R[x]. with m > 0. For ¢y, ....c,, € R,
let V(cp.....c,n) be the Vandermonde matrix associated to these elements, that
is, the matrix with rows indexed from 0 to m, the ith row being equal to
(Le;.ct e lem), and fora € R. let V, = V(a%a'.....a™).

We claim that if adet(V,) = 0, then a € {0} UR*: in fact recall that det(V,) =
[To<icj<m(a’ —a’).Sincea’ —a’ = a'-(1-a’~) foreachiand j with0 <i < j <m,
it follows that det(V,) = a*[1 — ag(a)] for some k > 1 and some g € Z[x]. Therefore
adet(V,) = 0 becomes a**! = a**2g(a), and the claim follows from item a of
Proposition 4.7.

If w denotes the column vector with entries fq, ..., . and V = V{(co. ....c;n).
where cy. ...,c,, are arbitrary constants, then Vw is the column vector with entries
f(co)..... f(en). so that Vw = 0. Multiplying this equality by the adjugate of V yields
det(V)w = 0, and so for each i we have f;det(}) = 0 for any choice of elements
€o. ....c, € R; in particular f;det(V,) =0, and consequently f; € {0} UR*. Thus,
to prove that all coefficients of f are zero, it suffices to show that none of them is
invertible.

If some f; were invertible, then det(V) = f7!-[f;det(}V)] =0 for all ¢y, ....c,, €
R. Consequently adet(V,) =0 for all a € R, so R = {0} UR*, contrad1ct1ng the
assumption that R is not a field. -

Notice that, in the previous result, none of the two conditions (indecomposability
and reducedness) can be removed from the hypothesis. We provide counterexamples
in both directions. On the one hand, infinite Boolean rings such as R = IF§I are
reduced but not indecomposable and the nonzero polynomial x> — x vanishes
everywhere as a function. On the other hand, R = ]Fz[{x,-}l-eN]/(x,-x_,-),-.jeN is
indecomposable but not reduced, and the polynomial (x> — x)? is null as a function.

§5. Logical powers in reduced and indecomposable polynomial rings. In this section
we study the properties of the logical powers (see Definition 3.1) of a polynomial
for reduced and/or indecomposable coefficient rings.

5.1. Powers versus logical powers.

LEmMMA 5.1. Let R be a reduced ring. If p € R[x] is nonconstant, then no element
of LPOW(p) can be infinitely divisible by p. If in addition the leading coefficient of p
is regular, then LPOW(p) C POW(p).

ProoF. Let d = deg(p) and ¢ # 0 be the leading coefficient of p. Since R is
reduced, the leading coefficient of p” is ¢" # 0, for all r > 1. Moreover, as d > 0, for
any given f € LPOW(p) we may find » > 1 such that deg(p”) = rd > deg(f).

Suppose by contradiction that /" be infinitely divisible by p, and hence divisible
by p”. Item ¢ of Lemma 4.1 ensures then that f is annihilated by some power
of ¢, say ¢*. Setting £ = 1+ c¢*p, we find that £ divides f (as £f = f) and that
p does not divide £ (otherwise p would be a nonconstant invertible polynomial,
contradicting Proposition 4.2). Therefore, as /' € LPOW(p), we must have that £

https://doi.org/10.1017/js1.2020.50 Published online by Cambridge University Press


https://doi.org/10.1017/jsl.2020.50

1390 MARCO BARONE, NICOLAS CARO, AND EUDES NAZIAZENO

is invertible. However, we have that £ = ¢*p + 1 is nonconstant, having coefficient
c**1 2 0 in degree d > 0, and so it cannot be invertible (again by Proposition 4.2).
a contradiction.

After proving that any f € LPOW(p) cannot be infinitely divisible by p, item a
of Proposition 3.4 guarantees that /" has the form up”, for some integer n > 1 and
a unit u satisfying p — 1| u — 1. As u is constant (Proposition 4.2) and p — 1 has
positive degree and leading coefficient ¢, again by Lemma 4.1c we have that u — 1
is annihilated by a power of c¢. Finally, if ¢ is regular, then # — 1 must be zero and
f € POW(p), proving the second assertion. -

COROLLARY 5.2. If R is reduced and p € R[x] is nonconstant, prime, and it has
a regular leading coefficient, then LPOW(p) = POW(p). In particular LPOW(x) =
POW(x) when R is an integral domain.

Proor. The fact that the leading coefficient of p is regular implies that p is regular,
and therefore we can apply Proposition 3.4d to obtain POW(p) C LPOW(p). The
reverse inclusion follows from Lemma 5.1. o

The requirement that LPOW(x) = POW(x), together with the technique shown
in Lemma 6.3, could be at the base of a specific strategy for definability of integers in
polynomial rings. However, Corollary 5.2 above only guarantees that LPOW(x) =
POW!(x) for integral domains, where the issue of definability of integers has already
been worked out, in a Diophantine way [24, Theorem 5.1]. Fortunately, we now
have all the tools to characterize the rings R such that, in the polynomial ring
R[x]. the equality LPOW(x) = POW(x) holds, obtaining in this way the converse
of Proposition 3.5:

THEOREM 5.3. Let R be aring and consider R[x]. the polynomial ring in one variable
over R.

a. If R is reduced, then LPOW(x) C POW(x).
b. POW(x) = LPOW(x) if. and only if. R is reduced and indecomposable.

PROOF.

a. This follows immediately from Lemma 5.1.
b. If LPOW(x) = POW(x), then Propositions 3.5 and 4.3 together imply that R
is reduced and indecomposable.

Conversely, suppose that R is reduced and indecomposable. For every r > 1
we have that x divides x" and x — 1 divides x" — 1. Suppose that x" = gh,
with g,h € R[x]. Following notation as in the beginning of Section 2. we are
denoting by gy the constant term of g and by #, the coefficient of x" in 4. Using
Lemma 4.1b . we get that x” divides g4 and g§ = g, ™' h,. hence g € {0} UR*
by Proposition 4.7a.

If go = 0. then x divides g. Otherwise, x” divides g," - (g4h) = h. say h = x'h,
hence x" = gh = x" gﬁ ; canceling out x” we conclude that g is invertible. This
shows that x” € LPOW(x) for all » > 1, that is, POW(x) € LPOW(x), and the
reverse inclusion follows from item a. o

Next, we try to distinguish by a logical formula some elements of R[x] whose
logical powers coincide with their positive powers. To this end, it is necessary to
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exclude elements exhibiting logical powers infinitely divisible by them. One way of
doing so, which will be presented in the following subsection, relies on producing a
first-order equivalent of the concept of “powers of two given elements have the same
exponent”, and exploits and extends the fact that, under reasonable conditions, for
polynomials p and ¢ we have that p — ¢ divides p™ — ¢" if and only if m = n.

5.2. Some convenient sets whose elements have definable sets of powers. The goal
of this subsection is to construct special definable subsets of a ring S, which will
end up being useful throughout the paper. When S = R[x], with R reduced and
indecomposable, the elements of such sets will turn out to have definable sets of
powers. If in addition R is not a field, we are able to show that every constant
element in S also has a definable set of powers.

DEerINITION 5.4. For a ring S, we define the following sets:

o T is the set of elements p € S such that p is irreducible and ph € LPOW(p)
whenever & € LPOW(p).
e U is the set of elements p € T such that:

— For every ¢ € T and every f € LPOW(p), there exists g € LPOW(q) such
that p—q | /' —g:
—1Ifa € S* satisfies p—1|a—1, thena = 1.

e Pis the set of elements p € U such that p — 1 is regular.

Observe that the sets 7, U and P are first-order definable and P C U C T.
Since irreducible elements are noninvertible by definition, it follows that the sets
in Definition 5.4 consist of nonunits.

THEOREM 5.5. Let S be a ring and let T.U and P as in Definition 5.4. For all
g € T we have POW(q) C LPOW(q). In addition, if S = R[x]. with R reduced and
indecomposable, then the following hold:

a. P is nonempty; more specifically, we have x € P.
b. LPOW(p) = POW(p) for every p € U.

PrOOF. If ¢ € T, then ¢ is irreducible, hence ¢ € LPOW(g) by Proposition 3.4c,
and if we assume inductively that m > 1 satisfies 4 = ¢ € LPOW(q). then ¢"+! =
gh € LPOW(q), by the definition of 7. This shows that POW(q) C LPOW(q).

Suppose that S = R[x], with R reduced and indecomposable.

a. First, we prove that x € T. Since R is indecomposable, x is irreducible by
Proposition 4.3. Moreover, as R is also reduced, it follows from Theorem
5.3b that LPOW(x) = POW(x). Therefore x € POW(x) = LPOW(x), and if
h € LPOW(x) = POW(x), then # = x* for some k > 1, hence xh = x**! €
POW(x) = LPOW(x). Thus, x € T, as desired.

Regarding the remaining conditions for membership in U, given ¢ € T' and
f € LPOW(x), we want to find g € LPOW(g) such that x — ¢ divides f —g.
Since LPOW(x) = POW(x), we have f = x" for some n > 1. Moreover, we
already know that ¢ € T implies POW(q) C LPOW(q), and so by taking g = ¢”.
we get g € LPOW(q). and clearly x — ¢ divides x" — ¢" = f — g. Finally, let
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a € S* be such that x — 1 divides a — 1. By Proposition 4.2 we have S* C R,
and therefore a is constant. Writing @ — 1 = (x — 1)£, we can evaluate at x = 1
to conclude a = 1. Consequently, x € U.

In order to achieve the claim, it just remains to observe that x — 1 is always
a regular polynomial.

b. If p € U, then p € T, and consequently POW(p) C LPOW(p). For the
reverse inclusion, let f € LPOW(p) and set ¢ = x € T. The first condition
in the definition of U guarantees the existence of an element g € LPOW(g) =
LPOW(x) = POW(x) such that p —x | f —g.say g = x", with n > 1.

If /" were infinitely divisible by p, then p would be constant by Lemma 5.1.
Evaluating at p and using that x — p divides x” — /', we conclude that /' (p) = p”.
Since f is infinitely divisible by p. there is an 4 such that " = p"*!h:in particular
we have f(p) = p"*'h(p). so p"*! divides p”. Proposition 4.7a would imply
then that p € {0} U R*, which is absurd since p is irreducible.

The contradiction above, together with item a of Proposition 3.4, shows that
f = ap”* for some k > 1 and some a € R[x]* with p — 1| a — 1; the second
condition of the definition of U forces a = 1 and. consequently, f = p¥ €
POW(p). -

REMARK 5.6. Let S be any ring. If 0 is a ring automorphism of S, then 0 preserves
the logical structure, and therefore the definable sets 7,U and P of Definition
5.4 are invariant under 0, that is, 8(7) = T.0(U) = U and 6(P) =P. If S =
R[x].v € R* and r € R, then the mapping 0: S — S given by 0(f) = f(vx +7r) is
a ring automorphism (g — g(v ' - (x —r)) being its inverse). If R is reduced and
indecomposable, then x € P by Theorem 5.5a, and therefore we have vx +r € P C U
in this case.

The last result of this subsection (Theorem 5.8) ensures definability of sets of
powers of any fixed constant, using the corresponding constant as a parameter, for
reduced indecomposable coefficient rings that are not fields. Before proceeding, we
need the following technical result:

Lemma 5.7. Let R be a ring. If R is not a field, then at least one of the following
holds:

o There exists a unit u withu —1 ¢ {0} UR*.
e Every element of R is the sum of two nonunits.

Proor. If R is local (see Section 2.1), then, as it is not a field, we may take
z ¢ {0} UR*, so that u = z + 1 must be a unit, satisfying the first property. If R
is not local, then nonunits are not closed under sum. Hence, some unit w must be
the sum of two nonunits, say x and y, and therefore for any » € R we have that

r=rw'w = (rw'x)+ (rw'y) is the sum of two nonunits. .

THEOREM 5.8. Let S = R[x]. with R being a reduced indecomposable ring that is
not a field, and let U be as in Definition 5.4. Given f € S and a € R, we have that
f € POW(a) if. and only if, for all p.q € U, there exist y € POW(p) and z € POW(q).

such that:
ep-aly-f:
eqg—alz-f;
*p—qly-z.
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ProoF. If /' =a",withn € Z*, thenforany p,q € U, by taking y = p" and z = ¢",
oneclearlyhas p—a|y—f,q—a|z—f and p—q |y —z. Conversely, let /' € R[x]
satisfy the properties listed. We will prove that f is constant as a function on R.

Given any two p,o € R and any v € R*, define the polynomials p = x —p+a
and ¢ = vx — o +a and observe that both p and ¢ lie in U (see Remark 5.6). By the
properties listed in the hypothesis, there exist elements y = p” = (x — p +a)™ and
z =¢q" = (vx — o +a)", where m and n are suitable positive integers depending on p
and ¢ (and, of course, on a), satisfying

ex—pta-al|(x-p+a)" - f:
evx-c+a—al|(vx—a+a)' - f:
o (x—pta)-(vx—ag+a)|p”—q".
which yields:

o f(p)=a™

o f(vlg)=a";

e(l-v)x+(c—p)|(x—p+a)"—(vx—0c+a)".

In particular we have f(0) € POW(a) (just take p = 0,6 =0 and v = 1).

Fix a triplet (p.o.v) and take any m = m(p.o,v) and n = n(p.o.v) satisfying the
conditions above. If m # n, then (x — p+a)™ — (vx — o +a)" has invertible leading
coefficient, being 1 or —v”, and therefore, by Lemma 4.1d, the last condition can
only be satisfied if the leading coefficient of (1 —v)x + (¢ — p) is also invertible. If
this does not happen, then we must have m = n and therefore f(p) = a™ = a" =
f(v'la).

The above reasoning amounts to saying that, given any p,g € R and any v € R*,
if any of the following conditions holds:

(a) v#landv—1¢ R*;

(b) v=1and p—a ¢ R*,

then f(p) = f(v"'a).

Take any r € R: we want to prove that f(r) = f(0). By Lemma 5.7, either there
exists a unit ¥ with u — 1 ¢ {0} U R* or any element of R is the sum of two nonunits.
In the first case, condition (a) is satisfied for v = u; taking p =r and ¢ = 0 we
conclude that f(r) = f(p) = f(v'e) = f(0). In the second case, there are two
nonunits s and ¢ such that r = s 4 ¢. Set v = 1. Considering p = r and ¢ = s, we can
use (b) to prove that £ (r) = f(1"'-5) = f(s). Analogously, considering p = s and
o = 0. we can use (b) again to prove that f(s) = f(11-0) = £(0). Thus, £ (r) =
f(s)=f(0).

We have proven that, in both cases, f(r) = £ (0). As r was arbitrarily taken, it
follows that f is constant as a function on R. Since R is reduced and indecomposable

but not a field, it follows from Proposition 4.7c that R is infinite, and thus Theorem
4.14 ensures that /' = f(0) € POW(a). —|

REmMARK 5.9. Let S = R[x] be as in Theorem 5.8. We have that the sets of
powers of elements of U coincide with their corresponding sets of logical powers
(Theorem 5.5b), and therefore they are definable, using the corresponding elements
as parameters; see Formula (3.1). Since the condition in the statement of Theorem
5.8 involves quantification over the definable set U, we get that the set of positive
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powers of any constant ¢ € R is definable in R[x] using « as a parameter. In other
words, we proved the following:

COROLLARY 5.10. Let S = R[x], with R being a reduced indecomposable ring that
is not a field. There is a two-variable first-order formula ®(-,-) such that, for each
a € R, the formula ®(-,a) defines the set POW(a) in S. More explicitly, we can take

®(t.a): VpVq([p € UNg € Ul— Iy3z[y € LPOW(p) Az € LPOW(q)
Ap-aly—thg-alz—tAp—q|y-z]).

§6. The main results. We end this paper by proving the definability of the prime
subring of R[x], whenever R is a reduced indecomposable ring. Clearly it is sufficient
to define just the subset Z* of positive integers in S. We will initially express the
class of reduced indecomposable coefficient rings as a union of two subclasses, for
each of which we produce a uniform formula defining Z*. Once this is done, we
manipulate the two formulas obtained and merge them, in a convenient way, into a
unified formula that covers the whole class.

6.1. Defining sets of exponents: the first steps. In this subsection we provide a
first-order technique for extracting “approximate” exponents from sets of powers,
in the sense that, given a suitable element p in a ring S, the (images in Z* of the)
exponents of its powers are determined modulo p — 1. Of course, we are interested
in extracting the “actual” images in Z* of the exponents (not only their classes
modulo p —1). This will be done in the two next subsections in two different ways,
according to whether every nonzero element of the prime subring is invertible, or
the coefficient ring is a nonfield of characteristic zero.

We remind the reader that, if n is a positive integer (e.g., when appearing as an
exponent), then the symbol  is also conventionally used in this work to denote the
element n-1g in S, as discussed in Section 2.3.

DEFINITION 6.1. Let S be aring, p € S and B C POW(p). We define the sets
log,B={necZ*: p" € B},
log,B+(p—1)S={n+(p—1)s:nelog,B.s € S}.
Notice that log, B + (p—1)S is precisely the set of elements 7 € S, such that p — 1
divides ¢ — n, for some n € Iogp B.
In what follows, given a formula defining a set B of powers of a fixed element p

such that p — 1 is regular, we provide a formula that defines the set log, B + (p—1)S.
Before we state our preliminary result we define, for p € S and n € Z™, the element

wa(p)=p" ' +p" 2+ +p+1€S.
Observe that w, (p) satisfies the equality (p — 1)w,(p) = p" — 1. Moreover, writing
wy(p) as

1, ifn=1;

= n—.
wn(p) n+(p—-1)Y (n—1-k)p*, otherwise.

NS

=
S
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it follows immediately that p — 1 divides w, (p) — n. These relations are used crucially
to prove the main results of this section. We begin our reasoning by introducing a
formula, together with a lemma that makes its meaning clearer.

DErNITION 6.2.  For a two-variable formula 5, we define the four-variable formula

Lg(t.p.yw): By.p)Ay—1=(p-DwAp-1|w-t.
Given a ring S, we denote by B, the subset of S defined by (- p).

LEmMA 6.3. Let S be a ring, and let p € S with p — 1 regular. With notation as in
Definition 6.2, suppose that B, C POW(p).

a. Given t,y.w € S, we have that Lg(t,p.y.w) holds if. and only if. there exists
n € log, B, such that
o y=p".
o w=uw,(p), and
o p—1dividest —n.

b. The formula 3y3JwLg(-, p.y.w) defines the set log, B, + (p—1)S of elements
t €S, such that p — 1 divides t —n for some n € log, B), (see Definition 6.1).

ProOF. We will use the fact that the element w, (p) = (p" —1)/(p — 1) is congruent
to n modulo p — 1, which, together with the hypotheses, will allow us to recover the
value » modulo p — 1 from the expression p” — 1 in a definable way.

a. Observe that Ly(z, p.y.w) holds if and only if there exists a positive integer n
satisfying:
e y = p" € B, (recall that B, C POW(p) by hypothesis).
ey—1=(p-1)w, and
e p—1 divides w —¢.
The chain of equalities

(p-Dw,(p)=p"-1=y-1=(p-lw

together with the regularity of p — 1, implies that the only possible such value
of wis w,(p). Thus, Lg(z, p.y,w) holds if and only if there exists n € log, B,
such that

oy=p"

o w =w,(p), and

e p—1divides w,(p) —¢.

Finally, recall that p — 1 divides w, (p) —n. so p — 1 divides w, (p) — ¢ if and
only if p — 1 divides [w,(p) —n] - [w,(p) —t] =t —n.

b. If 3y3wLg (¢, p.y.w) holds, then item a implies that p — 1 divides 7 —n, for some
n € log, B, and therefore 1 = n+ (¢ —n) € log, B, + (p —1)S. Conversely, if
t=m+(p—1)s. withm € log, B, and s € S. then L;(z. p.y.w) is satisfied by
taking y = p™ and w = w,, (p). 4

In our setting we have S = R[x], with R reduced and indecomposable, and we are
interested in using the elements p of the form p = x —r + 1, with r € R, which satisfy
the property that p — 1 is regular. For any such choice of p. if L(z. p. y,w) holds, then
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by Lemma 6.3awehave x —r = p—1| ¢ —n, forsome n € Z* possibly depending on r,
which amounts to saying that 7, seen as polynomial function, satisfies 1 (r) =n ¢ Z+.

In order to obtain from Ly a formula that corresponds to “t € Z*”, we must
necessarily bind the variables y.z and p. First, we quantify existentially over y
and w, obtaining an auxiliary value n € log, B, and afterwards we vary p in a
suitable definable subset containing all the linear polynomials x —r + 1, with r € R.
The first step, besides leaving n dependent on p. only specifies it modulo p — 1. To fix
this issue, we will express the class of reduced indecomposable polynomial rings as
the union of two subclasses, for each of which a different technique defining Z* is
introduced. Both techniques involve making further restrictions on ¢. This will allow
us, all in all, to cover our whole class of rings. We point out that the two subclasses
considered do indeed overlap, so in particular some of our rings may be treated by
any of the two techniques.

The first technique consists of imposing a restriction on # that implies that ¢ is
constant, thatis, ¢ € R. In this case, t = t(r) for all r € R, and since we already have
t(r) € Z*, we are done.

The second technique adds a condition on ¢ implying that the value ¢(r) = n does
not depend on p (equivalently, on r; recall that we are taking p = x —r +1). In other
words, we want to force 7 to be a constant polynomial function. By doing this, and
assuming that the ring R is infinite, we can apply Theorem 4.14 to get t € R, and
again we obtain t € Zt.

It is reasonable to expect that the technique showed in Lemma 6.3 can be adapted
in order to obtain the definability of the prime subring in other types of rings.

6.2. The case in which every nonzero integer is invertible. In this subsection we
develop the first strategy discussed above. More concretely, we obtain the definability
of Z* in R[x] when R is a reduced indecomposable ring, provided the definability
of a set between Z and R. Particularly, if we take this set as the set of units of
R[x] together with zero, this method accounts for all cases in which every nonzero
integer in the ring is invertible. This improves the result of [22, Section 2], which
requires that R be a characteristic zero integral domain that is first-order definable
in the ring R[x]'"".

PROPOSITION 6.4. Let S = R[x], with R a reduced indecomposable ring, and let P
be as in Definition 5.4. Given a definable subset A of S with A C R, we have that

L4(t):t € ANYp(p € P— TyTw[y € LPOW(p)
Ay=l=(p-NwAp-1|w-1])
defines the subset ZT N A. In particular, T 4 defines Z* whenever A D Z™.

Proor. With notation as in Definition 6.2, let f = w, where y is given by Formula
(3.1). so the subset B, of S defined by (- p) is equal to LPOW(p). Therefore, the
subformula

JyFw[y e LPOW(p)Ay —1=(p-DwAp—1]|w—1]

This is the case if R is a field or a local domain (see Section 2.1): in the first case we have R =
{0} U R[x]*: in the second case, R = {p € R[x]: p € R[x]* or p+1 € R[x]*}.
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of T4 is precisely the formula Jy3wLg(t,p.y.w), with Lg(z.p.y.w) as in
Definition 6.2.

If p € P. then B, = LPOW(p) = POW(p) by item b of Theorem 5.5: in particular,
log, B, = Z*, regardless of p € P. Moreover, we have that p — 1 is regular, by the
definition of P. Thus, we are in the hypotheses of Lemma 6.3b, which implies that
Jy3wLg(t. p.y.w) holds if and only if the following condition is satisfied:

There exists , € log, B, = Z" such that p—1|¢—n,. ()

If ¢ satisfies I'4, then ¢ € A by definition. Moreover, taking p = x € P and using
(*) we get some n, € Z* and some ¢ € R[x] such that  — n, = (x — 1)£. However,
t—ny, € R, because t € A C R. Thus, evaluating at x = 1 we conclude that necessarily
t—n, =0, and consequently t = n, € Z*.

Conversely, let  =n € Z+ N A. We want to show that I 4(¢) holds. Obviously ¢ € A4,
andif p € P, then the element n, = n satisfiesn, € Z* =log, Byand p—1[0=1¢-n,,
so that () holds, and therefore 3y3wLg(z, p.y.w) holds as well. 4

REMARK 6.5. The arguments presented in the proof of Proposition 6.4 above can
be adapted to prove the definability of Z*+ (with parameters) in noncommutative
rings too. For instance, let D be an integral domain, and let ¢ € D\ {0}. The quantum
plane over D with parameter q, denoted by S = D,[x.y], is defined as the quotient
of the free noncommutative D-algebra over two generators x and y, by the unique
relation yx = gxy (see [14, Chapter I'V] for details on the case in which D is a field).
One can prove that Z7 is definable in (S.0,1, +. -, x), provided that every nonzero
integer is invertible in S: for example, when D is a field or char(D) > 0, or in other
cases such as D = QJ¢].

THEOREM 6.6. Let S = R[x], with R a reduced indecomposable ring, and let P be
as in Definition 5.4. The formula

[(t): t € {0}US*AVp(p € P — FyTw[y € LPOW(p)
Ay-l=(p-THwAp-1|w-1]).

defines the set ZT N ({0} US*), which contains 1s. In particular, U defines Z" if and
only if every nonzero element of Z% is invertible.

Proor. Let 4 = {0} US*. Proposition 4.2 implies indeed that 4 C R, and
therefore we can apply Proposition 6.4, after observing that ' =T 4. -

REMARK 6.7. The fact that I" defines a subset of Z* containing 1g in arbitrary
reduced indecomposable polynomial rings will play a crucial role at the end of the
section, in the construction of a unified formula that works for all such rings.

6.3. The case of nonfields of characteristic zero. In this subsection we develop the
second strategy for defining Z* discussed at the end of Section 6.1, which works
successfully for the case where the coefficient ring is a (reduced, indecomposable)
nonfield of characteristic zero. Since Theorem 6.6 covers, among others, the case
in which the coefficient ring is a field or has positive characteristic (the latter by
Proposition 4.8), the result of this subsection will settle all remaining cases.
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By using definability of powers of constants with the constants themselves as
parameters (Corollary 5.10), we can strengthen the formula Ly (see Definition 6.2).
as was made in the previous subsection, but in another manner, in order to get
rid of the requirement of having a suitable definable set of constants in R[x] for
defining Z*.

Notice that this result implies, in particular, the definability of Z in the ring Z[x],
which is announced in [22, Sections 3a and 3b], but not directly proved” (see [17,
Theorem 7.13] for an alternative proof).

PROPOSITION 6.8. Let S = R[x], with R a reduced indecomposable ring, and let P
be as in Definition 5.4. Let 0 be the three-variable formula defined by

0(t.a,b): Vp[p € P— IyTw(y € LPOW(p)
ANy-l=@p-1NwAp-1|lw—-tAp—aly->b)].

Let a € R be such that all powers of a are distinct. If k € 7 is such that 0(t.a.a*)
holds, then t = k.

Proor. Our argument resembles closely that of the proof of Proposition 6.4:
with notation as in Definition 6.2, let # = y, where y is given by Formula (3.1), so
that the subset B, of R[x] defined by f(-. p) is precisely LPOW(p). Therefore, the
subformula

JyIw(y e LPOW(p)Ay -1 =(p-DwAp-1|w—tAp—a|y—b)
of O(t.a.b) is precisely the formula

3y3Iw[Ly(t.p.y.w)Ap—aly-Db].

with Lg(z, p.y.w) as in Definition 6.2. If p € P, then B, = LPOW(p) = POW(p) by
item b of Theorem 5.5: in particular, log, B, = Z*. Moreover, we have that p — 1 is
regular, by the definition of P. Thus, we are in the hypotheses of Lemma 6.3.

Let r € R be fixed. We will show that t(r) =k.If p=x—r+1, then p € P by
Remark 5.6. Since 6(¢,a.a*) holds, there exist y,w € R[x] such that p satisfies both
the formula Lg(z, p.y,w) and the condition p —a | y — a*. In particular, Lemma
6.3a grants the existence of an element » € log, B, = Z* (n possibly depends on r)
such that p—1|7—nand y = p".

Since p — 1 = x —r, the condition p — 1| ¢ —n becomes x —r | t — n, which in
turn is equivalent to have ¢(r) = n. Since we also have p —a | y — a* and obviously
p—a | p"—a" always holds, we conclude that p —a divides (y — a¥) — (p" - a") =
a” — a”* (recall that y = p”). Thus, there exists £ € R[x] such that a” — a* = (p —
a)l = (x —r+1—a)l. After evaluating at x = r — 1 +a and taking into account that
a" —a* € R (because a € R), we get a” — ak =0. Asall powers of a are distinct, the
equality a” = a* forces n = k., hence t(r) = n = k, as desired.

Since k is fixed and therefore does not depend on r, we have proven that if
0(t.a.a*) holds, then the polynomial function induced by ¢ has constant value .

12The author proves the definability of integers in quadratic rings, and claims that the method of
his proof can be slightly modified in order to obtain the corresponding definability result in polynomial
rings over the integers or over quadratic rings.
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As all powers of a are distinct, it follows that R is infinite, so we can apply Theorem
4.14 to conclude that r = k. -

THEOREM 6.9. Let S = R[x], with R being a reduced indecomposable characteristic
zero ring which is not a field. Let U be as in Definition 5.4, and let ®(-,-) be the formula
given in Corollary 5.10, defining powers of constant elements, namely,

®(t.a): VpVq([p € UAg € Ul — Iy3z[y € LPOW(p) Az € LPOW(q)
Ap—aly—thg—alz—tAp—q|y-z]).

If
T(¢): Ib[D(5.2) AO(2.2.h)].

with 0 as in Proposition 6.8, then Y defines Z* in S.

ProoF. We have, by Corollary 5.10, that for any a € R the formula ®(-,«) defines
the set POW(a). Therefore, if Y(z) holds, then there exists a positive integer k such
that formula 0(¢,2,2%) holds. Since R has characteristic zero, all powers of 2 are
distinct, and therefore we may take ¢ = 2 in Proposition 6.8, obtaining r =k € Z*.

Conversely, if € ZT = Z* (recall that char(R) = 0), say ¢ = n, then it is easy to
see that Y (¢) holds for the choice b = 2"": more specifically, the reader may check that
the formula 0(n,2.2") holds by taking, for each p € P (where P is as in Definition
5.4), the values y = p" and w = w, (p). —|

6.4. The unified formula. In the previous two subsections we have provided two
techniques that define Z* in two different cases (Theorems 6.6 and 6.9). To sum
up, let H be the class of reduced indecomposable polynomial rings. Let #; be the
subclass of rings in H where every nonzero integer is invertible, and let H, be the
subclass of rings in H expressible as R[x]. where R is a nonfield of characteristic
zero. By Proposition 4.8, if S is a member of H not belonging to H;, then S belongs
to H,. and this is equivalent to the following identity of classes:

H=H; UH,.

We remark that these subclasses do overlap: for example, the ring R = Q[s.#]/(st)
(Example 4.9) is a reduced indecomposable nondomain (hence a nonfield) of
characteristic zero in which every nonzero integer is invertible. Therefore, any of
the two techniques developed could be used to define Z* in R[x].

At this point of the paper we have already proven that Z* (and, consequently, the
whole prime subring) is definable in all reduced indecomposable polynomial rings.
However, depending on whether we work over H; or H,, we resorted to distinct
formulas, that were denoted by I" and T, respectively, in order to write out the
definition sought.

In what follows we merge I' and Y into a single formula, defining Z* in any reduced
indecomposable polynomial ring, covering this way the whole class H uniformly.
To this end, we begin by constructing an auxiliary sentence that characterizes
nonmembership in H;, and therefore forces membership in H,.
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LeMMA 6.10. Let S = R[x], with R a reduced indecomposable ring. Let C =
ZTN({0}US*) be the set defined by the formula T as in Theorem 6.6, and define

E:d(te CAt+1¢C).

We have that C = Z* if and only if 2 does not hold. Moreover, if E holds in S, then R
is a nonfield of characteristic zero.

ProOOF. By Theorem 6.6 we have that C is a subset of Z* containing 1, and
therefore C = Z* if and only if C is closed under the successor function ¢
t + 1, which is equivalent to negating =, proving the first assertion. For the second
assertion, if R is a field or R has positive characteristic, then every nonzero integer
in S is invertible (by Proposition 4.8 in the latter case). Therefore C coincides with
Z™ in these cases, and so E is false. o

What follows is the main result of our work: there is a formula defining the prime
subring in all reduced indecomposable rings R[x], regardless of the coefficient ring R.
As mentioned in Remark 6.7, we stress how the result of Theorem 6.6 plays a critical
role in the proof of our final claim, for it guarantees that 1 € C C Z*, regardless of
the coefficient ring R.

THEOREM 6.11. Let S = R[x], with R a reduced indecomposable ring. Let
Q(1): ["EAT()IVIEAY()].

where I and Y are the formulas given by Theorems 6.6 and 6.9, respectively, and = is
given by Lemma 6.10. We have that Q defines the set Z* in S.

Proor. Observe that

Q) teC, %fE ?s false;
Y(r), ifEistrue,

with C as in Lemma 6.10. If Z is false, then C = Z* by Lemma 6.10. Otherwise,

R is a nonfield of characteristic zero, again by Lemma 6.10, hence Y defines Z* by

Theorem 6.9. In either case, we have proven that Q(¢) holds if and only if € Z.
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